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A Dilemma for Calibrationism1
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The aim of this paper is to describe a problem for calibrationism: a view about higher
order evidence according to which one’s credences should be calibrated to one’s expected
degree of reliability. Calibrationism is attractive, in part, because it explains our intuitive
judgments, and provides a strong motivation for certain theories about higher order evi-
dence and peer disagreement. However, I will argue that calibrationism faces a dilemma:
There are two versions of the view one might adopt. The first version, I argue, has the
implausible consequence that, in a wide range of cases, calibrationism is the only con-
straint on rational belief. The second version, in addition to having some puzzling conse-
quences, is unmotivated. At the end of the paper I sketch a possible solution.

1. Calibrationism

Calibrationists think that there is a very tight connection between how reli-
able you (reasonably) take yourself to be, and the credence that it is rational
to adopt. To illustrate, consider the following case:2

HYPOXIA: You are a pilot flying to Hawaii. You suddenly realize that you
might not have enough fuel to get there. If you don’t have enough fuel,
you need to land right away. Fortunately, you have evidence that entails
either that you have enough fuel to get to Hawaii (H) or that you don’t
(~H). You do some calculations and breathe a sigh of relief. It looks like
you’ll make it. You then get a message from ground control: “Dear pilot,
you are flying at an altitude that puts you at great risk for hypoxia, a

1 I have received a great deal of helpful feedback on this paper from audiences at Arch�e,
Baylor University, Fordham University, MIT, The University of Arizona and members
of the UT-Austin Higher Order Evidence graduate seminar. Special thanks to David
Christensen, Daniel Greco, Sophie Horowitz, David Sosa and Roger White, and extra
special thanks to Susanna Rinard, for helpful discussion, comments and criticisms on
earlier drafts of this paper.

2 This case is originally from Elga (ms.). It has since been discussed in a variety of papers
including Christensen (2010a), Lasonen Aarnio (2014) and Elga (2013).
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condition that impairs your ability to reason properly. People flying at your
altitude, who do the sorts of calculations you just did, only reach the
conclusions entailed by their evidence 50% of the time.”

HYPOXIA is a case in which you have higher order evidence. I won’t
attempt to give a precise characterization of higher order evidence, but
roughly, higher order evidence is evidence that bears on evidential rela-
tions, or evidence that bears on what is rational.3 Here, and throughout,
when I talk about the belief states that are rational for an agent to adopt
I mean the belief states that the agent is propositionally justified in adopt-
ing. Furthermore, I will be assuming that the belief states that are propo-
sitionally justified for an agent are those that the agent’s evidence
supports.

I’ll use the term “first order evidence” to refer to any evidence you have
that is not higher order evidence. In HYPOXIA, your first order evidence
includes, for example, the evidence provided by the gas gauge, whereas
your higher order evidence includes the message you got from ground con-
trol concerning your potentially impaired reasoning.

It seems intuitive to many people that, in HYPOXIA, you should only have
a 0.5 credence in H. But why 0.5? It’s very tempting to think that the rea-
son you should have a 0.5 credence in H has something to do with the fact
that you learned that you are 50% reliable in these circumstances. Indeed, if
you think you should have a 0.5 credence in H in the case above, you prob-
ably also think that if, instead, you’d learned that you were 55% reliable,
your credence should be 0.55, if you learned that you were 60% reliable,
0.6, and so on. So an attractive way of explaining the judgment in HYPOXIA

appeals to a bridge principle connecting your expected degree of reliability
to the credence that it is rational for you to adopt. In its most general form,
it will look something like this:

Bridge: If your expected degree of reliability concerning whether p is r, r
is the credence that it is rational for you to adopt.

Your expected degree of reliability concerning whether p (at t) is the proba-
bility that it is rational for you assign to the proposition that your judgment
concerning whether p (at t) is correct.

What exactly is a judgment? I will be using the term in a technical way.
Your judgment, in my sense, is the proposition that you regard, or would
regard, as most likely to be correct, on the basis of the first order evidence

3 See Christensen (2010a), Kelly (2005) and Feldman (2005) for a more detailed charac-
terization of higher order evidence.
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alone.4 In HYPOXIA, your judgment is H, the proposition that you have
enough fuel to land in Hawaii. It is important to realize that one can judge
that p without believing (or assigning a high credence to) p. If you assign a
0.5 credence to H in HYPOXIA, you still judge that H since H is what you
would believe if you only had the first order evidence.

Note, however, that Bridge, on its own, won’t guarantee the result that
you should reduce your confidence in HYPOXIA. To see why, imagine a
cocky pilot who responds to the hypoxia warning as follows: “Look, I rec-
ognize that, in circumstances like this one, I’m generally only 50% likely to
arrive at the correct conclusion. Indeed, had you given me this warning
before I did my calculations, I would have only been 50% confident that I
would judge correctly. However, I have gone through the reasoning. In fact,
I do have enough fuel to land in Hawaii. Furthermore, I judged that I do.
Therefore, this must be one of the occasions in which I do judge correctly
and so I’m much more than 50% likely to be right in this instance.” What
the cocky pilot demonstrates is that, as many parties in the higher order evi-
dence debate have observed5, to get the desired result in HYPOXIA, we need
to add to Bridge another principle:

Independence: When calculating your expected degree of reliability, you
need to do so in a way that is independent of the reasoning in question.

The thought behind Independence is that you can’t appeal to your reasoning
about the first order matter when evaluating the likelihood of this particular
judgment’s correctness. Independence raises all sorts of interesting questions:
How much exactly must you set aside? What if the reasoning in question
can’t be neatly excised from your other beliefs? I won’t delve into these
issues here. Elga (2007) and Christensen (2011) discuss Independence at
length. My aim is only to note that for a bridge principle connecting your cre-
dences to your expected degree of reliability to motivate the view that you
should have a 0.5 credence in HYPOXIA, some independence principle along
these lines is necessary. One thing that it’s important to be clear about is that,
however the details of what needs to be set aside get filled in, the fact that, in
HYPOXIA, you have first order evidence that, in fact, supports your judgment
doesn’t bump up your expected degree of reliability. For suppose it did. Then
we should expect your expected degree of reliability to be higher than 0.5.
After all, given that your judgment is actually supported by your first order
evidence, it’s much more that 0.5 likely to be correct! The fact that your
expected degree of reliability in HYPOXIA is exactly 0.5, even though
your judgment is supported (indeed entailed!) by your first order evidence

4 I borrow this usage from Horowitz and Sliwa (ms.), and Weatherson (ms.).
5 For example, Elga (2007) and Christensen (2011).
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demonstrates that your expected degree of reliability isn’t improved by hav-
ing a judgment that the first order evidence actually supports.

The view that combines Bridge and Independence I will call “Calibrationism.”

Calibrationism: If, independently of the first order reasoning in question,
your expected degree of reliability concerning whether p at time t is r, r is
the credence that it is rational for you to adopt at t.6

Sometimes, for ease of expression, I will leave out the independence clause,
and simply talk about the agent’s “expected degree of reliability.” This
should always be understood to be calculated in a way that is independent
of the reasoning in question.

Two notes about calibrationism:
First, conciliatory views about peer disagreement follow from calibration-

ism. When you disagree with someone who is your epistemic peer, it is true
that, independently of the reasoning in question, your expected degree of
reliability is 0.5. (Indeed, on at least some definitions of peerhood (such as
Elga’s (2007)), an epistemic peer just is someone such that, independently
of the reasoning in question, your expected degree of reliability, in instances
of disagreement with them, is 0.5.) Since calibrationism says that, when
your expected degree of reliability is 0.5, your credence should be 0.5, it
has the consequence that, in cases of peer disagreement, you should have a
0.5 credence. Note that calibrationism isn’t just the view that you ought to
reduce confidence somewhat when your expected degree of reliability is
low. Views like Tom Kelly’s (2010) “Total Evidence View” might recom-
mend that you reduce your confidence in HYPOXIA, or in instances of peer
disagreement, but not that you dive all the way down to 0.5. Such a view is
not calibrationist. Calibrationists require that when your expected degree of
reliability is 0.5, your credence be exactly 0.5.

Second, there are various bells and whistles one might want to add to the
principle (for example, to avoid skeptical results), and I will discuss some of
these later in the paper. However, for most the arguments I will be advancing,
all that is relevant is the core commitment, which calibrationists share, that, in

6 Principles along these lines have been called by a variety of names (“Integration” (Chris-
tensen (2010a)), “Calibration Rule” (White (2009)), “Calibration” (Horowitz and Sliwa
(ms.)), and “Higher Order Defeat” (Lasonen-Aarnio (2014))). The calibrationist position,
as applied to cases of peer disagreement, has been called “conciliationism” (e.g. Chris-
tensen (2011) and “the equal weight view” (Elga (2007))). I chose “calibrationism” for
this paper since the calibration theme seems to come up in many of the discussions, and
having a name in the form of an “-ism” is useful for my purposes. Versions of calibra-
tionism have been defended by Christensen (2007, 2010a), Elga (2007) and Horowitz
and Sliwa (ms.). Calibrationist views about peer disagreement, in particular, are also
defended by Feldman (2006) and Christensen (2011), among others.
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a wide range of cases, one’s credence should be calibrated to one’s expected
degree of reliability, where this is calculated independently of the reasoning
in question. Thus, for simplicity, I will focus primarily on the principle above.

The purpose of this paper is to present a dilemma for calibrationism.
There are two versions of the view one might adopt. The first version,
I argue, has the implausible consequence that, in a wide range of cases, cal-
ibrationism is the only constraint on rational belief. The second version, in
addition to having some puzzling consequences, is unmotivated. This means
that the project of explaining and motivating our judgments in cases like
HYPOXIA is much more difficult than one might have thought. At the end of
the paper, I sketch a possible solution to the problem.

2. Setup for the Dilemma

The calibrationist thinks that your credence should equal your expected
degree of reliability, r. The following question arises for the calibrationist:
what proposition should you have credence r in? The most natural thought
is that you should assign credence r to your judgment. This suggests:

J-calibrationism: If p is your judgment, and r is your expected degree of
reliability (where this is calculated independently of the reasoning in ques-
tion), then the rational credence for you to assign to p is r.

However, there are problems with J-calibrationism, and these concerns have
motivated some calibrationists to endorse:

E-calibrationism: If p is the proposition best supported by your first order
evidence, and r is your expected degree of reliability (where this is calcu-
lated independently of the reasoning in question), then the rational cre-
dence for you to assign to p is r.

As an illustration of the difference between these two views, let’s consider
a milder version of the hypoxia case. As before, you judge that H on the
basis of your first order evidence. You then learn that, due to hypoxia’s
effects on reasoning, people in your circumstances only judge correctly
60% of the time. As a matter of fact, your judgment that H was not sup-
ported by your first order evidence. In this case, J and E-calibrationism
yield different results. J-calibrationism says that you should have a 0.6 cre-
dence in H, since H is what you judged. E-calibrationism says that you
should have a 0.6 credence in ~H, since ~H is what the first order evidence
supports.

I will argue that both J-calibrationism and E-calibrationism should be
rejected. In conversation, I have heard some people express the view that
E-calibrationism is a non-starter. What could possibly motivate the thought
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that, if you judge H, and your expected degree of reliability is 0.6, you
should assign a 0.6 credence to ~H? I will take this up later in the paper,
but, if this is your view, then just think of the “dilemma” for calibrationism
as a “problem” for calibrationism, which, on this picture, will be equivalent
to J-calibrationism, or one of its variants. My own view is that the problems
with J-calibrationism motivate a serious consideration of E-calibrationism,
which is why I devote a section of the paper to a discussion of this view.
Those who are already convinced of the falsity of E-calibrationism may
wish to skip that section.

It is a bit tricky to determine which version of calibrationism better aligns
with the views of the various players in the higher order evidence debate
since much of the discussion of higher order evidence has been focused on
cases of peer disagreement. In the standard cases of peer disagreement, you
and a peer disagree over whether p and it is stipulated that your expected
degree of reliability is 0.5. Thus, in peer disagreement cases, J-calibrationists
will recommend a 0.5 credence in your judgment and E-calibrationists will
recommend a 0.5 credence in what the first order evidence supports. Your
judgment and the proposition supported by the first order evidence may or
may not coincide. However, each view will recommend a 0.5 credence in a
member of {p, ~p}, and since your credences in these propositions must
sum to one, it follows that they will each recommend a 0.5 credence in both
members of {p, ~p}. Thus, in many of the standard disagreement cases, the
two views yield the same verdicts. Nonetheless, Elga’s (2007) suggests sym-
pathies with J-calibrationism, and J-calibrationism is described (though not
endorsed) by White (2009) and Weatherson (ms.). On the other hand, E-cali-
brationism is defended by Horowitz and Sliwa (ms.) and Christensen’s
(2011) view seems to best align with E-calibrationism.7

I am not claiming that J and E calibrationism are the only princi-
ples available to the calibrationist. As we proceed, I will discuss some

7 Christensen says:

“It would, I think, be very damaging to conciliationist views [if they were commit-
ted] to insisting that one’s original evidence was irrelevant to the rationality of the
beliefs one ended up with after making one’s conciliatory epistemic compromise.
Nevertheless, I think that the most plausible version of the conciliationist position
does not have this consequence. . .” (4)

J-calibrationism has exactly the consequence that Christensen says the most plausible view
does not have. For, according to J-calibrationism, the rational credence, in the relevant
cases, is determined completely by what you judged and the value of r. What the original
evidence supported has no bearing on the credence it is rational for you to adopt after mak-
ing your “conciliatory epistemic compromise.” Christensen has confirmed, in personal cor-
respondence, that he is opposed to J-calibrationism and that he is most sympathetic to a
view in the vicinity of E-calibrationism (though he may wish to modify certain details,
related to the bells and whistles I mentioned earlier, which need not concern us here).
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alternative variants of these principles. However, I structure the argument
around these two versions of the view because I think that the distinction
between calibrating to one’s judgment, and calibrating to what the first
order evidence supports, is an important and illuminating one. I will
argue that neither view is acceptable as it stands. I will then suggest
an alternative way of capturing the thought that, I think, is motivating
calibrationists.

3. The First Horn: J-Calibrationism

The problem with J-calibrationism is that it makes rationality too cheap.8

My challenge to the J-calibrationist will be as follows: can the J-calibra-
tionist account for cases in which someone has an irrational belief even
though the person is doing what J-calibrationism recommends? If the
answer is no, then J-calibrationism is in trouble, for it leads to the absurd
conclusion that all that is required for rational belief is that we match our
credences to our expected degree of reliability, where this is calculated in
a way that is independent of the reasoning in question. Below, I will pres-
ent an argument for the claim that J-calibrationism has this absurd conse-
quence. However, there are ways to resist this argument and so my
ultimate conclusion will not be that that the J-calibrationist is committed to
the view that, in all cases, J-calibrationism is the only constraint on
rational belief. Rather, I will show that the view is committed to the claim
that, in an unacceptably wide range of cases, J-calibrationism is the only
constraint on rational belief.

Such a conclusion may come as a surprise, for you might be thinking
that calibrationism is a principle that applies to a special class of cases:
cases of higher order evidence. If J-calibrationism is only about a very
special kind of case, you might wonder how it could have anything to
say about what constraints there are on rational belief more generally.
Part of the lesson to be learned from the discussion that follows is that
thinking of higher order evidence cases as special is a mistake. It is
extremely rare that we are not in a higher order evidence case. Once we
appreciate the breadth of cases which count as cases of “higher order
evidence,” the fact that J-calibrationism has very wide range implications
will not be surprising.

To get the main idea on the table, let me begin by presenting the argu-
ment for the strong conclusion: that according to J-calibrationism, conform-
ing to J-calibrationism is the only requirement on rational belief.

8 My worry about J-calibrationism is similar in spirit to Tom Kelly’s (2010) worries about
conciliatory responses to disagreement.
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(P1) According to J-calibrationism, if an agent who judges that p is highly
confident that p, and conforms to J-calibrationism, her expected degree of
reliability (calculated independently of the reasoning in question) must be
high. (If it were low, being highly confident that p would violate J-calibra-
tionism.)9

(P2) According to J-calibrationism, if the agent’s expected degree of reli-
ability (calculated independently of the reasoning in question) is high, then
the rational credence for her to assign to her judgment (p) is high. (This
follows directly from J-calibrationism.)

(C) According to J-calibrationism, if an agent who judges that p is highly
confident that p, and conforms to J-calibrationism, the rational credence
for her to assign to her judgment (p) is high. (From 1, 2 via hypothetical
syllogism.)

In other words, according to J-calibrationism, any agent that judges that p,
and believes (or is highly confident in) p, is rational, as long as she is con-
forming to J-calibrationism. There are no other constraints on rational belief.
This is highly implausible. As I mentioned, I do not intend to defend (C)
since I think that there are ways the argument above can be resisted. But in
seeing how the argument can be resisted, we will see that the range of cases
in which an agent conforming to J-calibrationism can form an irrational
belief is extremely, and unacceptably, narrow.10 I will consider two objec-
tions to P1 and two objections to P2.

9 Note that the “According to J-calibrationism” clause, at the beginning of P1, is not nec-
essary. However, adding the clause makes the structure of the argument more clear.

10 It is worth noting that a version of argument above would go through even if the cal-
ibrationist rejected Independence, and was only committed to Bridge. Simply remove
the parenthetical “independently of the reasoning in question” clauses and the result
would be an argument from Bridge to (C). However, Independence actually has quite
an important role to play. First, as we’ll see, if someone endorsed Bridge, but was
willing to deny Independence, there would be a way to modify the J-calibrationist
principle to avoid the unattractive result. Second, (C) would not be nearly as problem-
atic if we rejected Independence. For if turned out that what one’s expected degree of
reliability is depended heavily on what the first order evidence actually supported,
one’s expected degree of reliability could reflect various substantive rational require-
ments. To see this, imagine an extreme anti-Independence view according to which
one’s expected degree of reliability concerning p just is the credence in p that one’s
first order evidence supports. Then, the claim that calibrationism is the only constraint
on rational belief would amount to the claim that the only constraint on rational belief
is that one’s credences be supported by one’s first order evidence. This avoids making
the notion of rationality trivial. However, as noted earlier, this option isn’t available
to the calibrationist who wants to use calibrationism to motivate judgments in cases
like HYPOXIA. For if we abandon Independence, we won’t get the desired result in
HYPOXIA.
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3.1. Objections to P1

(P1) According to J-calibrationism, if an agent who judges that p is highly
confident that p, and conforms to J-calibrationism, her expected degree of
reliability (calculated independently of the reasoning in question) must be
high.

The J-calibrationist might reject P1 by claiming that an agent can conform
to J-calibrationism, and be highly confident that p, without having a high
expected degree of reliability. This will happen in cases in which, setting
aside the reasoning in question, the agent has no expected degree of reli-
ability at all. When might this happen? I will consider two possibilities.
First, the objector might claim that an agent lacks an expected degree of
reliability when she fails to explicitly consider how reliable she is. The sec-
ond proposal relies on the calibrationist’s commitment to Independence.
The objector might claim that an agent lacks an expected degree of reliabil-
ity in cases in which so much needs to be set aside in order to evaluate her
reliability, independently of the reasoning in question, that there’s not
enough left to ground an expected degree of reliability.

Objection 1: Explicit Consideration

The first proposal has two problems. First, on most accounts of what it is to
have a credence, an agent can have credences at a given time in all sorts of
propositions that she is not consciously entertaining. So the view that hav-
ing an expected degree of reliability requires consciously entertaining a
proposition about one’s reliability is somewhat ad hoc.

Second, requiring that one consciously entertain ones expected degree of
reliability results in a principle that is too weak to do the work calibration-
ists want it to do. For this view would have the consequence that, even in
cases in which we have good evidence that our track records are quite bad,
that many people disagree with us, and so on, we could still be rationally
confident in our judgments, so long as we do not explicitly consider our
expected degree of reliability.

Objection 2: Huge Propositions

The second proposal is inspired by a discussion in Elga (2007). Elga claims
that the question of how reliable you are, setting aside a huge swath of your
beliefs, may have no answer. He says: “These questions have no answers
because the information to be set aside is enmeshed in too much of your
reasoning to be cleanly factored off” (496). If he’s right, then there may be
no answer to the question: Setting aside my first order reasoning, what is
my expected degree of reliability concerning my judgment about the
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proposition that includes, for instance, all of my beliefs about the external
world, or all of my moral beliefs.

However, even if Elga is right in thinking that I have no expected degree
of reliability concerning propositions that encompass a huge swath of my
web of beliefs (call these propositions “huge propositions”), this will not be
much help. For if the problem with the argument above is that, in cases in
which the belief in question is huge, the agent has no expected degree of
reliability, a modified version of P1, which applied only to non-huge propo-
sitions, would yield a modified, but still unacceptable, conclusion: that the
only rational constraint on non-huge beliefs is J-calibrationism.

3.2. Objections to P2

(P2) According to J-calibrationism, if the agent’s expected degree of reli-
ability (calculated independently of the reasoning in question) is high, then
the rational credence for her to assign to her judgment (p) is high.

Since P2 directly follows from J-calibrationism, both of the objections to P2
that I will consider go by way of suggesting that J-calibrationism should be
modified in some way. I will set aside the question of whether or not the
versions of J-calibrationism that I will consider are sufficiently well moti-
vated so as to constitute an acceptable solution to the dilemma. For even if
they are well motivated, there are other difficulties such views will face.

The first suggestion is that J-calibrationism be modified so as to apply
only to cases in which agents have positive reason for their expected degree
of reliability. The second suggestion is that we weaken the J-calibrationist
principle so that it provides only a necessary, (rather than a necessary and
sufficient), condition on the rationality of one’s credences.

Objection 1: PRJ-Calibrationism

The first modification is inspired by Christensen (2011).11 Christensen says
that if your expected degree of reliability is low, but that is only because
you lack reason to think that you are reliable, you ought not match your
credence to your expected degree of reliability. For the principle to kick in,
on this view, it must be that your evidence gives you positive reason to
judge that your expected degree of reliability is as it is. (Christensen intro-
duces this condition to avoid certain skeptical worries discussed in his
paper).

11 Although the view under consideration was inspired by a comment from Christensen,
this is not Christensen’s view. As I mentioned earlier, Christensen is more sympathetic
to E-calibrationism.

434 MIRIAM SCHOENFIELD

 19331592, 2015, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/phpr.12125 by U

niversity O
f T

exas L
ibraries, W

iley O
nline L

ibrary on [03/09/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



PRJ-calibrationism: If p is your judgment, and r is your expected degree
of reliability (where this is calculated independently of the reasoning in
question), and you have positive reasoning for assigning yourself
expected degree of reliability r, then the rational credence for you to
assign to p is r.

PRJ-calibrationism doesn’t yield the result that merely having a high
expected degree of reliability is enough to rationalize a belief in one’s judg-
ment. For PRJ-calibrationism only says to match your credence to your
expected degree of reliability, when you have positive reason for having the
expected degree of reliability that you have. PRJ-calibrationism may, there-
fore, allow for the possibility that there are agents who conform to PRJ-cali-
brationism but nonetheless have irrational beliefs.12

Nonetheless, PRJ-calibrationism will not provide a satisfactory solution
to our problem. For the view does have the consequence that, whenever
an agent does have positive reason to assign a high expected degree of
reliability, whatever conclusions she comes to, no matter how wacky, will
be rational. You might think this is okay. For, perhaps, in most cases in
which we’re inclined to think of a belief as irrational, the agent lacks
positive reason for her high expected degree of reliability. In fact, how-
ever, this is not so.

It is not at all unusual for us to have a great deal of positive evidence
suggesting that we will judge correctly in some specific instance. We are
constantly accumulating very large positive track records. They may not be
as salient to us as bad track records precisely because they are so common.
Furthermore, our positive track records are not just track records of being
“generally reliable.” They can be quite specific. I have lots of positive evi-
dence that I will be good at doing simple inductive reasoning, involving
coins, in the morning, after having my coffee. That doesn’t mean that when
I see a coin land heads 100 times, and I commit the gambler’s fallacy, judg-
ing that the next flip will land tails, the resulting belief is rational. I have
lots of positive evidence that I’m good at judging when and where colloquia
will be, on the basis of announcements made in the department. If there is
an announcement that all talks at 3 on Wednesdays will be epistemology
talks, and I firmly believe, on the basis of that announcement alone, that the

12 Note that if PRJ-calibrationism is to help the calibrationist, it must be possible for an
agent to have a high expected degree of reliability without any positive reason for
having a high expected degree of reliability. Can an agent rationally have a high
expected degree of reliability while lacking positive reason to think that she is reli-
able? It may depend on exactly what is required to have “positive reason” (and we’ll
get to this in a moment), but, on at least some views (Wright (2004) and White
(2006)), we have a default warrant for the belief that we are reliable. If this is right,
then, even lacking positive evidence, agents can reasonably assign themselves a high
expected degree of reliability.
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upcoming epistemology talk must be at 3 on a Wednesday (thereby doing
the equivalent of affirming the consequent), my belief is unsupported by my
evidence, despite my good track record. Given that we do usually have a
great deal of positive evidence for our reliability, PRJ-calibrationism will
not be of much help in explaining ordinary instances of irrational belief.
PRJ-calibrationism, while consistent with the view that agents who conform
to PRJ-calibrationism can form irrational beliefs, only allows for this in the
rather special cases in which such agents lack positive reason for having a
high expected degree of reliability.

One might try to get around this worry by imposing very strict require-
ments on what counts as “good reason” or “positive reason.” For example,
one might think that the reasons I described for thinking that I am reliable
in the cases above are simply not sufficient. Alternatively, one might argue
as follows: consider the case of my fallacious inference to the conclusion
that the talk on Wednesday will be an epistemology talk. Perhaps the fact
that I have the first order evidence that I do (which doesn’t actually support
my judgment) means that I don’t have good reason to think that I am reli-
able in this instance.13 The problem with both of these suggestions is that,
if the calibrationist adopted either of them, the view would no longer do the
work calibrationists want it to do.

To see this, let’s consider a variant of the colloquium case. This time, when
I reflect on my track record, I realize that I’ve made mistakes about the time
and place of colloquia on the basis of departmental announcements a large
percentage of the time. (Perhaps I even form some hypotheses about why this
is: e.g., thinking about colloquia makes me excited and clouds my thinking.)
Calibrationists will want to say that reflection on this bad track record would
make it irrational for me to be confident in my judgment even though, let’s
say, as a matter of fact, in this particular instance, I judged correctly.

Now, if you thought that the evidence I got from my positive track
record in the original case was insufficient to count as positive reason to
think I’m reliable then it would be very hard to see why the evidence I got
from my negative track record in the revised version of the case would be
sufficient to count as positive reason to think I’m unreliable.14

Similarly, if one thought that having first order evidence which doesn’t
support my judgment means that I lack a good reason to think that I am
reliable in the good-track-record case, it would be hard to see why, in

13 Thanks to an anonymous referee for pointing out this potential response on behalf of the
PRJ-calibrationist.

14 Note that the same problem would arise if we tried to restrict the applicability of calibra-
tionism to cases in which an agent is justified in having a precise expected degree of
reliability. In many of the cases in which calibrationists want their principle to apply,
like the bad track record case above, the agents’ expected degree of reliability will be
imprecise.
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the bad-track-record case, having first order evidence that does, in fact,
support my judgment wouldn’t mean that I lacked a good reason to think
I was unreliable. Since the PRJ-calibrationist needs to claim that having
the first order evidence that I do in the bad-track-record case doesn’t pre-
vent me from having good reason to think I’m unreliable, it would be
unacceptably ad hoc to say that having the first order evidence that I do
in the good-track-record case, prevents me from having positive reason to
think I’m reliable.

It is worth noting that the source of the problem facing the PRJ-calibra-
tionist, here, stems from the Independence requirement, which says that an
agent’s expected degree of reliability must be calculated in a way that is
independent of the reasoning in question. It also relies on this requirement
functioning in the specific way I mentioned earlier: whether the reasoning
you did was in fact good or bad, or whether you have first order evidence
that in fact supports your judgment, or doesn’t, can’t bear on what your
expected degree of reliability is. Nor can it bear on whether you have good
reason to have the expected degree of reliability that you have. Why think
the Independence requirement should function in this way? Because, as I
argued above, if it didn’t, the PRJ-calibrationist couldn’t use it to motivate
the kinds of claims she wants it to motivate in cases like HYPOXIA. So a ver-
sion of PRJ-calibrationism with enough teeth to do the necessary work will
indeed have the consequence that, in an unacceptably wide range of cases,
it is the only constraint on rational belief.

In sum, like the huge-propositions proposal, PRJ-calibrationism only
manages to carve off a very specialized class of cases in which agents who
satisfy the principle can form irrational beliefs. In this case, it is the class of
cases in which agents have no positive evidence for their reliability. I sug-
gested that cases like this are quite rare. Thus, a modified argument would
lead to the unacceptable conclusion that, in cases in which agents have posi-
tive evidence for their reliability, the only constraint on rational belief is
PRJ-calibrationism.

Objection 2: WJ-Calibrationism

The second objection to P2 has us replace J-calibrationism with a weaker
version of the principle.

Weak J-calibrationism (WJ-calibrationism): A necessary condition on the
rationality of a belief state is that, for any p such that the agent judges
that p, the agent’s belief state assigns a credence to p that equals her
expected degree of reliability (r) (calculated independently of the reason-
ing in question).15

15 Thanks to Gerard Vong for this suggestion.
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A belief state is a function that assigns to every proposition (that the agent
has some attitude towards) the doxastic attitude that the agent bears towards
that proposition. A credence function is a paradigmatic example of a belief
state, but on a tripartite model, a belief state will be a function that assigns
propositions to one of {belief, disbelief, suspension of judgment}.

To see how WJ-calibrationism differs from the original principle, recall:

J-calibrationism: If p is your judgment, and r is your expected degree of
reliability (calculated independently of the reasoning in question), then the
rational credence for you to assign to p is r.

J-calibrationism is stronger than WJ-calibrationism. For J-calibrationism
says that, if p is your judgment, assigning credence r to p is a necessary
and sufficient condition for having a rational credence in p. WJ-calibration-
ism, in contrast, is only committed to the claim that calibrating is a neces-
sary condition on the rationality of a belief state. Thus, it is open to the
WJ-calibrationist to claim that, if your initial judgment was not supported
by the first order evidence (FOE), then, even if you calibrate, your credence
will be irrational.

However, WJ-calibrationism does not provide a satisfactory solution to
the problem. This is because WJ-calibrationism is committed to the exis-
tence of problematic epistemic dilemmas. Here is a quick version of the
argument for the claim that WJ-calibrationism is committed to the existence
of epistemic dilemmas. (I will argue that the dilemmas are problematic later
in this section.) Consider any agent with expected degree of reliability r
who judged inappropriately that p (by “inappropriate” I mean that the judg-
ment is not in accord with the first order evidence). What belief state is it
rational for this agent to adopt? If there is some belief state that is rational
for her to adopt it either assigns credence r to p or it assigns a credence to
p that is not r. The claim that the rational belief state assigns a credence to
p that is not r is inconsistent with WJ-calibrationism. For WJ-calibrationism
says that a belief state which includes a credence in your judgment that
doesn’t equal your expected degree of reliability isn’t rational. Thus, if there
is any belief state that it’s rational for such an agent to adopt, it assigns r to
p. So, assuming there is such a belief state, we can conclude that it’s
rational for an agent to assign credence r to p even if p was not supported
by the FOE. But now WJ-calibrationism faces the same problems as J-cali-
brationism. For the view says that, even if the FOE doesn’t support one’s
judgment, it’s rational to assign credence r to one’s judgment. So, if
WJ-calibrationism is to avoid the problems with J-calibrationism, it must
claim that, in at least some cases in which your judgment is inappropriate,
there is no belief state that is rational for you to adopt. Hence, an epistemic
dilemma.
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Here is a more careful version of the argument: For simplicity, I will
assume evidentialism: the claim that which belief state it is rational for an
agent to adopt supervenes on her evidence.16 (So, for example, the evidential-
ist will say that if the agent’s evidence supports belief in p, it is rational for her
to believe p.) Later I will talk about how this assumption can be relaxed. The
argument begins by showing that the following four claims are inconsistent:

• Inclusion: If an agent judges that p, her evidence includes the fact
that she judges that p.

• WJ-calibrationism

• ~J-calibrationism: It’s not always the case that: If p is your judg-
ment, and r is your expected degree of reliability, the rational cre-
dence for you to assign to p is r.

• No Dilemmas: Every body of evidence rationalizes some belief
state.

The argument is as follows: If the four claims above were true then,

(1) There is some case in which an agent judges that p, and yet,
assigning credence r to p is not rational. (By ~J-calibrationism)

Let’s call an agent in such a case “Zoey” and suppose that Zoey judged
that p.

(2) If Zoey assigns credence r to p, Zoey’s belief state is not rational.
(By (1))

(3) The fact that Zoey judged that p is part of Zoey’s evidence. (By
Inclusion)

(4) Some belief state is rationalized by Zoey’s evidence. (By No
Dilemmas)

(5) The belief state that’s rational given Zoey’s evidence, assigns cre-
dence r to p. (By (3), (4) & WJ-calibrationism)

The inference to (5) is justified as follows: Zoey’s evidence includes the
fact that she judged that p (by (3)). Thus, if there is any belief state that’s

16 Recall that, as I am using the term, the belief state that is rational for an agent to adopt
is just the belief state that she is propositionally justified in adopting.
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rational given Zoey’s evidence, it’s one that assigns credence r to p (by
WJ-calibrationism). (4) tells us that there is some such belief state. So we
know that it assigns credence r to p. (2) and (5) are inconsistent. Thus, the
four claims above are inconsistent.

Which of these four claims should the WJ-calibrationist reject? I will
now argue that the WJ-calibrationist should reject No Dilemmas. I will then
show why positing epistemic dilemmas in this context is problematic.

First, the WJ-calibrationist must accept Inclusion. For if the agent’s judg-
ment isn’t part of her evidence, we will violate evidentialism (the claim that
the rationality of an agent’s belief state supervenes on her evidence). This is
because WJ-calibrationism is a constraint on rational belief. A belief state
that doesn’t satisfy the requirements of WJ-calibrationism isn’t rational.
Whether an agent satisfies WJ-calibrationism depends on what her judg-
ments are. But if facts about what she judged are not part of her evidence
then the rationality of her belief state depends on facts that are not part of
her evidence. Second, the WJ-calibrationist must, of course, accept WJ-cali-
brationism. Third, the WJ-calibrationist must accept ~J-calibrationism.
Otherwise, the WJ-calibrationist will face all of the problems that the J-cal-
ibrationist faces. Thus, the WJ-calibrationist must reject No Dilemmas.

Note that a variety of non-evidentialist views are subject to the same
argument. For example, suppose you think that what it’s rational to believe
doesn’t supervene on the agent’s evidence alone. Rather, it supervenes on a
combination of the agent’s evidence and prior probabilities, or the agent’s
evidence and standards of reasoning. This won’t make a difference. Simply
replace instances of “evidence” in the argument above with “evidence +
priors,” “evidence + standards,” or whatever else you think might be rele-
vant. Nonetheless, for simplicity, I will be assuming that evidentialism is
true for the remainder of this section.

Before I argue for the claim that rejecting No Dilemmas in this context is
problematic, let me address an objection. You might think that the WJ-cal-
ibrationist should reject the inference to (5) in the argument above. Recall,

(3) The fact that Zoey judged that p is part of Zoey’s evidence.

(4) Some belief state is rationalized by Zoey’s evidence.

(5) The belief state that’s rational given Zoey’s evidence, assigns
credence r to p. (By (3), (4) & WJ-calibrationism)

Perhaps the WJ-calibrationist can say the following: “The belief state that
is rationalized by Zoey’s evidence assigns credence r to ~p (and credence
1-r to p). Nonetheless, I’m not saying anything that is inconsistent with
WJ-calibrationism. Because although Zoey actually judges that p, the belief
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state that is rational for her to adopt is one in which she judges that ~p and
assigns credence r to ~p. There is no problem with saying that the belief
state that is rational for the agent to adopt includes a judgment that differs
from what the agent currently judges.”

Note that the distinction between J and WJ-calibrationism is a distinction
between a narrow and wide scope version of calibrationism, with “rational”
taking narrow scope in J-calibrationism, and wide scope in WJ-calibration-
ism. The line of thought that I am suggesting on behalf of the WJ-calibra-
tionist is analogous to what one might say about other wide scope
requirements. Consider, for example, modes ponens. Modes ponens might
be thought of as a wide scope principle which says that a necessary condi-
tion on a rational belief state is that, if it includes the beliefs A and If A then
B, it also includes the belief that B. However, it’s not supposed to follow
from this that, if an agent believes A and If A then B, it’s rational for the
agent to believe B. For it is possible that the agent’s evidence actually sup-
ports believing ~A and ~B. Is the modes-ponens wide-scoper committed to
epistemic dilemmas? Surely not. In a case in which an agent believes A and
If A then B, despite the fact that ~A and ~B are supported by her evidence,
the belief state that is rational for her to adopt may be one in which she
believes ~A, If A then B, and ~B. Thus, there is no violation of the wide
scope principle, no epistemic dilemmas, and we are still not committed to
the narrow scope principle that says that any agent who believes A and If A
then B, is rational in believing B. The thought on behalf of the WJ-calibra-
tionist is that a similar approach might be taken in cases in which an agent
judges inappropriately.

The proposed solution, however, will not work. The reason for this is
that a judgment is not a belief, a credence, or anything that you will find
in an agent’s belief state. What an agent judges is a matter of what belief
state she is disposed to be in given a body of evidence that may differ
from her actual one. What the agent actually believes given her evidence
doesn’t entail anything about what she would believe if she had a body of
evidence that differs from her current body of evidence. So when the
objector above said: “the rational belief state given the evidence contains
the judgment that ~p and assigns credence r to ~p”, she was making a cat-
egory mistake. There is no such thing as a belief state containing a judg-
ment.

Note that it is very important for calibrationism that it be stated in terms
of judgments rather than beliefs or credences. Calibrationists appeal to the
notion of the agent’s expected degree of reliability. But remember that an
agent’s expected degree of reliability is, roughly, the likelihood that her
judgments are correct in the relevant circumstances. If we changed the notion
of expected degree of reliability, such that what was relevant was the likeli-
hood that an agent’s beliefs were correct, we wouldn’t get the right results in
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cases like HYPOXIA. To see this, consider a version of the hypoxia case in
which the order of events is reversed. First, the pilot gets evidence that
people in her circumstances only perform the relevant calculations correctly
60% of the time. Then she gets her FOE, does her calculations, and judges
that H (correctly, let us suppose). The calibrationist wants to say that such
an agent should assign a 0.6 credence to H. But note that at no time did the
agent ever believe H. So if her expected degree of reliability was defined as
the likelihood that her beliefs would be correct, there would be no reason for
her to assign a 0.6 credence to H. Since she has no belief about whether H,
the reliability of her beliefs would be completely irrelevant. Finally, just to
emphasize how un-belief-like judgments are, note that an agent can judge
that p while being more confident in ~p than p. This will occur in cases in
which one’s higher order evidence suggests that one’s judgments are anti-
reliable. We will discuss such cases in more detail shortly.

You might think that the proposed solution could be modified as follows:
rather than saying that the agent’s belief state contains a judgment, we can
say that the belief state that is rational assigns credence r to the proposition
best supported by the FOE and, furthermore, one is rationally required to
judge in accord with the FOE. But now the resulting view contains two
components: a claim about which belief states are rational given the evi-
dence, and a claim about the rationality of some other thing—a judgment.
On this view, the claim about the rationality of a belief state is E-calibra-
tionism and I will discuss the problems with E-calibrationism later in the
paper.

There is, however, a sense in which I think a solution along the lines of
the above proposal is on the right track. The reason we are running into
trouble is that the object of evaluation is a belief state. If we changed the
object of evaluation, there would be room to make the sorts of moves that
this objector finds tempting. The solution that I will propose at the end of
this paper is in the spirit of this suggestion. I will suggest that to make
sense of calibrationism we need to move to a picture on which calibration-
ism isn’t a principle about the rationality of belief states. Calibrationism is
about another matter altogether. But this is getting ahead of ourselves. The
important point for now is that, as long as we think of calibrationism as a
principle about the rationality of belief states, the proposed solution doesn’t
work. Since judgments are not components of belief states, one can’t say
that the rational belief state is one which includes this or that judgment.
Thus, the argument above is sound and the WJ-calibrationist is committed
to the existence of epistemic dilemmas.

I will now argue that the kind of dilemmas that the WJ-calibrationist is
committed to pose a problem. But let’s begin by getting clear on what
exactly the epistemic dilemma proposal amounts to. Recall that J-calibra-
tionism faced problems because, according to J-calibrationism, regardless of
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how an agent judged, it is rational for her to assign credence r to her judg-
ment. I think that the most plausible version of WJ-calibrationism that
avoids these problems is the following:

Dilemma WJ-calibrationism (DWJ-calibrationism): If an agent appropri-
ately judges that p, (that is, p is best supported by her first order evidence),
it is rational for her to assign credence r to p. If an agent inappropriately
judges that p, (that is, p is not best supported by her first order evidence),
there is no belief state that is rational for her to adopt.

Why might you accept DWJ-calibrationism? The thought would be that
the theory of rationality is a theory of ideal rationality: it describes how
ideally rational agents form beliefs. We shouldn’t expect a theory of ratio-
nality to tell us what belief states are rational for agents who already dis-
played irrationality through inappropriate judgments. Such agents have put
themselves in a bind for which there may be no way out: an epistemic
dilemma.

Positing epistemic dilemmas, however, will pose a variety of problems,
the first of which is that there may be general reasons for denying the exis-
tence of epistemic dilemmas. But there are also specific reasons why the
calibrationist should avoid positing epistemic dilemmas in cases in which
an agent judged inappropriately. I will describe three such reasons below.

First, consider:

ORACLE TESTIMONY: I judge that tomorrow will be sunny on the basis of
meteorological evidence (this is my FOE). The oracle then comes down
from the heavens and tells me the following: “First, I’d like to let you
know that your meteorological evidence does not support the proposition
that it will be sunny. Quite the contrary, in fact. It supports the proposition
that it will be rainy. In addition, I should alert you to the fact that your
mistaken judgment is not an isolated incident. Whenever you get strong
meteorological evidence that it’s going to rain tomorrow, you become so
depressed that you end up inventing very silly arguments for the conclu-
sion that it will be sunny. On the other hand, if you get strong meteorolog-
ical evidence that it will be sunny, your fear of disappointment leads to
your judging that it will be rainy!”

Note that there is nothing paradoxical about learning that one’s judgments
are anti-reliable. There is, perhaps, something paradoxical about learning
that one’s beliefs will be anti-reliable, regardless of how one attempts to
correct for their anti-reliability. But judgments, recall, are not beliefs.

According to DWJ-calibrationism, my evidence in ORACLE TESTIMONY

doesn’t rationalize any belief state since it includes an inappropriate judg-
ment. However, to the extent that we have an independent grip on the
notion of evidential support, it seems clear, that, in such a case, my total
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evidence supports believing that it will rain. Think about it this way: in the
case we are considering, my evidence includes first order evidence in sup-
port of rain, the trustworthy-as-one-can-get oracle who tells me that my first
order evidence supports rain, and my judgment that it will be sunny.17

Given the oracle’s testimony about my anti-reliability, the fact that I judged
that it will be sunny is also evidence that it will be rainy. So all of my evi-
dence strongly favors rain. How could such a body of evidence not support
believing that it will rain?

Second, DWJ-calibrationism will lead to a violation of single premise
closure, the claim that if one knows p, and one knows that p entails q, then
(if one believes q), one knows q. For suppose that, in ORACLE TESTIMONY, I
know two further facts: that my FOE entails sunniness or entails raininess,18

and that the proposition that the FOE supports is the proposition that the
FOE entails. So I know:

(1) My FOE supports raininess (on the basis of the oracle’s testi-
mony).

(2) [My FOE supports raininess] � it will rain.

And yet I don’t know that it will rain! I don’t know that it will rain because
according to DWJ-calibrationism my evidence doesn’t support the belief
that it will rain.19 (I am relying on an assumption, widely held by eviden-
tialists, that one can’t know that p unless one’s evidence supports belief in
p.)20 Thus, we have a case in which I don’t know something that I know is
entailed by something I know.

Finally, DWJ-calibrationism seems to license some awkward reasoning.
To see this, consider a hypoxia case in which the pilot gets evidence that her
expected degree of reliability is 0.6. Prior to getting that evidence, let us sup-
pose, she judged, and believed H (that she has enough fuel to make it to

17 Note that it is still true that I judge that it will be sunny even after I hear the oracle’s
testimony. This is because an agent’s judgment is the proposition she would regard as
most likely to be correct on the basis of the first order evidence alone. Even after hear-
ing from the oracle that my first order evidence supports the proposition that it will be
rainy, it’s still true that I would regard sunniness as most likely if I only had the first
order evidence to go on (which does not include the oracle’s testimony).

18 It’s rare that we have evidence that entails facts about how tomorrow’s weather will be,
but it’s not impossible. Nonetheless, if you prefer, you can substitute a case in which it
is more plausible that one’s evidence entails a proposition that it supports.

19 This is because, according to DWJ-calibrationism, it’s not rational for me to believe that
it will rain, and since we are assuming evidentialism, this means that my evidence
doesn’t support the belief that it will rain.

20 Conee and Feldman (2004, p.93), for example, say, that knowledge requires that a belief
be “well founded” and that well foundedness requires that one’s belief be supported by
the evidence.
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Hawaii). And let us also assume that she knows that her FOE entails either
H or ~H and that it supports what it entails. She is now contemplating
whether she should reduce her confidence. The DWJ-calibrationist tells her
that, if, in fact, she judged appropriately she should reduce her confidence to
0.6. However, if she judged inappropriately, there is no belief state that is
rational for her to adopt. It seems like the pilot might respond as follows:

AWKWARD REASONING: You’re telling me that it’s only rational for me to
adopt a 0.6 credence if my initial judgment that H was supported by my
FOE. Let’s focus for a moment on the bearing that your view has on the
rationality of my actions. I know that if I have a 0.6 credence in H, I’ll
return home right away. I wouldn’t risk a 40% chance of death for a
weekend vacation in Hawaii. On the other hand, if I maintain my high cre-
dence in H, I will keep on flying. Given a plausible theory about the con-
nections between the rationality of beliefs and the rationality of actions,
what you’re essentially telling me is that I should go home only if I have
enough fuel to make it to Hawaii. For your view licenses the following
reasoning:

1. My judgment that H is appropriate if and only if H is true (for recall
that the FOE, in this case, supports what it entails).

2. If my judgment that H is inappropriate, no belief state is rational for
me to adopt. (By DWJ-calibrationism)

3. If I don’t have enough fuel to land in Hawaii (~H), no belief state is
rational for me to adopt. (1, 2)

4. If it’s rational for me to adopt a lower credence in H than my initial
high credence in H, then I have enough fuel to make it to Hawaii. (3)

5. If it’s rational for me to return home this must be because it’s rational for
me to adopt a lower credence in H than my initial high credence (from
principles connecting epistemic and practical rationality).

6. If it’s rational to return home, then I have enough fuel to make it to
Hawaii. (4, 5)

Now, perhaps I’m shallow, but I’m not really interested in being rational
for the sake of being rational. What I really care about is having an awe-
some weekend. If rationality can only require me to act in a way that will
make my weekend worse than it would be if I stick to my irrational
choices, I’m afraid I’m not much interested in being rational!

I don’t mean to endorse this reasoning. Perhaps we should be interested in
rationality for its own sake. However, it seems like even an interest in the
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quality of one’s weekends should lead to an interest in forming beliefs ratio-
nally. DWJ-calibrationism makes it mysterious why this is so.

I have raised three concerns for the DWJ-calibrationist. First, the view
has the consequence that, even in a case in which all of one’s evidence
seems to favor p, the total evidence doesn’t support believing p. Second,
the view is inconsistent with single premise closure. And third, the view
makes it mysterious why an agent’s practical interests should align with an
interest in having rational credences. The DWJ-calibrationist might be will-
ing to bite some bullets here. But given the odd consequences of the view,
I think it is worthwhile to explore some alternative options.

Let’s sum up. J-calibrationism is problematic because it makes rationality
too cheap. It (and the PRJ-calibrationism variant) has the consequence that,
in a wide range of cases, J-calibrationism is the only constraint on rational
belief. WJ-calibrationism seems to avoid this unattractive consequence.
However, WJ-calibrationism is committed to the existence of problematic
epistemic dilemmas. In the next section I turn to the second horn of the
dilemma—E-calibrationism.

4. Second Horn: E-Calibrationism

Recognizing the problems with J-calibrationism might make E-calibration-
ism seem like a natural solution. One shouldn’t have credence r in whatever
it is that one judged! Rather, one should have credence r in whatever the
first order evidence best supports. On this view, regardless of how you
judged, there is a credence that is rational to adopt (credence r in the propo-
sition that the FOE best supports), so there are no problematic epistemic
dilemmas. But E-calibrationism doesn’t make rationality too cheap either,
for it doesn’t entail that one is rational in assigning credence r to one’s
judgment, regardless of what one judged.

Unfortunately, E-calibrationism doesn’t possess quite the same charm as
J-calibrationism. How, you might wonder, could it could possibly be
rational to assign a 0.6 credence to ~H, when you judged that H? Ulti-
mately, I think that it cannot be. But note that the E-calibrationist isn’t
committed to thinking that an agent who judges that H, and assigns a 0.6
credence to ~H is rational. The E-calibrationist can say that any agent
who judges inappropriately that H will not be doxastically justified in
assigning a 0.6 credence to ~H. Nonetheless, the E-calibrationist can
maintain that she will have propositional justification for assigning a 0.6
credence to ~H.21

E-calibrationism faces two problems. First, it leads to some strange
results, and second, it is theoretically unmotivated.

21 This is similar to a suggestion that Christensen makes in his (2011), p.4.
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4.1. Some Strange Results

Let’s return to ORACLE TESTIMONY. In this case, I learn that my initial judg-
ments are anti-reliable. Whenever I get good meteorological evidence that
it’s going to rain tomorrow, I become so depressed that I end up inventing
very silly arguments for the conclusion that it will be sunny. On the other
hand, if I get strong meteorological evidence that it will be sunny, my fear
of disappointment leads to my judging that it will be rainy.

Suppose that I judge that it will be sunny. Then, I can know that

(a) The meteorological evidence supports raininess.

I also know that

(b) My expected degree of reliability is very low (the likelihood of my
judgments being correct will be close to zero, since my judgments
are anti-reliable).

Since I know that E-calibrationism recommends assigning credence r to the
proposition that my first order evidence best supports, I can conclude that

(c) E-calibrationism recommends assigning a very low credence to
raininess. (From (a) and (b))

So. . .

(d) E-calibrationism will recommend that I assign a very high credence
to sunniness. (From (c))

Thus, E-calibrationism recommends that I stick to my judgment, and believe
that it will be sunny, while also believing that the meteorological evidence
supports raininess! But if I believe that the meteorological evidence supports
raininess, why would I believe that it will be sunny? Such a belief seems
patently irrational.22

More general principles, in the spirit of E-calibrationism, exhibit similar
problems. For example, suppose you have a 0.8 credence that your child
will win the dance competition. You then find out that you have always
been more confident than you should be in your children’s talents. For ease,
let’s just stipulate that you find out that your credence has always been 0.2
too high. A principle in the E-calibrationist spirit would recommend that

22 The E-calibrationist might contest that your judgment can change in response to the
higher order evidence that you get. But this is impossible, since your judgment is what
you would be most confident in given the first order evidence alone. It is important that
judgments be understood this way for the calibrationists to get the desired verdicts in
cases like HYPOXIA.
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you reduce your confidence in this case, and it would license the following
reasoning: “My first order evidence must support 0.6, since the credence I
arrived at on the basis of the first order evidence was 0.8. The credence that
is rational for me to adopt is 0.2 less than whatever the first order evidence
supports. Since the first order evidence supports 0.6, I should reduce my
confidence to 0.4!” But that surely is the wrong result. Once you’ve estab-
lished that the first order evidence supports 0.6, it would be absurd for you
to further reduce your confidence to 0.4.

4.2. Motivating Calibrationism

The second problem with E-calibrationism is that it is theoretically unmoti-
vated. To begin, it will be helpful to think about how calibrationism, in
general, might be motivated, by focusing on cases in which the E and J
calibrationists agree. In HYPOXIA, for example, when the agent is consider-
ing whether H, and the agent is 50% reliable, E and J calibrationism both
yield the verdict that the agent should have a 0.5 credence in H and a 0.5
credence in ~H. The question is, why 0.5? The views which I will be call-
ing “anti-calibrationist” views are views according to which if, in fact, the
first order evidence supports H, the agent should be more confident in H
than in ~H.23

What motivates anti-calibrationist views is the following sort of thought:
to determine what the agent’s total evidence supports in HYPOXIA we need to
consider both her first order and higher order evidence. Let’s suppose that
the first order evidence supports H. The higher order evidence about the
agent’s reliability may warrant some dampening in confidence but it
doesn’t, in and of itself, favor H over ~H or ~H over H. So there is an
asymmetry in the total evidence. The total evidence favors H more than it
favors ~H. What is interesting about the calibrationist’s position is that this
asymmetry in evidence isn’t reflected in the credences recommended.
Although the evidence asymmetrically favors H, the calibrationist recom-
mends equal confidence in H and ~H. Why is this?

Here is Christensen’s (2010a) explanation:

“In accounting for the [higher order evidence] about the drug, I must in
some sense, and to at least some extent, put aside or bracket my original
reasoning for my answer. In a sense, I am barred from giving a certain part
of my evidence its due. After all, if I could give all my evidence its due, it
would be rational for me to be extremely confident of my answer, even
knowing that I’d been drugged. . .yet it seems intuitively that it would be
highly irrational for me to be confident in this case. . .Thus it seems to me
that although I have conclusive evidence for the correctness of my answer,

23 See, for example, Tom Kelly’s (2005) and (2010).
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I must (at least to some extent) bracket the reasons this evidence pro-
vides.” (195-6)

Indeed, “bracketing” is what is needed to get the intuitive results in the
cases Christensen describes. But bracketing is odd. That we need to suspend
judgment even when we have conclusive evidence for the correctness of
our judgment is something that needs to be explained. The problem with
E-calibrationism is that it doesn’t have the resources to provide such an
explanation.

The claim that E-calibrationism is in special trouble when it comes to
theoretically motivating calibrationism might come as a surprise. You might
have thought that a nice feature of E-calibrationism is that, although it
requires one to go through the bracketing rigmarole to come up with r, the
first order evidence does get to play some role: it determines which proposi-
tion the credence, r, should be invested in. In fact, many criticisms of cali-
brationism along the lines of “you’re ignoring your first order evidence!”24

have been responded to by showing that the first order evidence does have
a role to play, even for the calibrationist.25 However, I will argue that this
feature of E-calibrationism actually makes the view more, rather than less,
difficult to motivate. There are two reasons for this. First, the best explana-
tions for bracketing are not available to the E-calibrationist. And second,
E-calibrationism makes it puzzling why one’s expected degree of reliability
is relevant at all.

(a) Unavailable Motivations

The Thermometer Motivation

One way to motivate calibrationism and explain the bracketing phenome-
non is to appeal to the thought that we should treat ourselves in the same
way that we treat other information processing devices like, for example,
thermometers.26 Suppose you have a thermometer that gives a reading of
53 degrees but you know that the thermometer is only 50% reliable.
Surely, you should only be 50% confident that the temperature is 53
degrees.27 Similarly, if you take your judgments to be only 50% reliable,
you should only be 50% confident in your judgments. Now, it would

24 See especially Kelly (2010).
25 See Horowitz and Sliwa (ms.) and Christensen (2011).
26 See Enoch (2010) and White (2009) for discussion of the thermometer analogy.
27 Crucially, the reading of the thermometer needs to be the only evidence you have. This

makes the analogy tricky since, plausibly, in higher order evidence cases, your judgment
isn’t all of the evidence you have, but let’s just grant the calibrationist that this worry
can be resolved.
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clearly be absurd, in the thermometer case, to argue as follows: “Look,
the temperature is 53 degrees [psst. . .it says so on the thermometer], and
the thermometer says it’s 53 degrees! So there’s clearly more than a 50%
chance that the thermometer is right on this occasion.” Similarly, the cal-
ibrationist might say, it would be absurd to think: “Look, the answer to
the math problem is 53 [psst. . .I figured this out on the basis of my rea-
soning], and my reasoning led me to the conclusion that the answer is
53! So there’s clearly more than a 50% chance that I judged correctly on
this occasion.” The moral of the story: we can’t take for granted the
results of an instrument in determining how reliable the instrument is.
This is why we need to bracket.

It’s not just thermometers that we treat this way. There are other cogni-
tive faculties whose outputs we treat very much like thermometers. Suppose
that the eye doctor tells you that your color vision is only 50% reliable.
You look at a wall and it looks red. How confident should you be that it is
red? Surely only 50% confident. Once again, it would be absurd to reason
as follows: “The wall is red, and I judge it to be red. I must have gotten
lucky this time!” This is unacceptable. When figuring out how likely it is
that your vision will yield correct results on a given occasion, you need to
do so in a way that doesn’t rely on your vision.

The thermometer and color vision examples are meant to illustrate that
bracketing isn’t odd at all. It’s the sort of thing we do all the time, and cali-
brationism is motivated by the very same motivations that motivate our
judgments in the thermometer case and the vision case.

Whatever the merits of this motivation, it is unavailable to the E-calib-
rationist. Here is the problem: with thermometers and with color vision,
we match their expected degree of reliability to their “judgment”. If the
thermometer reads 53 degrees, we ought to be 50% confident in the read-
ing of the thermometer. If our color vision is 50% reliable, we should be
50% confident that the color that the wall appears to us to be is the color
that it is. If we were to treat our rational faculties in the same way that
we treat thermometers and visual faculties, then we ought to have cre-
dence r in whatever the results of our reasoning are. But this is J-calibra-
tionism. E-calibrationists think that you should have credence r in the
proposition that the first order evidence actually supports, even if that dif-
fers from your judgment.

Note that nobody thinks that we should be 50% confident in what the
temperature it actually is, or 50% confident that the wall is the color it
actually is. Now, there is no problem, per se, with treating rational pro-
cesses differently from thermometers and visual processes. But the E-calib-
rationist cannot appeal to the idea that we should treat ourselves like
thermometers if the view is that our credence in what is in fact supported
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by the first order evidence should be r. That is a very unthermometer-like
treatment.

The Guidance Giving Motivation

A different kind of motivation for calibrationism comes from the thought
that the principles of rationality should provide agents with helpful guid-
ance. One might think that a problem with anti-calibrationist views is that
they fail to provide guidance in the relevant respect. For simplicity, let’s
consider an anti-calibrationist who thinks that one’s credence in a proposi-
tion should equal the credence warranted by the agent’s first order evidence
(this is Kelly’s (2005) “Right Reasons” view). “Look,” a calibrationist
might say. “It’s all well and good to say that your credence should equal
the credence supported by the first order evidence. In an ideal world, this
would be just dandy. The problem is that we frequently get evidence that
suggests that we’re not in an ideal world and that we’re not in a position to
evaluate our first order evidence properly. The Right Reasons view fails to
give us useful advice in precisely the circumstances in which it is meant to
apply because it requires that we be in a position to evaluate our first order
evidence. However, in the relevant circumstances, that is the very thing
which we (believe) we aren’t in a position to do.”

Determining what conditions a principle must meet in order to count as
“guidance giving” is notoriously tricky business and one might worry about
the argument I just described (does it appeal to a problematic luminosity
assumption?). But delving into those depths is a topic for another day. All I
aim to show here is that, whatever merit these considerations have, they are
not ones that the E-calibrationist can appeal to in motivating her position.
This is because E-calibrationism doesn’t fare much better than Right Rea-
sons in the guidance giving domain. Indeed, the very same complaint made
against Right Reasons can be made against E-calibrationism. “Look,” some-
one might say. “It’s all well and good to say that you should have credence
r in the proposition best supported by the first order evidence. In an ideal
world, this would be just dandy. The problem is that we frequently get evi-
dence that suggests that we’re not in an ideal world and that we’re not in a
position to determine which proposition is best supported by our first evi-
dence. E-calibrationism fails to give us useful advice in precisely the cir-
cumstances in which it is meant to apply because it requires that we be in a
position to properly evaluate our first order evidence. And, in the relevant
circumstances, that is the very thing which we (believe) we aren’t in a posi-
tion to do.” So if the complaint against Right Reasons is that its recommen-
dation relies on our ability to determine what the first order evidence
supports, even when that ability is believed to be impaired, the very same
complaint can be made against E-calibrationism.

A DILEMMA FOR CALIBRATIONISM 451

 19331592, 2015, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/phpr.12125 by U

niversity O
f T

exas L
ibraries, W

iley O
nline L

ibrary on [03/09/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Judgments Screen Evidence

Brian Weatherson (ms.) has claimed that what is motivating calibrationists
is the thought that “judgments screen evidence.” What he means by this is
that once one has arrived at one’s judgment, the original evidence no
longer bears on the rational credence to have in some proposition H. (In
Bayesian terms Pr(H|J) = Pr(H|J&E) where J is a proposition describing
what you judged and E is the first order evidence.) Whatever the merits of
this motivation for calibrationism, it is not one that the E-calibrationist can
make use of. This is because, for the E-calibrationist, judgments don’t
screen evidence. Although it’s true that the first order evidence needs to be
bracketed when coming up with r, it still has a very large role to play.
(You might think that this, in itself, is an odd feature of E-calibrationism.
If the first order evidence is available for use, why not use it to its full
extent? Why can’t it be relevant to determining the likelihood that one
judged correctly in this instance? White (2009) writes: “But now if the evi-
dence e is to play some role in determining my credence, why shouldn’t it
just do the whole job? And if the evidence has to divide up its belief-deter-
mining duties with my expected reliability, why is the evidence relegated to
this task?” (240).)

(b) Why is r Relevant at All?

The last point I want to make about the motivational problem is that, on the
E-calibrationist view, it’s quite unclear why r should play any role whatso-
ever.28 For what does r represent? r is the likelihood that p is true given that
you judge that p. In other words, r just is the reliability of the agent’s judg-
ment. It is not how likely p is given that the first order evidence supports p.
Given that r is just a number that represents judgment reliability, it would
be odd for a principle to recommend that r be assigned, not to the judg-
ment, but to the proposition that the first order evidence best supports.

5. A Possible Way Out

I don’t think that there is an easy way out of the calibrationist’s dilemma.
Of course, one could bite various bullets. But since I am friendly to calibra-
tionism, and I find the bullets difficult to bite, I would like to end by offer-
ing a very general strategy that might be helpful. Details of the view I will
be suggesting require further development. The aim of this section is just to
give a sketch.

The basic idea is that we should not think of calibrationism as a principle
of epistemic rationality, where such principles are understood as principles

28 Thanks to Brian Cutter for this point.
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about the relationship between bodies of evidence and belief states. Rather,
we should think of calibrationism as a principle of reasoning. I am under-
standing principles of reasoning as principles about which transitions of
thought, or reasoning processes, should occur in the process of deliberation.
Examples of principles of reasoning might include things like: “if you
believe p and if p then q, believe q,” or “update your credences by condi-
tionalization.” Unlike principles of rationality, which take as input total
bodies of evidence, and output a belief state, principles of reasoning can
take as inputs beliefs, seemings, judgments, hunches, credences, and so
forth and can output similar sorts of things.29 If principles of reasoning are
supposed to be helpful, and guide deliberation, J-calibrationism looks like a
promising candidate. It tells us to take the output of whatever reasoning
processes we just employed and then calibrate that judgment to our
expected degree of reliability. Furthermore, if we think of calibrationism as
a principle of reasoning there is no worry that J-calibrationism makes
rational belief too cheap. On this reading, J-calibrationism says nothing
about rational belief. J-calibrationism is about an entirely different subject
matter: transitions of thought.

You might have the following worry: although we can distinguish the
evaluation of belief states, from the evaluation of transitions of thought, or
reasoning processes, what are we to do when the two theories yield conflict-
ing recommendations? For example, if a calibrationist principle of reasoning
recommends transitioning from my judgment to credence r in my judgment,
but the theory of rationality recommends a high degree of confidence in
what the first order evidence supports, what am I to do? A full discussion
of the ways in which principles of reasoning and principles of rationality
interact is beyond the scope of this paper. I will say only two things: First,
on my view, the principles of reasoning are going to be the principles that
play the role of guiding deliberation from the first personal perspective.30

Evaluation of belief states will be of primary interest from a third personal
perspective. Since these two theories play very distinct roles, the fact that
they deliver conflicting recommendations will not pose a problem. Second,
a substantive fact about the way that these principles interact is that if an
agent knows what belief state is rational, a principle of reasoning will rec-
ommend that she transition to that belief state. So an agent will never find
herself in a situation where she knows that it’s rational for her to be in
belief state 1, but the principles of reasoning recommend that she transition
to belief state 2. If the agent knows that it’s rational for her to be in belief

29 See Harman (1986) and Broome (2013) for a thorough discussion of principles of rea-
soning.

30 See Schoenfield (ms.) for a more detailed discussion of this point.
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state 1, the principles of reasoning will recommend that she transition to
that belief state.31

Many questions remain concerning how reasoning and rationality inter-
act. The aim of this section was just to demonstrate that there is hope for a
principle in the calibrationist spirit, as long as the principle is not under-
stood as a principle that governs relations of evidential support between
bodies of evidence and belief states.

6. Conclusion

Calibrationism is a principle that tells us to match our credences to our
expected degree of reliability, r. The question then arises, credence r in
what? In the proposition that we judged most likely to be true on the
basis of the first order evidence alone (J-calibrationism), or in the proposi-
tion that is best supported by the first order evidence (E-calibrationism)?
This poses a dilemma for calibrationists. J-calibrationism makes rationality
too cheap and E-calibrationism is unmotivated. I suggested that we may
be able to salvage calibrationism by thinking of it, not as a principle
about relations of evidential support, but as a principle of reasoning. Rec-
ognizing that there is more to rational evaluation than evaluation of belief
states opens the door to alternative ways of conceiving of calibrationist
principles.
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