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Marine ecosystems are under increasing pressure from human activity, yet

successful management relies on knowledge. The evidence-based policy (EBP)

approach has been promoted on the grounds that it provides greater

transparency and consistency by relying on ‘high quality’ information.

However, EBP also creates epistemic responsibilities. Decision-making where

limited or no empirical evidence exists, such as is often the case in marine

systems, creates epistemic obligations for new information acquisition. We argue

that philosophical approaches can inform the science-policy interface. Using

marine biosecurity examples, we specifically examine the epistemic challenges in

the acquisition and acceptance of evidence to inform policy, discussing

epistemic due care and biases in consideration of evidence.

KEYWORDS
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Introduction

The use of evidence in policy and decision making is increasingly promoted as highly

desirable, especially for environmental issues. This has resulted in the adoption of

evidence-based policy (EBP) ostensibly to provide greater transparency and consistency

in decision making by relying on evidence that can be externally verified and validated

(Wesselink et al., 2014). Yet the adoption of EBP creates epistemic challenges and

responsibilities (i.e., with regard to the acquisition and reliability of knowledge)

requiring decision-makers to use relevant scientific research findings, often on topics in
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which they have little or no expertise. Additionally, decision making

in the face of uncertainty, specifically where limited or no prior

empirical evidence exists, requires transparent approaches to

determine how information is acquired, considered and accepted

(or not) (Meßerschmidt, 2020).

Public policymaking has variously been viewed as a collective

process of mediation and codification of social ideals or in a

contrary view as an authoritative means to enact the will of

government on the people (Wesselink et al., 2014; see also Wears

and Hunte, 2014; Pak et al., 2021). Increasingly, there is a desire to

shift from ideological and intuitive processes to systems that

provide greater transparency and consistency by relying on

‘evidence’ through an EBP approach (Wesselink et al., 2014;

Sánchez-Bayo et al., 2017).

The centrality of evidence in EBP generates epistemic

responsibilities and challenges that are fundamentally

philosophical by nature: What counts as evidence? Who is

responsible for providing evidence? Where should the burden of

proof lie? How far do our epistemic obligations extend?

Additionally, there can be personal and systemic incentives

(accidental and intentional biases) to encourage and maintain

ignorance (defined as the absence or lack of knowledge or

understanding). While different ways of effectively navigating the

science-policy ‘space’ have frequently been debated (e.g., Ban et al.,

2013; Sánchez-Bayo et al., 2017), the discipline of philosophy can

help to illuminate the epistemological challenges arising therein.

Philosophy as a discipline is experiencing a surge in research

activity regarding the social and ethical dimensions of knowledge

and ignorance. One focus has been the novice-expert problem: how

non-experts identify, access and interpret reliable sources of

information (e.g., Goldman, 2001; Anderson, 2011; Guerrero,

2017). Using formal modelling techniques, philosophers have

examined how knowledge spreads (or fails to spread) from

scientists to decision-makers, and how propagandists may

influence this process (Weatherall et al., 2020). This extends work

in history of science showing how perceptions of the scientific

record can be distorted by amplifying scientific findings that favor

specific conclusions, thereby creating a false sense of legitimate

controversy, confusing decision-makers and the public, and

delaying action (Oreskes and Conway, 2010). Other work focuses

on epistemic failings of our social structures, e.g., rejection of

established scientific findings along partisan lines (Levy, 2019), or

the incentive to rush into print and the resulting exacerbated risk of

replicability problems (Heesen, 2018). Further, substantial

philosophical debate exists on the assignation of responsibility for

ignorance – when should we have known what we did not to know

and to what extent we are required to investigate the impacts of our

actions and omissions (Miller, 2017).

Here we consider these epistemic challenges in the acquisition,

consideration and acceptance of scientific evidence to inform marine

environmental policy, including standards of epistemic due care and

biases in consideration of evidence, to demonstrate the contribution

philosophy can make at the science-policy interface. Specifically, we

consider the case of marine biosecurity (i.e., the management of

human mediated biological introductions) that requires immediate

action, but is also heavily impacted from limited scientific
Frontiers in Marine Science 02
information. In doing so, we leave aside some of the wider

challenges of interpreting and accepting scientific evidence, where

the problemmay be one of ignorance of, or, more neutrally put, a lack

of appreciation for, methods of scientists, including the issue of

statistical significance and replicability.
Standards of epistemic due care and
epistemic obligations

The old saying that ‘ignorance is bliss’ rings hollow when it

comes to irreversible changes to our social and natural environment

that may have undesirable if not catastrophic consequences. Policy

decisions are always made under some level of uncertainty – our

knowledge concerning any issue is never (and can never be)

complete. This raises the question what reasonable standards of

epistemic due care consist in. What responsibilities do policy-

makers have to seek sufficient evidence to make an informed

decision and to what extent can decision-makers reasonably be

expected to investigate the ramifications of proposed policies and

regulation? Naturally, appropriate standards of epistemic due care

will always be context-specific.

In the case of marine biosecurity incursions, a biosecurity

response may involve trade or port closures to reduce the

likelihood of spread and impact while balancing such a response

against potentially significant impacts to industries causing wider

economic repercussions for society. The rapid response to the Black

Striped Mussel, Mytilopsis sallei (Récluz, 1849), incursion in

Darwin, Northern Territory, Australia in 1999 was based on the

then-available evidence. The incursion was determined to pose a

sufficient risk to enact a quarantine closure of three commercial and

recreational marinas in order to enact an eradication response (Bax,

1999; Willan et al., 2000), despite significant economic impact to

charter and tourist vessel operators. The eradication was

successfully conducted over a 15-day period. In determining

marine biosecurity action, policy-makers and decision-makers will

– often implicitly and perhaps even unconsciously –make decisions

about how much evidence is enough, what kind of evidence is

needed, whether to investigate the issue further to collect more

evidence and, if so, which direction such investigations should take.

Evidence gathering takes time and it is often necessary to act before

much evidence becomes available. The highly complex, diverse and

dynamic character of the systems in which conservation initiatives

operate means that the people making decisions will unavoidably be

ignorant of the full range of facts and potential outcomes of their

decisions. The detection of a novel marine species requires rapid

action – it is frequently detected only after the population has

reached sufficient density to be observed, reported and identified.

In the case of the Black Striped Mussel incursion the then-

available evidence, even though incomplete, was deemed to be of

sufficient quantity and quality to warrant the above-described

action response. The success of that response, the eradication of

Mytilopsis sallei (Récluz, 1849) from the area, appears to suggest

that appropriate standards of epistemic due care where met.

However, where decisions concerning the adequacy of existing
frontiersin.org
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evidence are made without recourse to general principles or

overarching standards, policy decisions are not based on

solid foundations.

We believe that research in applied epistemology, focusing on

the epistemological aspects of EBP can provide such foundations. In

saying so, we want to emphasize that we are not advocating for a

mere, straight-up ‘application’ of concepts developed in

philosophical epistemology to the questions faced by EBP. Rather,

we see a need for sustained engagement between philosophers,

scientists and EBP practitioners. Such a systematic and

comprehensive approach would enable us to develop general

principles and guidelines for epistemically sound policy-making

in the marine biosecurity space and beyond. One aim of such an

approach would be to integrate existing epistemic principles into an

overarching set of criteria for assessing the adequacy of one’s

evidence. In the following, we discuss two such principles that are

already being employed, albeit not necessarily in a systematic or

even explicit way.

The first one is a type of epistemic proportionality principle: it

would appear that the greater the potential detrimental impact of

our actions (including inaction), the more demanding are our

obligations to improve our epistemic position vis-à-vis the issue

at hand, e.g. the characteristics and potential impact of Mytilopsis

sallei. An action (or omission) that could lead to the eradication of

an entire species plausibly requires more thorough investigation

than an action that may merely affect the local population. In other

words, we have obligations to gather evidence which we know bears

on policy responses, in proportion to the significance of the

problem. In the case of marine biosecurity responses this may

impose requirement for baseline knowledge to inform rapid

response (Chapman and Carlton, 1991; Chapman and Carlton,

1994; Ojaveer et al., 2015; Campbell et al., 2018).

The second one is an epistemic precautionary principle. The

precautionary approach developed for the UN Convention on

Biological Diversity dictates that “where there are threats of

serious or irreversible damage, lack of full scientific certainty shall

not be used as a reason for postponing cost-effective measures to

prevent environmental degradation” . In the context of

conservation, often a type of epistemic precautionary principle is

adopted; in the absence of knowledge or certainty concerning

potential detrimental impacts on species and biodiversity we

should choose to err on the side of caution to prevent

conservation impacts. While is difficult to establish what standard

of epistemic due care (and which level of epistemic obligations) are

appropriate in which context, it might be perfectly appropriate to

have specific standards of epistemic due care for specific issues, for

instance where the risk of irreversible or unacceptable impacts are

high due to inaction such as biosecurity concerns for the survival of

a rare, threatened or endangered species or a specific standard for

public health threats such as COVID-19. In practice, however, we

often see the epistemic precautionary principle reversed: no action

is taken where uncertainty is high or where there is no explicit

evidence of impact, possibly resulting from explicit tradeoffs

between value systems (e.g., Campbell et al., 2009; Sánchez-Bayo
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et al., 2017; Meßerschmidt, 2020) or from individual or

systemic biases.

A philosophically informed approach to unifying standards of

epistemic due care in EBP would also reflect further insights from

epistemology, such as the notion of blameworthy ignorance and of

the collective nature of much of our knowledge.

In the face of unknown unknowns, it is particularly difficult to

determine the extent of our epistemic obligations. In retrospect,

we regularly evaluate cases of harm caused (or facilitated) by

ignorance by asking whether a particular agent or agency could

and should have known the consequences of certain actions and

measures. From an ethical perspective then, lack of knowledge is

no excuse if agents are culpably ignorant – if their ignorance arises

in a negligent or even reckless way, e.g., where they violated

accepted epistemic standards in their field of operation. These can

be explicit, codified standards, but decision-makers may find

themselves at a loss where these standards are inadequate,

unsystematic, or completely lacking.

A final observation of how philosophical research can inform

our understanding of epistemic standards of due care in EBP can be

drawn from research on collective forms of knowledge. Decisions

about policy responses tend to get made by (often very diverse)

groups of people rather than by individuals. In order for such

groups to make informed decision, knowledge has to be distributed

in the group in the right way. Often, group members will need to

know what others know. This is what philosophers call second-

order knowledge: they know (or have beliefs about) what other

people know (or believe). Ignorance of facts can obtain at all levels

and in many of the above cases there will be an easy remedy; in

others it will be very difficult. It is much more difficult to induce

higher-order knowledge in larger and dispersed groups

(Schwenkenbecher, 2022). Consequently, individual agents’

epistemic obligations do not just concern their own knowledge,

but that of others, too. Or, to put it more clearly: one person’s

epistemic obligations may concern a group’s shared or higher-order

knowledge or beliefs (ibid.).
Biases in acquisition and consideration
of evidence

There are a number of internal and external biases that can

impact on people’s capacity and willingness to collect and

appropriately evaluate evidence in the process of policymaking.

Our focus here is on the philosophical dimensions of such

psychological biases.

One famous example is the so-called status-quo bias, which

philosophers examine to determine if such biases are failures of

rationality (Douglas, 2009; Pauly and Zeller, 2015). Bostrom and

Ord (2006) understand status quo bias to be “… an inappropriate

(irrational) preference for an option because it preserves the status

quo”, while Nebel (2015) defines it more neutrally as “a disposition,

or tendency, to prefer some state of affairs because it is the status

quo” that need not be irrational.
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In the previous section we noted a tendency in practice towards

inaction when uncertainty is high or explicit evidence of impact is

lacking. We suggest that this tendency may be understood as a form

of status quo bias. Using this perspective, we can apply existing

philosophical analysis of status quo bias and proposed remedies.

For example, Bostrom and Ord (2006) suggest a “reversal test” to

mitigate status quo bias. In the context of marine biosecurity, this

would involve combining the question “should we allocate money

to investigate the risks associated with this (potential) invasive

species?” with the question “suppose we had already allocated

money to investigate such risks; would now be a good time to

stop doing so?” If the answer to both questions is “no”, it suggests

that status quo bias is at work, and the tentative decision not to

allocate money should be seriously reconsidered, if not reversed. Or

likewise, if the question at hand is “should we allocate money to

attempt to eradicate this invasive species?”, we should also consider

the hypothetical question “if there were a standing effort to

eradicate this species, would the current situation be one in which

we would be happy to end this effort?” Again, if the answer to both

questions is “no”, status quo bias appears to be at work, and the case

for allocating funds for eradication may be stronger than it is given

credit for.

Moving beyond status quo bias, human and economic resource

tradeoffs at the operational level may effectively lead to systemic

biases against investigating and collecting evidence. One example is

the official global fisheries data suggesting catches are increasing or

stable, however reconstructed data accounting for a negative bias in

reporting suggest fisheries stocks are significantly declining (Pauly

and Zeller, 2015). While these may seem mundane, at the bottom of

such tradeoffs are always value-based cost-benefit analyses –

however informally conducted (Davidson and Hewitt, 2014). The

requirement for further investigations to obtain additional

knowledge or determine the potential impact of policies may be

considered too expensive and unjustified given certain assumptions

about the value of the expected outcome. Philosophers can help

expose and evaluate the use of such non-epistemic values in science

(Douglas, 2009; Elliott, 2017).

Loss aversion and temporal discounting can also be expected to

influence what data is collected and what weight it is given. Loss

aversion predicts we will weight evidence of loss more heavily than

evidence of foregone gains (Kemel and Paraschiv, 2018). Temporal

discounting – our tendency to weigh near term effects much more

heavily than those that are delayed – has played a significant role in

deferring actions associated with resource management challenges

to the future including decisions on habitat and species loss and

other environmental problems. These can be further exacerbated by

Treasury applied discount rates (Ananthapavan et al., 2021).

Salience bias and the availability heuristic may play a role in

limiting further evidence gathering. In particular, these biases will

militate against epistemic actions that might reduce our ignorance,

because what we do not know is usually not salient to us.
Frontiers in Marine Science 04
Discussion

Many challenges to implementing evidence-based policy are not

only conceptual but philosophical in nature. These cannot be truly

understood, let alone resolved, by using the tools of the natural and

the social sciences alone; nor are there simple fixes from philosophy.

Rather, an ongoing, trans-disciplinary, collaborative effort to

improve our collective understanding of the nature of these

problems and the values expressed in opting for certain choices

and not for others is much needed.
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