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Deontological theories face difficulties in accounting for situations involving risk;
the most natural ways of extending deontological principles to such situations
have unpalatable consequences. In extending ethical principles to decision un-
der risk, theorists often assume that the risk must be incorporated into the theory
bymeans of a function from the product of probability assignments to certain val-
ues. Deontologists should reject this assumption; essentially different actions are
available to the agent when she cannot know that a certain act is in her power,
so we cannot simply understand her choice situation as a “risk-weighted” version
of choice under certainty.

Given the power and generality of decision theory, it is very tempting to
think that it provides a model of how we should understand any kind of
decision under risk. We must find the outcome, act, or whatever gets a
value in our theory andmultiply it by the probability of its obtaining given
a certain choice. Moreover, given some basic assumptions about the na-
ture of empirical knowledge, it seems that risk is omnipresent; arguably,
whenever we act or choose, there is some uncertainty involved. Thus, it
seems that any ethical theory, or at least any ethical theory that can guide
an agent or at least evaluate the principles guiding the agent’s ethical de-
cisions,1 must be a theory of decision under risk and thus that any such
theory must accept what I call the multiplicative model, roughly, the view

* For very helpful comments in earlier drafts of this article, I would like to thank Chris-
tian Barry, Jamie Dreier, Thomas Hurka, Seth Lazar, Jennifer Nagel, Diana Raffman, Larry
Temkin, Jonathan Weisberg, an anonymous reviewer for Ethics, and audiences at the Ethics
and Decision Theory Workshop at the Australian National University, the 2016 Israeli Phil-
osophical Association Meetings, and the workshop on Knowledge, Reasons, and Actions at
the Erlangen University.

1. Philosophers often distinguish between theories of “objective rightness” and “sub-
jective rightness.” In these terms, my main concern will be with “subjective rightness.”
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that risk must enter the theory by multiplying some value by the relevant
probability. Although it is not clear how the multiplicative model applies
to deontological theories, it might seem that the model must apply on
pain of otherwise making deontological theories either vacuous or nihil-
ist. That is, if deontological prohibitions are not sensitive to degrees of
risk, then they permit either everything or nothing at all. If any risk of vi-
olating a prohibitionmakes an action impermissible, then nothing is per-
missible. If only certainty of violating a prohibition makes an action im-
permissible, then, everything is permitted.2 But straightforward ways to
incorporate probabilities in deontological theories seem to face serious
difficulties.3 My general view is that themultiplicative model has its home
in consequentialist theories, and it cannot be adapted to deontological
views, or at least not to important versions of deontology. More specifically,
I argue, first, that there is no clear rationale within deontological theories
to accept the multiplicative model. I will then argue for a rather straight-
forward way of dealing with risk that typically will not involve any repre-
sentation of numerical probabilities. The basic idea is that deontological
rules, prohibitions, and permissions apply primarily to intentional acts;
risk changes the nature of the act, not the probability that the same act
will be performed. I then look at how this basic model applies to impor-
tant cases of risk.

I. STRUCTURES FOR DEONTOLOGICAL THEORIES

Traditional forms of consequentialism start from a theory that attributes
value to certain states of affairs and defines right action in terms of max-
imizing this value. Some deontological theories accept this starting point
and define deontological prohibitions and permissions within this frame-
work. On this approach, deontological rules permit, forbid, or require
certain actions that do not promote the greatest good.4 A more radical
departure from the consequentialist model denies that we start from eval-
uating states of affairs. I’ll be concerned here with deontological theories
that follow this more radical departure.

2. For versions of this dilemma, see, e.g., Robert Nozick, Anarchy, State and Utopia
(New York: Basic, 1974); Dennis McKerlie, “Rights and Risk,” Canadian Journal of Philosophy
16 (1986): 239–51; and Frank Jackson and Michael Smith, “Absolutist Moral Theories and
Uncertainty,” Journal of Philosophy 103 (2006): 267–83.

3. See McKerlie, “Rights and Risk”; and Jackson and Smith, “Absolutist Moral Theories
and Uncertainty.” See Seth Lazar, “In Dubious Battle: Uncertainty and the Ethics of Killing”
(unpublished manuscript, Australian National University, 2016) for an attempt to have de-
ontological restrictions interact with probabilities. I discuss briefly some of the views below,
but my focus will be in providing a positive alternative.

4. Samuel Scheffler’s discussion of agent-centered restrictions and prerogatives fol-
lows roughly this model. See Samuel Scheffler, The Rejection of Consequentialism (Cambridge:
Cambridge University Press, 1994).
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A classical version of such deontology would be a Kantian theory. For
Kant, the primary object of evaluation is a maxim. For our purposes, we
take a maxim to be a general rule that connects circumstances, means,
and ends (“Whenever in C, I’ll pursue M in order to pursue E”). On this
view, deontological rules are second-order rules on the choice of maxims
(most notably, for Kant, a requirement to will only universalizable max-
ims). The focus on maxims is characteristic of a Kantian view, but we
can have a more general notion of act types and take deontological rules
to forbid or require the instantiation of certain act types.5 For instance,
deontological prohibitionsmight govern acts of killing, so one could have
a deontological rule prohibiting the instantiation of acts of killing. The
rule would be expressed as “Do not engage in acts of killing” or, more sim-
ply put, “Do not kill.”

A couple of features of this way of understanding deontology are
particularly important. First, this rule should not be understood as a rule
forbidding the bringing about of a type of state of affairs that could be just
as easily formulated as “Do not bring about a state of affairs that involves
your killing another human agent.” As it stands, this alternative formula-
tion lacks generality; it is a rule that applies only to the current reader of
this article (“your killing”). To reintroduce generality, we need to either
state it as a generalization of many impersonal rules (“For every agent
a, a should not bring about a state of affairs such that a kills another hu-
man agent”) or make it an agent-relative rule (“a: Do not bring about the
state of affairs in which a kills another human agent”). But we have inde-
pendent reasons to avoid understanding deontological rules as prohibi-
tions on bringing about states of affairs or as ought statements ranging
over propositions. This kind of approachmakes deontological rules agent
relative (and possibly time relative) and leaves them open to the paradox
of deontology: if we are interested in preventing certain states of affairs
from obtaining, such as the state of affairs in which the agent is killed,
why would the fact that the killing was brought about by me (and brought
about by me now, rather than later) be of such momentous importance?6

5. And, of course, in some cases deontological rules permit act types. My main focus
will be on requirement and prohibitions, and I will discuss permissions only when permis-
sions generate notable complications.

6. Scheffler, Rejection of Consequentialism, famously argues for the paradoxical nature of
deontology, but I think the expression “paradox of deontology” first appears in Christopher
McMahon, “The Paradox of Deontology,” Philosophy and Public Affairs 20 (1991): 350–77.
Mark Schroeder, “Ought, Agents, andActions,” Philosophical Review 120 (2011): 1–41, argues
on semantic grounds against understanding all “oughts” as impersonal ones, and he points
out this implication for deontology. For related semantic arguments, see Hector-Neri
Castañeda, “The Paradoxes of Deontic Logic: The Simplest Solution to All of Them in
One Fell Swoop,” in New Studies in Deontic Logic, ed. R. Hilpinen (Amsterdam: Springer,
1981), 37–85. It is worth noting that there is a kind of agent relativity that is “preserved”
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At any rate, the form of deontology I want to defend takes prohibitions
and requirements to range over acts and not over states of affairs, facts,
or sets of possible worlds.7

Of course, a deontological theory that does not start from the value
of certain states of affairs must have some other explanation of the valid-
ity of its rules. Different theories would, of course, provide different ex-
planations. I don’t aim to provide an exhaustive list of the possibilities
here, but listing some of them will be useful for the next sections:

1. Foundationalism: Deontological rules are foundational, known
by intuition and not grounded on anything else.8

2. Kantianism: Moral rules are the constitutive conditions of ratio-
nal (and thus morally good) acts; an act is rational only if willed
according to certain rules.9

3. Second-Personalism: Moral rules are expressions of duties that ob-
tain because of the special relations that persons bear to each other
and in virtue of which they can make demands on each other.10

4. Pluralism: Different values call for different attitudes.Moral rules
specify how we ought to relate to certain forms of values for
which the attitude of promoting is not (typically) the appropri-
ate one.11

in understanding deontological prohibitions as ranging over act types. For instance, we are
(I assume) under a prohibition against neglecting the welfare of our children. But these are
exactly the cases in which there is nothing puzzling about the fact that I have a special moral
relation to my children. I don’t mean any of these considerations to be decisive but just to
provide a possible rationale for avoiding a certain understanding of deontology.

7. Of course, once we have a deontological theory in play, we might find out that it is
extensionally equivalent to a form of agent-relative theory whose rules range over state of
affairs and use the latter theory in order to model risk. I am only claiming here that the
latter theory is unlikely to provide a satisfactory rationale for deontology. For my reserva-
tions about trying to “consequentialize” deontological theories, see Sergio Tenenbaum,
“The Perils of Earnest Consequentializing,” Philosophy and Phenomenological Research 88
(2014): 233–40.

8. See W. D. Ross, The Right and the Good (Oxford: Oxford University Press, 1930). The
references in this and the next three footnotes roughly, but not always precisely, corre-
spond to types of views. I am ignoring some important differences among these views.

9. Christine Korsgaard, “Reasons We Can Share,” in her Creating the Kingdom of Ends
(New York: Cambridge University Press, 1996), 275–310; and Stephen Engstrom, The Form
of Practical Knowledge: A Study of the Categorical Imperative (Cambridge, MA: Harvard Univer-
sity Press, 2009).

10. Stephen Darwall, The Second-Person Standpoint (Cambridge, MA: Harvard University
Press, 2006); Ron Aboodi, Adi Borer, andDavid Enoch, “Deontology, Individualism andUn-
certainty,” Journal of Philosophy 105 (2008): 259–72.

11. Philip Pettit, “Consequentialism,” inA Companion to Ethics, ed. Peter Singer (Oxford:
Wiley-Blackwell, 1993), 211–40 (not endorsing the view). Christine Swanton, Virtue Ethics: A
Pluralistic View (Oxford: Oxford University Press, 2003), uses it in defense of virtue theory.
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Of course, there is not much more that can be said in explaining why
foundationalists accept the rules that they do. But we can give very rough
explanations of why the other views take acts, rather than states of affairs,
as the focus of prohibitions and requirements. The Kantian focus on
maxims derives from the fact that maxims express the “principle of voli-
tion” or the rule guiding the agent, and only principles that conform to
the moral law count as rational principles. On this view, the prohibition
on lying does not stem from the special negative value that attaches to
states of affairs that involve lying. A maxim of lying has a structure that
prevents it from being universalizable and thus prevents it from being ra-
tionally willed. For “second-personalists,” an act puts the agent in a direct
relation to the patient, and such relations must be governed by the legit-
imate demands that rational beings (or possibly sentient beings) can
make on each other. I ought not to kill Jane, because this is a demand that
Jane is entitled tomake onmy action irrespective of an independently de-
termined value of the state of affairs in which I kill Jane. For pluralists,
although some values call for promotion, other values, such as the value
of persons, do not call for promotion but for some other kind of attitude
(e.g., respect).We treat persons with respect by acting toward them in cer-
tain ways, not by bringing about certain types of states of affairs that are
independently valuable. Again these are rough formulations of positions
and rationales,12 but they’re good enough for our purposes.

II. MOTIVATING THE MULTIPLICATIVE MODEL

A. Raising and Lowering Risks

Let us consider the following vignette:

Lower Risk Farmland: I need to drive my truck from Farawayland to
Nowheresville to sell my wheat. Although the towns are not far from
each other, there is no road connecting them. In fact, the road con-
nections are so bad that it’d take me a few days to get from Faraway-
land to Nowheresville even though they are only a few miles apart.
However, I can go from one town to the other very quickly if I just
drive through farmland. I consider this option but I realize that the
local children often run across the farmland. Given how short they
are and how high my truck rides, I would not see the children if
they’re running around.

Of course, it is not permissible to drive through farmland in this case.
Suppose now that a few months later I need to drive my truck back from
Farawayland to Nowheresville. The situation is identical in all relevant re-

12. Another important rationale is the special value that attaches to persons, accord-
ing to some deontological views. This rationale is arguably shared by these three positions.
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spects except for one. It is July, and the local children are on vacation. It
is thus significantly more likely that there’ll be children running across
the farmland around this time. Let us call the situation in my return trip
Higher Risk Farmland. Suppose I say to myself: “I was convinced that it
was morally impermissible to drive through the farmland because of the
risk of injury and death to the children. But the situation is importantly
different now. The children are on vacation and the risk is much higher.
So, perhaps, driving through the farmland is permissible in this situation.”

Obviously, something has gone awry here; the risk of killing children
being higher could not make the action permissible. Moreover, suppose
that the reason why I need to get the truck across farmland is instead a
very morally significant one. My truck carries the food for those affected
by a devastating famine in Nowheresville. Suppose there’s a significant
risk that if I do not cross through the farmland, my delivery will come
too late. I assume that even if we add to Higher Risk this information
about the purpose of my trip, it is still impermissible to drive through
farmland. But let us now consider Lowest Risk Farmland. It is September,
and it is the harvest season; the children are not allowed to play in the
farmlandduring harvest season, and this rule is strictly enforced. I am very
confident that there will be no children on the farmland, though, of
course, I am not certain that there’ll be no children there.13 It seems plau-
sible to say that in such a situation, I would be required to drive through
the farmland. Let us suppose now that I learn that the famine situation
has worsened (let us call this new situation Higher Reward/Lowest Risk
Farmland). Due to the spread of diseases, there is a significantly higher
chance that the food supplies will not arrive in time if I take the road. Given
this new information, the requirement to drive through the farmlandmust
be no less stringent; it could not be right to conclude on the basis of the
new information alone that I was no longer required to drive through the
farmland.

It is tempting to conclude that as we change the risks to the children
and the comparative chances of saving those starving in Nowheresville,
the permissions and requirements will covary with the relevant probabil-
ities. Holding fixed the probability of running over the children (assum-
ing a suitably low probability) as we raise the probability that this is the
only way to deliver the food in time, we will hit a point in which we are
required (or at least permitted) to drive the truck through the farmland.
And if we now hold the probability that we can only deliver the food if we
drive through the farmland constant, as we raise the probability that
there’ll be children in the farmland, we’ll eventually hit a point in which

13. This is actually more controversial than the “of course” implies here. I am assum-
ing that philosophers sympathetic to what I call the “multiplicative model” would not want
to say that I am certain in such situations, but other philosophers might disagree.

Tenenbaum Action, Deontology, and Risk 679



it is no longer again permissible to drive through the farmland. It seems
easy to conclude that the permissions, prohibitions, and requirements in
such a case are weighed by their risk so as to generate an indifference
curve, or someapproximationof it. Letmedefine themultiplicativemodel
more precisely as follows:

(multiplicative model) The (subjective) rightness of a decision or
an act is determined by means of a function from the product of
probability assignments to certain possibilities and the assignment
of certain values to the same possibilities.

In formulating the multiplicative model, I’m trying to be as neutral as
possible regarding the general shape of the theory. “Possibilities” could
refer to states of affairs, acts, or any other entity. “Values” here should
be read as the values of a function rather than “value” as it appears in
an axiological theory.14 The multiplicative model could take the form
of a function from the products of the value of violating a prima facie duty
and the probability of violation to the value of the action and a rule for
choosing among possible actions. Another possibility would be to have
two dimensions representing permissions and requirements and have a
calculus in which varying strengths of permissions allow acting in face
of obligations of varying strengths.15 Finally, we could have a view accord-
ing to which we have various absolute duties such that (a) the duties are
in force only above a certain threshold of confidence, and (b) the thresh-
old varies according to the seriousness of the duty. Such views would also
count as an instance of the multiplicative model; they could also be rep-
resented as a function that multiplies the probability of a certain act with
the seriousness of the wrongness (violation) of the act and establishes a
cutoff point such that actions above the cutoff point are permissible
and actions below the cutoff point are not permissible.16

Let us grant a couple of claims that are extremely plausible in light
of the cases above; the examples do seem to show that the principles be-
low are true:

14. I assume that the probability assignments express credences, but this is not essen-
tial to the argument.

15. For a version of this model in the context of practical rationality more generally,
see Joshua Gert, Brute Rationality (New York: Cambridge University Press, 2004). Gert does
not generalize the model to cases of decision under risk.

16. Nozick, Anarchy, State and Utopia, 72–75, puts forward a view roughly like this in
relation to rights but raises some difficulties for the view. See also McKerlie, “Rights and
Risk,” for an excellent discussion of similar views. Of course, even a view in which there
is a single threshold of risk for all duties could be represented in this way, but it would
be a quite trivial version of the model. At any rate, I find varying threshold views much
more plausible than single threshold views.
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weak risk principle [Permission]: If it is permissible to f in C be-
cause by f-ing one is likely to do A,17 then it is permissible to f*
in C if the only relevant difference between f* and f is that one
is more likely to do A by f*-ing than by f-ing in C.

weak risk principle [Requirement]: If one is required to f in C be-
cause by f-ing one is likely to do A, then one is required to f* in C if
the only relevant difference between f* and f is that one is more
likely to do A by f*-ing than by f-ing in C.18

I also think that the related principle below is correct:

moral significance of probability:19 There are cases in which
whether one is required (permitted) to f as a means to doing A de-
pends on the likelihood that f-ing will bring about that I do A even
when all other relevant factors are held equal.

Now these principles do not imply the multiplicative model; at best, they
imply that the correct ethical theory exhibits some kind of monotonicity
with respect to risk. I’ll argue that arguments one can canvas in favor of
the multiplicative model depend on assumptions that the deontologist
should reject. Of course, I can’t here present an exhaustive list of argu-
ments. But I hope they’re representative enough to lead us to suspect that
there is no argument for the multiplicative model that should appeal to
deontologists, or at least the types of deontology proposed above.20

Let me start with a very general consideration. The multiplicative
model is quite compelling if moral action aims to bring about a certain
value to the highest degree. If a moral agent aims to bring about as much
of a certain value as possible, it seems natural to compare options by a
sum of the various possible outcomes of each alternative weighted by
their probabilities in the same way that you compare the expected return
of different investment strategies. Although it is not uncontroversial how
to make sense of this idea, we seem to be appealing to a clear notion of
expected value in this form of reasoning. But obviously this kind of jus-
tification is not open to the deontologist. There is no similar obviousmea-

17. I am using themore convoluted “by f-ing one is likely to do A” instead of just “likely
to do A” because, as it will be clear below, in my preferred view basic acts do not admit of
probabilities.

18. For simplicity, in what follows I refer only to the “weak risk” and let the context
determine to which one I’m referring. There is a version of the principle that would apply
to actions being permissible despite risking some undesirable act or outcome, but I’m leav-
ing this aside.

19. In what follows, I refer to this principle as significance.
20. With the exception of the foundationalist, whose position is obviously neutral on

this issue.
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surable value that the deontologist is trying to bring about to the greatest
degree. So when a deontologist multiplies a probability by a value, it is far
from clear what this product represents. If I am bound by a rule that pro-
hibits lying because lying expresses disrespect, does raising the probability
of lying always express disrespect (rather than at most incurring a risk of
expressing disrespect)? And if risking disrespect is a form of disrespect, is
it disrespectful in proportion to the risk? Nothing in the theory implies
that we need to answer these questions in the affirmative. In the next sub-
sections, we look more closely at a couple of possible justifications for ac-
cepting the multiplicative model within the framework of deontology.

B. Extension of the Weak Risk Principle?

Let us start with a very direct attempt to arrive at themultiplicative model
from the weak risk principle. Let us assume that doing A and doing B
are things that I should do, all other things being equal. Let us suppose
that in cases in which I am certain that I can either do A or do B but not
both, I must always choose A. Let us now assume that in a situation in
which the likelihood that I do A by f-ing is n and that I am certain that
I do B if I w, I must f. Now, holding constant my certainty that I can do B,
by weak risk, for any circumstance C* in which the likelihood that I will
do A by f-ing is greater than n I must f. But what about circumstances C #

such that the likelihood I will do A by f-ing is lower than n in C? Now as
we consider lower and lower likelihoods at some point it must no longer
be required that I f. This would establish our indifference point at a cer-
tain probability p so that we could say that f-ing in order to do A should
have the same value as the product of p and the value of w-ing in order to
do B. This would be basically an adaptation of the Ramsey procedure for
establishing some kind of continuity in our deontic evaluations in deci-
sions under risk. I think there are many problems with using this proce-
dure, but I want just to point out one that will be particularly important
for our purposes. Let us look at a possible principle that a deontologist
might find appealing:

(permission) If all the relevant actions that the agent might per-
form (f1, . . . , fn) are such that they carry similar chances that
the agent will do A, then if the agent is not permitted to perform
at least one of (f1, . . . , fn), then the risk of doing A cannot on its
own make any of (f1, . . . , fn) permissible.21

21. A more precise version of permissionmust exclude cases in which an act is imper-
missible exactly because there is an alternative action in which I incur a lesser risk of caus-
ing the same harm. So, e.g., if life-saving pill A causes certain bad side effects in 1 out of 1
million possible scenarios while life-saving pill B causes bad side effects in 2 out of the same
1 million possible scenarios, then it might be impermissible to give pill B to a patient ex-

682 Ethics April 2017



permission says basically that very small differences in risk cannot make
an impermissible action permissible.22 Now permission is compatible
with weak risk but not compatible with this kind of continuity. In order
to see this, let us assume that the following moral rules are correct:

(R1) It is not permissible to seriously endanger a bystander in order
to defend oneself against an attacker.

(R2) It is permissible to impose trivial risks on bystanders in order to
defend against an attacker.

Rules (R1) and (R2) are compatible with permission, at least as long as
there are no precise cutoff points for ‘minimal risk’ or ‘seriously endan-
ger’. Suppose that I’m facing a situation in which I could shoot at my at-
tacker, but there is a bystander running from the west toward the trajec-
tory of my bullet; it is very likely that the bullet will hit her if I shoot at
my attacker, and since this counts as seriously endangering a bystander,
(R1) deems this action impermissible. But suppose I realize that if I aim
a millimeter further to the east, I’ll still hit my attacker’s heart and very

actly because we have available the less risky alternative of giving pill A. I discuss the signif-
icance of such cases below, but I am using the simplified version of permission (for the
purpose of the article, all I need is that there is a principle like permission that is reason-
ably plausible).

22. It is important to note that permission is put forward just to show that the weak
risk principles do not imply the multiplicative model. Although I take permission to be an
attractive principle for deontologists, it is notoriously difficult to understand in a plausible
way the progression from permissibility to impermissibility through options that are pair-
wise very similar. In particular, we need to block the sorites-like iterated inferences that
would lead to the conclusion that if taking some risk is permissible, taking any risk is per-
missible. There are a number of ways of blocking these inferences that are compatible with
permission. We could say that the truth-values of claims about permissibility are indetermi-
nate within a penumbral area. Or we could have the truth-value of subjective permissibility
claims in the penumbral area partly depend on the context of the choice (and, more spe-
cifically, on the options available) and perhaps also on the agents’ judgments. In other
words, the truth of these claims in penumbral areas would be relative to (i) the agent’s
judgments about the permissibility of the other options available within the range of small
variations in risk and (ii) the options available at that point. On this proposal, the permis-
sibility of an option in a context of choice in which the risk ranges between n and n 1 2d
would not imply the permissibility of the same option in a context of choice in which the
risk ranges between n1 d and n1 3d—for a related proposal for understanding tolerance
principles with respect to vague predicates, see Diana Raffman, Unruly Words (New York:
Oxford University Press, 2014), 174–75. Of course any such approach comes with costs
and difficulties, but that is true of any attempt to understand permissibility in the context
of vague thresholds (see Miriam Schoenfield, “Moral Vagueness Is Ontic Vagueness,” Ethics
126 [2016]: 257–82, for related difficulties). At any rate, my aim here is not to defend a
particular version of permission but just to argue that the weak risk principles do not imply
the multiplicative model.
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slightly reduce the probability that I’ll shoot the innocent runner. Ac-
cording to permission, it must be the case that shooting a millimeter
to the east is also impermissible; this seems quite plausible. But continu-
ity, and more specifically the axiom of continuity (in Von-Neumann and
Morgenstern’s [VNM] decision theory),23 implies that this cannot be
true in every such case; in some cases, a very slight difference would
move me to the indifference point and thus would change the deontic
status of my action. On the other hand, this feature of permission does
not make it incompatible with weak risk. Nothing about permission re-
quires that in any particular circumstance I am permitted to act simply
by raising the risk of an option that made my act impermissible.

Of course, I’mnot denying that there might be ways of representing
a decision procedure that endorses permission compatible with the
multiplicative model; the point is that accepting weak risk on its own
does not commit us to the multiplicative model. However, (R1) and
(R2) also illustrate something important about how a deontologist might
understand the relevance of risk. There are acts of killing, acts in which
I might possibly kill someone, acts in which I seriously endanger some-
one, and acts in which I expect no one will get killed but I cannot fully
guarantee their safety. The differences among these acts are arguably dif-
ferences in kind; they are different types of act that I might perform. It
seems perfectly coherent to say that it is disrespectful to seriously endan-
ger someone’s life, but that we do not owe it to him or her to guarantee
his or her safety. The fact that we can place these two acts in a continuum
of risk so that we can move smoothly and progressively from one end to
the other just shows that, like many other distinctions in kind, this is one
whose vague boundaries are crossed by (at least in part) lowering and
raising the degree of something; it does not show that fundamentally
the difference in degree is the one that matters. It is also worth noting
that saying that there is a difference in kind among these acts does not
imply that imposing a risk is a wholly sui generis evil. The wrong of impos-
ing a risk is obviously connected to the wrongness or badness of the act in
the case in which the risk eventuates.

One might protest that we are having troubles moving from weak
risk to a full-blown multiplicative model because we are assuming that
the multiplicative model is committed to a level of precision that is un-

23. The axiom of continuity says that given three outcomes A, B, and C with values
such that A > B > C, there exists a probability p such that the value of B is equal to the value
of (p(A), 1 2 p(C)). (Of course, the axioms are usually stated in terms of preference; I’m
changing to “value” so as to conform to the rest of the article.) So, independently of the
values we give to “defending oneself against an attacker,” “not defending oneself against
an attacker,” and “harming a bystander,” there must be such an indifference point and
thus, given (R1) and (R2), permission could not be right.
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realistic. Once we allow that our judgments (or ethical values them-
selves) are imprecise and that our measures are only rough measures,
we can see that the multiplicative model is a natural extension of weak
risk. A more realistic version of the multiplicative model would, for in-
stance, disregard small differences or treat nearby values as (roughly)
equal. Of course, the plausibility of this move will depend on the details
of the proposal, but I want to mention briefly some reasons this might
not fit certain deontological conceptions of the nature of moral obliga-
tion.24 Let us look at the following case:

(drowning) While riding my boat, I see three people drowning in
the left bay waving at me asking for rescue and three people waving
at me in the right bay in exactly the same situation. I can reach at
most one of the bays in time. I’m very likely to succeed whichever
way I go, but there is a small chance that I won’t make it in time.
Because the people on the left bay are a couple meters farther away,
the chances are slightly higher that I will arrive at the right bay in
time (if I reflected on it, I would estimate the probability as .98 as
opposed to .97 of arriving in time in the left bay).

Now, I am certainly permitted to go right in drowning. But would it be
permissible to reason as follows: given that the differences in probability
are so small, I’ll flip a coin and give each group a fair chance of being res-
cued? I find a positive answer intuitive, but, more important, given a typ-
ical deontologist understanding of the value of persons, a positive answer
should be a live possibility. But it is hard to account for this permission by
appealing to the imprecision of the relevant value. Let us say that going
left and going right have roughly the same value.25 But we also need a
function that will allow us to say that you ought to save three people over
one in a choice between saving three and saving one, and save five in a
choice between five and three, and so on.26 So we need the relevant value
to be higher as the number of people being saved goes up. And yet, the
permissibility seems to be invariant with the number of people; there
were three people (rather than one) in our example, but there could have

24. Another, more important reason to be skeptical will become evident later; impre-
cise values would not help to account for the “bundling” phenomena I discuss in the final
section. It is also worth noting that on a standard supervaluational account of imprecise
values, permission would come out as definitely false, given that it would be false under
any precisification of the values. I think this is the wrong result, but one might insist that
permission is a rough guide in real life situations; a more rigorous account can deny per-
mission without wreaking havoc on our ethical outlook.

25. This already seems strange. The values should be exactly the same.
26. Someone like John Taurek would deny this. See “Should the Numbers Count?”

Philosophy and Public Affairs 6 (1977): 293–316. But Taurek’s views would not be any friend-
lier to the multiplicative model.
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been four, five, or twenty. But how can the model imply that as the num-
bers go up, the relevant values are still roughly equal, while at the same
time ascribing higher values to saving n people as n goes up?27

My qualms here assume that multiplicative models will employ a rel-
atively simple function that gives a value to an act and multiplies it by a
probability.One could usemuchmore complex functions, appeal to non-
standard analysis, and employ all sorts of mathematical fireworks. Given
enough ingenuity, for almost any verdict the deontologist wants, one
could find some mathematical function from probabilities and acts that
would match all these verdicts. But the more unwieldy the function, the
less likely that it is tracking the right explanation of why certain acts in-
volving risk are wrong; such mathematical functions would be at best
tracking judgments that would be justified in a different manner. The
idea that what explains the wrongness of certain acts is the risk-weighted
(dis)value of certain outcomes seems plausible enough. The more com-
plex the mathematical function employed by a theory of rightness in risk
situations, the less likely it is that the theory captures a similarly plausible
explanatory relation.

One could object that the multiplicative model might have differ-
ent ambitions: it might not be put forward as explaining the correctness
of our moral judgments (or determining what makes them true) but sim-
ply as a decision procedure. But decision theory does not seem to be par-
ticularly plausible as a decision procedure.28 Orthodox decision theory re-
quires a level of precision and mathematical calculation that could not
be demanded fromamoral agent under ordinary circumstances, let alone
in the kind of conditions under which one cannot remedy one’s uncer-
tainty; such cases often involve severe time constraints that would further
limit the possibility of using decision theory as a decision procedure. And,

27. Again, I do not mean this to be a conclusive reason to reject the multiplicative
model. One obvious way to accommodate the permission is to make “roughly equal” com-
parative; the value of two acts is roughly equal if one is not proportionally much higher
than the other. But this suggestion would also face problems. First, a small technical prob-
lem: such a suggestion would require a model to use a ratio scale rather than an interval
scale (given that proportionality is not invariant through all linear transformations). More
important, we would be committed to accepting that the same holds even when there is no
risk involved, so that the choice (under certainty) between saving 10,100 or 10,200 would
also possibly be one in which both actions are permissible. At the very least one should be
able to accept the permissibility of saving the right bay without having to accept that it must
be permissible to save many fewer lives if the numbers are large enough.

28. As decision theorists themselves often point out. See, e.g., James Joyce, The Foun-
dations of Causal Decision Theory (Cambridge: Cambridge University Press, 1999), 80: “No
sensible person should ever propose expected utility maximization as a decision proce-
dure. . . . The expected utility hypothesis is a theory of ‘right-making characteristics’ rather
than a guide to rational deliberation.”
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of course, if we replace standard decision theory with theories that employ
more complexmathematical functions, such theories will be even less likely
candidates to serve as a useful decision procedure. At any rate, my argu-
ment is against the explanatory adequacy of the multiplicative model; I
certainly do not wish to argue that there are no possible mathematical
functions, nomatter how complex, that would not be extensionally equiv-
alent to the best deontological theory.

C. Representation Theorems

Standard utility theory (as well as some variations and extensions) is often
justified by means of representation theorems. Representation theorems
show that agents satisfy certain plausible constraints if and only if they
maximize expected utility (or that the satisfaction of certain constraints
correspond to some other structure). Of course, I cannot show here that
no such representation theorem is possible. However, if my arguments
above are correct, no such representation theorem for deontology is go-
ing to be a simple variation of the expected utility theorem.29 Moreover,
there is no clear way of representing the structure of permissions and ob-
ligations that most deontologists favor as a partial ordering as needed for
standard utility theory. If we represent a situation in which I am permit-
ted to f or w as indifference, we’ll get problematic results.30 For instance,
for many deontologists, I am permitted to refrain from going for dinner
in order to save one person and I am permitted to refrain from saving two
persons in order to go for dinner, but I am not permitted to refrain from
saving two persons in order to save one person.31 We could doubtless try
to present separate representation theorems for separate orderings of
obligations and permissions, and then find some way of combining these

29. Graham Oddie and Peter Milne, “Act and Value: Expectation and Representabil-
ity of Moral Theories,” Theoria 57 (1991): 42–76, prove a representation theorem that
seems to support a version of expected utility for choice of acts that is supposed to apply
to deontological theories. But Oddie and Milne take for granted that we can assign real
numbers to the values of the acts in a way that is incompatible with many deontological
views. For a detailed discussion of the various ways in which this assumption is incompatible
with classic deontological views, see Martin Peterson, The Dimensions of Consequentialism:
Ethics, Equality and Risk (Cambridge: Cambridge University Press, 2013), 174–80.

30. This does not necessarily speak against the project of showing that we can “con-
sequentialize” deontological theories. We can relativize the measure to choice situations to
get the right ordering, but this would trivialize themodel in such a way that we cannot system-
atically multiply risks by acts (as acts necessarily vary from one choice situation to another).
The “consequentializer” might not care about such trivialization, but as far as defending
the multiplicative model goes, such relativization would make the model pointless.

31. Of course, not all deontologists agree with this last judgment (and some might
disagree with the other two). But this is a substantive dispute among deontologists.
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orderings, but it is not clear how the representation theorems would jus-
tify the resulting theory.32

D. Pre-Keynesian Rationale and Pragmatic Arguments

The pre-Keynesian rationale says that the multiplicative model has the
best results “in the long run.” In other words, people faced with risky
choices repeatedly through an indefinitely long time would do better
if they always followed the multiplicative model. As it stands, the pre-
Keynesian rationale is not very plausible, and not only because “in the
long run we are all dead.” It is unclear how the rationale can be applied
to any particular individual case (after all, exceptions here and there do
not significantly alter the long-run prospects), let alone cases that are not
repeatable. I’ll just assume that there is a version of the pre-Keynesian
rationale that does not fall prey to the problem.

As noted above, this rationale is most at home in a consequentialist
framework. It explains at best the adoption of a multiplicative model in
terms of the best expected compliance with a rule or principle or the ex-
pected reduction in terms of the number of violations. But since the de-
ontologist does not think thatmaximizing compliance or violation reduc-
tion is the aim of following the moral principles she advocates, this kind
of rationale would not vindicate the multiplicative model by her lights.
Moreover, the problem of the pre-Keynesian rationale extends to any at-
tempt of providing a pragmatic vindication of the multiplicative model.
Pragmatic defenses of practical principles will show that following certain
principles leaves you better off with respect to a certain value, even if they
do not directly promote the value in question. So a pragmatic argument
in favor of, say, having stable intentions would show that an agent is better
off in achieving her goals if she has stable intentions, even if she forgoes
some chances of advancing her goals in particular instances in which she
does not revise her intentions. But since the forms of deontology we’re
considering deny that there is any value that is being promoted to a larger
degree by complying to the right moral rules, this kind of pragmatic ar-
gument cannot vindicate the multiplicative model.

A full rejection of the multiplicative model would require explain-
ing better the rationale of various choices of the theory. I also did not con-
sider an obvious rationale: the intuitive results that some form of themul-

32. However, there are well-known counterexamples to transitivity for permissions, such
as Kamm’s case of a surgeon who might face pair-wise choices among playing golf, keeping a
promise to her child to spend time with him, and saving a patient (Frances Kamm, “Superer-
ogation andObligation,” Journal of Philosophy [1985]: 118–38). If one accepts the kind of argu-
ments Larry Temkin raises against the transitivity of ‘better than’ (see, e.g., Larry Temkin,
“A Continuum Argument for Intransitivity,” Philosophy and Public Affairs 25 [1996]: 175–
210), one could also generate cases of intransitivity involving obligations.
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tiplicative model delivers. Here I rely on various attempts to show that
such views deliver a number of counterintuitive verdicts.33 My aim here
is to show that the multiplicative model is not a natural model for impor-
tant forms of deontology. Next, I want to look at a more natural way to
incorporate risk into deontological theories and see whether it gives rise
to any difficulties.

III. THE NORMAL CASE AND ITS EXTENSION

In classic formulations of expected utility theory, the correctness of one’s
acts must depend on one’s epistemic states: whether an act maximizes
utility ultimately depends on the agent’s subjective probabilities.34 Since
we are not certain about any empirical matters, and our actions are part
of the empirical world, it seems that there is really no such thing as choice
under certainty. So in determining the right act, one must take into ac-
count not only the value of each outcome but also the probability that
the agent assigns to each possible outcome given each possible act.

Deontological theories, on the other hand, propose rules prohibit-
ing, permitting, and requiring certain acts. At least in some cases, let us
call them “the normal cases,” the epistemic states of the agents are irrel-
evant in determining what they ought (are permitted) to do.35 Let us
start from a simple requirement that you cook a vegetarian meal if your
guest is vegetarian. It would be strange, to say the least, to try to reformu-
late the rules in terms of a rule that examines what you know. It would
certainly be absurd to think that what you need to do is to cook a vege-
tarian meal if you know that your guest is vegetarian. One can imagine
a meat lover deciding not to call her guests in fear that she’ll learn that
they’re vegetarians. A rule that enjoins the agent to cook a vegetarianmeal
if she does not know that her guest is not vegetarian would not do much
better. The requirement is really to cook a vegetarian meal for your guest
if she is vegetarian. And if you don’t know whether she is vegetarian, but

33. See, e.g., Michael Huemer, “Lexical Priority and the Problem of Risk,” Pacific Phil-
osophical Quarterly 91 (2010): 332–51; Jackson and Smith, “Absolutist Moral Theories and
Uncertainty”; and McKerlie, “Rights and Risk.” Lazar, “In Dubious Battle,” tries to provide
a model without counterintuitive implications, but it provides at most sufficient conditions
for permissibility.

34. Assuming that in the relevant version of decision theory the probabilities in ques-
tion would be subjective probabilities.

35. Yoaav Isaacs, “Duty and Knowledge,” Philosophical Perspectives 28 (2014): 95–110, pro-
poses that the deontologist’s subjective ought should be paired with a knowledge-first epis-
temology. I agree with Isaacs that a knowledge-first epistemology fits deontology better than
traditional decision theory’s framework (although I think that the less contentious way of
putting the point is that the only epistemic states that matter for a deontologist are knowl-
edge states). Isaacs does formulate the deontological norms as having knowledge states as
part of the content of the norms; I find this problematic for the reasons outlined below.

Tenenbaum Action, Deontology, and Risk 689



you suspect she might be, you must settle the issue before you can cook
dinner;36 the relevantmoral rule tells us that we need to ensure vegetarian
meals for our vegetarian guests, andwe can comply with such a rule only if
we gather the relevant information. Similar things can be said about a rule
that prohibits killing innocent bystanders; if you are not sure whether the
personnext to the terrorist is just passing by or is her bodyguard, youneed
to check and ensure that it is the bodyguard before shooting. Let us say
that a situation in which all the relevant information is accessible to the
agent and the agent is in a position to know or at least ought to be in a po-
sition to know that this is the case is “the normal case.” At least for many
versions of deontology, most of us rarely face anything but normal cases. I
am almost always in a position to knowwhich promises Imade, I can check
with my guests whether they have dietary restrictions, and for the most
part I’m in a position to know that I amnot killing anyonewithmy actions.

So far as the normal cases are concerned, deontological views will tell
us to f or refrain from f-ing. Of course, even in the normal cases, states
of knowledgeplay an indirect role in determiningwhichmoral rules apply
to us. If deontological rules are rules concerning intentional acts or max-
ims, in complying with a rule or choosing a maxim, an agent is doing
something intentionally. But doing something intentionally, or even set-
ting yourself to do something intentionally, is typically possible only if
you know that you can perform the act intentionally. In the typical case,
if I do not know that I amf-ing, I cannot bef-ing intentionally. A rule that
tells me to f is not a rule I can comply with intentionally if I cannot know
whether I will f if I try to f (of course the rule could still tell me to try to f,
but this would be a different rule). I could do related things: I could try to
f, and I could do various things in the hope that If (even thoughwinning
the lottery is not something I can do intentionally, I can domany things in
the hope of winning the lottery).37 This is true even for simple commands.
Suppose my officer tells me “Run at a six minute mile pace.” It seems ap-
propriate forme to respond that I don’t knowwhether I can do this. A rea-
sonable officer would revise the command to trymy best.38Here is oneway

36. I am assuming here that, for some reason, you have good reason not to cook a
vegetarian meal if your guest is not vegetarian.

37. I am bracketing a number of difficult questions on the nature of intentional ac-
tion, including, of course, the extent of the knowledge requirement on intentional actions,
i.e., whether A-ing intentionally requires that I know that I am A-ing (I discuss some cases
in which the knowledge requirement might not hold below). Although many philosophers
doubt the knowledge requirement, there is a general agreement that in a wide range of
cases your state of knowledge makes a difference to which intentional actions you can per-
form. This weaker claim is all I need for my argument.

38. Of course, the officer could answer by saying: “I don’t care; just do it.” But then
she would be telling me that she considers me strictly liable to my success; she would
not be imposing on me a proper duty to run at this pace.
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to put this point (but other deontologists might prefer to formulate it in
other ways): moral rules apply primarily to what we can will directly (rather
than by means of willing something else), but we can will directly only
what we know that we can do by (in) willing it.39 The requirement to keep
one’s promises applies to an agent only insofar as she knows that by doing
certain things, she’ll be keeping her promise.

It is worth noting that the relevance of the agent’s knowledge to her
deontic situation is a direct consequence of the nature of the intentional
acts that are the objects of the relevant requirements and permissions.
Focusing on knowledge rather than credence is not some ad hoc move
to avoid issues raised by the alternatives; rather, what the agent knows
partly determines which acts are available to the agent.

We now have a more direct argument that the multiplicative model
cannot be of help to the deontologist. If what is evaluated is the choice
of the maxim or the act itself, there is strictly speaking nothing like act-
ing under risk. The rules apply directly to items in the theory that are
similar to acts in VNM: there are no probability assignments to acts in
classical decision theory;40 choosing an act is what we do knowingly.
In classical decision theory, acts are not evaluated directly but in terms
of their possible outcomes; the values of these outcomes thus can be
weighted by their probabilities. But since deontology’s rules apply di-
rectly to the acts, there is no similar space for weighing risk. Let us take,
for instance, the case in which I remember that I promised to do some-
thing for my wife, but I could not remember what it was. It might seem
that in this case I must choose by evaluating the various options in terms
of the probability that various acts will bring about that I keep my prom-
ise to my wife. But if the primary locus of evaluation is the (intentional)
act itself, we must understand this case as involving a change in which
acts are available to me, rather than a change in the probabilities of var-
ious possible outcomes. Given that I do not know what I promised my
wife, there is no act of the form “I am keeping my promise to f” avail-
able to me. Of course, I can still, say, buy yogurt in order to avoid the
risk that I might not do what I promised my wife, but this is a different
act; changing our knowledge states in this view does not change the sit-
uation by forcing us to assign different probabilities to the same actions

39. It’s worth noting that I’m not claiming that only the intended (as opposing to
foreseen) aspects of my action matter to moral evaluation. A rule not to kill can be under-
stood as a command to refrain from killing. I fail in obeying this command if I knowingly
kill even if I merely foresee the victim’s death.

40. See Brian Weatherson, “Knowledge, Bets and Interests,” in Knowledge Ascriptions,
ed. Jessica Brown and Mikkel Gerken (New York: Oxford University Press, 2012), 75–
101, on classical decision theory assumptions regarding what the agent knows.
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but changes our situation by changing the nature of the acts available
to us.41

Now this seems so far quite intuitive; suppose it is somewhat more
likely that I promised to buy yogurt than that I promised anything else
but that it not very likely that this is what I promised to my wife. It does
not seem that I ought to buy yogurt simply because it is the highest value
for “expected promise keeping.”42 The rule against breaking promises
commands me to find out what I promised my wife, but if this is not pos-
sible, then, the rule “keep your promise” no longer applies to me in this
instance as it is no longer possible for me to be intentionally keeping
my promise to do what I promised her. In cases in which, because of my
negligence, I forgot about a promise I made, I have arguably already vio-
lated the duty to keep the promise, and certain compensatory obligations
apply to me now. If it is not my fault, my situation would be like any other
in which I cannot keep my promise because of no fault of my own. If I
promise to drive my friend to the airport but my car unexpectedly breaks
down, I am no longer under this obligation (or I am at least excused from
meeting it), but theremight be “remainders” to this duty that impose other
obligations onme (a duty to apologize, perhaps a duty tomeet my friends’
needs in other ways, etc.). Similarly, if it is not my fault that I don’t remem-
ber what I promised, I might have a number of “remainder duties,” but I
am no longer under any proper duty to keep my promise.

This also provides an immediate answer to a questionpointedly raised
by Holly Smith, namely, how deontological theories can justify an appro-
priate duty to gather information before acting.43 In fact, shemakes a com-
pelling case that a deontological theory that tries to derive duties to collect
informationby assigning deontic value to the fulfillment and the violation
of various duties would deliver very counterintuitive verdicts with respect
to our duties to gather information. Smith asks what kind of derivative
duty we could have to acquire information (rather than spend our time
doing other things and possibly fulfilling other duties). The duty would

41. One could complain here that even on this picture, we’ll have to reintroduce risk
as part of the content of the new act (“I might not do what I promised my wife”) so that the
resulting view is just a notational variant of the multiplicative model. I address this worry
below.

42. Of course, a multiplicative model could avoid this consequence. So, e.g., Lazar,
“In Dubious Battle,” argues that the expected utility model provides only sufficient condi-
tions for permissibility. There is no doubt that I am permitted to buy the yogurt, but this is a
permission that I had anyway; it is far from clear that this expectation of promise keeping
could ground a permission on its own. A threshold proposal could also avoid this conse-
quence, but it would have other problems (see below).

43. Holly Smith, “The Subjective Moral Duty to Inform Oneself before Acting,” Ethics
125 (2014): 11–38.
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be derivative since it would be derived from themore fundamental duties
whose fulfillmentdependonhaving the information that I nowhave a duty
to procure. She suggests that the deontologist needs a principle along the
following lines:

SD. An agent has a subjective derivative prima facie duty to do what
he believes is acquiring information if and only if he believes that
doing what he believes is gathering information would lead him
subsequently to produce the maximum amount of deontic value.44

Smith then argues then that under any plausible assignment of deontic
value, we get very counterintuitive results.45 But if what I said above is cor-
rect, there is a much more straightforward answer to this question. If I
have a duty to refrain from serving meat to vegetarian guests, I must col-
lect information about my guests’ dietary restrictions until I know whether
they are vegetarians. Stopping short of settling this question (if, e.g.,
I stop gathering information as soon as I learn that my guest lived all
her life in Texas, which makes it likely that she is not vegetarian but does
not settle the issue) puts me in a situation in which my own negligence
prevents me from complying with my duty; if I continue gathering infor-
mation after I settled the issue (if I ask her friends about her dietary pref-
erence after she already told me that she’s vegetarian),46 I’m just wasting
time.47 Of course, one could always gather more evidence in favor of a
proposition, but unless we embrace some kind of radical skepticism, in
most typical situations, the agent will have at some point acquired the req-
uisite knowledge.48 But, of course, not all situations are typical, and we
need to examine at least two cases in which they are not typical. First, there
are cases in which acquiring the requisite information would be impossi-
ble or too costly. Second, there are cases in which the agent, due to no
fault of her own, might have failed to have the requisite knowledge with-
out her realizing that this was the case.

44. Ibid., 24.
45. Smith also argues that a general nonderivative duty of gathering information will

fail to deliver the right results. If Smith is right that understanding the duty to gather in-
formation in terms of deontic value will not provide us with the correct duties, this would
be a serious problem for the multiplicative model, as it would be hard to see how to extend
the view to cases of uncertainty without relying on such a deontic value.

46. Assuming that this is a normal case in which her telling me would suffice for me to
gain knowledge that she’s vegetarian.

47. But doesn’t the amount of “research” I need to depend on the seriousness of the
obligation? I discuss this objection in Sec. IV below.

48. Total skepticism would cause problems for themultiplicative model as well, as even
an expected utility calculus might depend on the agent having knowledge at least of the rel-
evant decision matrix. On this issue, see Weatherson, “Knowledge, Bets and Interests.”
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Let us say that my guest is completely incommunicado, and she’ll
remain so until she appears at my doorstep for dinner. Suppose that ei-
ther (a) I have no way of finding out whether she’s vegetarian or (b) the
only way I can tell whether she’s vegetarian would involve torturing her
evil twin (who knows that my guest is vegetarian but who would refuse to
cooperate with me). These would be again cases in which (a) the duty
does not apply to me because it is not in my power to act in the required
way, or (b) the duty is defeated by another duty (the duty to refrain from
torture). To go back to our promise analogy, these would be cases like
the cases in which (a) I can only keep my promise if I let someone die
on the road, or (b) due to no fault of my own, it is no longer in my power
to keep my promise (like our example of my car breaking down above).
And, like in the case in which I forgot what I promised my wife discussed
above, I would not have the same duties, even though I might have sim-
ilar duties and “remainder” obligations.

What about the case in which I innocently, but wrongly, think that I
know my guest’s dietary restrictions? Suppose I call my guest, but I talk
instead with her evil twin (I do not know she has a twin, and I cannot tell
their voices apart) who pretends to be my guest and tells me (falsely)
that my guest has no dietary restrictions. Have I violated my duties to
my guest? I think there are two possible ways to go, depending on how
one understands the modality in question. On the one hand, one could
say that it was possible for me to refrain (intentionally) from serving a
nonvegetarian meal to the vegetarian guest, as I could have acquired
the information that would allow me to perform the relevant act (I could
have called again later or investigated further until it would become
clear to me that the person on the phone was not my guest). But since
my ignorance was blameless, my failure to perform my duty would be
in such a case excused. On the other hand, one could say that given my
predicament, it was not possible for me to know that my guest was vege-
tarian and thus that the duty did not apply in such a case as it was not
in my power to perform the relevant act. Since for the purposes of the
article it does not matter which option we take, I’ll not try to settle this
issue.

Finally, what if we have something more like a Gettier case? Suppose
my guest’s twin wrongly believes that my guest eats meat but wants to pre-
vent her from eating meat and tells me that my guest is vegetarian (and
in fact she is vegetarian). Givenmy (innocent) lack of knowledge, did the
duty to cook a vegetarian meal for a vegetarian guest apply to me in this
occasion? And if it did, did I comply with it? Here again there are a num-
ber of ways one could go. As I said above, philosophers mostly agree that,
at least typically, one can only do something intentionally if one knows
that one can do it. But one might accept that in such cases it is enough
to have a true belief in order to be able to intentionally cook an appropri-
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atemeal for a vegetarian guest.49 On this view, this case would just be like a
normal case; even if the background condition of knowledge is not pres-
ent, having the appropriate belief here suffices for my being able to com-
ply with the duty.50 However, if the correct view of intentional action rules
out the possibility that I intentionally perform the relevant action, then I
cannot be complying with this particular duty. But, there’ll still be closely
connected duties that I do comply with, most obviously the duty to try to
serve a vegetarian meal to a vegetarian guest.

It is important to note, first, that the different views are not, at least
in the first instance, different views about which epistemic states are rel-
evant in performing independently described intentional acts. They are
different views about what acts are available to the agent. Given that the
deontological theories we are discussing take deontic rules to have act
types as their content, different conceptions of action will lead to differ-
ent (though often related) views about the duties involved in a particular
situation. But in the end this amounts to nomore than different forms of
bookkeeping, as all the plausible views can accommodate in some way
the main judgments about blameworthiness, compliance, and permissi-
bility that we want to make in these situations.

One might object that the view I am proposing depends on implau-
sible commitments about the transparency of certain mental states. So,
for instance, Jackson and Smith discussing a similar proposal say: “Al-
though it has been suggested to us in discussion that absolutisms of the
kind in question avoid the troubles we have been raising on the ground
that subjects can be certain of what they intend, this is a mistake. We do
not have incorrigible knowledge of our mental states and the point is
especially obvious and widely agreed in the case of intentions.”51 But
this would misunderstand the nature of the proposal. Jackson and Smith
are assuming here that the content of the choice includes “I will intend
to f” as one of its possible outcomes, as if “I will intend to f” were one

49. Anscombe herself, who famously defended that in acting intentionally one knows
what one is doing (without observation), clearly allows for this possibility: “if one does cer-
tain things, say ABC, then it is possible to have the intention of doing Z in doing ABC; and
if the case is one of knowledge or if the opinion is correct, then doing or causing Z is an inten-
tional action” (G. E. M. Anscombe, Intention [Cambridge, MA: Harvard University Press,
2000], 50, emphasis mine).

50. On this view, of course, in cases in which the agent’s epistemic standing is compro-
mised (such as in Gettier cases), (all-out) belief states might be relevant at least in evaluat-
ing whether the agent complied with a duty. For simplicity sake, I will assume the view de-
scribed in the following sentences in the remainder of the article, but nothing in the
overall argument depends on this assumption.

51. Jackson and Smith, “Absolutist Moral Theories and Uncertainty,” 279.
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of the outcomes in a VNM decision matrix.52 But the claim is that we
choose by acting with an intention (or by choosing a maxim), and this act
(or choice of maxim) is directly assessed. Of course, in reflecting on my
choice I might make all kinds of mistakes. I might think that I am trying
to run at a seven-minute-mile pace, when in fact I am barely putting an ef-
fort to move my legs. I can even be a guilt-ridden version of Davidson’s
climber who thinks that he is letting go of his colleague intentionally when
in fact my grip on the rope was relaxed by the spasms that resulted from
my awareness of certain beliefs and desires. But all this is irrelevant; ac-
cording to the deontologist, whether I complied with my duty is deter-
mined by what I did (or failed to do) intentionally, not by what I believe
I did intentionally.

Of course rejecting the idea that an agent apply deontic rules by cal-
culating risks of violation is a purely negative move; we still need to ex-
plain how a deontological theory can make room for cases in which dif-
ferences in risk clearly make a difference to our obligations. In fact, so
far it is not clear how deontology can accommodate significance or
weak risk. Worse, wemight seem to be back to square one. Unless all rel-
evant differences in risk affect the background knowledge required to
perform an intentional action, it might seem that the only way we can ac-
commodate significance is by restoring the multiplicative model by
specifying in some way the content of the relevant acts in terms of prob-
abilities.

If we’re right about the advantages for the deontologist to have act
types as the primary object of evaluation, the easiest way to preserve this
advantage in extending the theory to cases of risk is to preserve this struc-
ture. That is, we need to take rules governing “risky actions” as governing
act types different from, even if related to, “nonrisky” act types. Of course,
in describing the relevant act types, the types will very likely be essentially
connected to risk. But there is no reason to think that we’dhave to go back
to formulating action in terms of bringing about states of affairs multi-
plied by a certain probability. We’ll need to describe acts as “endanger-
ing,” “imposing risks,” and so on. But we need not assume that such lan-
guage is just a convenient way of describing precise, or even imprecise,
probabilities.

Let us take, for instance, a deontological theory that accepts the fol-
lowing rules:

52. Mark Colyvan, D. Cox, and K. Steele, “Modelling the Moral Dimension of Deci-
sions,” Nous 44 (2010): 503–29, make a similar assumption (in fairness, they’re trying to
find an expected utility model that fits deontology, not criticizing deontologists for assum-
ing transparency).
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1. One ought not kill (One ought to refrain from killing).53

2. One may not endanger someone’s life except in order to secure
a very significant good.

3. One may impose trivial risks to others in order to secure small
goods.

Rule 2 might allow me to engage in a high-speed car chase to stop a mur-
derer but not to ensure that another driver will apologize for cutting me
off. Rule 3 might allow me to take my child to a public place despite her
severe nut allergies or to let her come back on her own from school or
even to take her rock climbing or white-water rafting for our vacation.
But probably neither 2 nor 3 allows me to hold my baby outside the win-
dow of the top floor of a high-rise so that she can get a bit of fresh air.

One might suspect that the difference between 1 and 3 is a differ-
ence in the probabilities of the death of the possible victims of one’s ac-
tion (and of course a difference in the amount of good consequences
brought about by my actions). In 1, we are talking about cases in which
my action is certain, or nearly certain, to result in the death. Rule 2 covers
cases in which the probability is not as high but still high enough, and 3
covers cases in which the probability is very low. But once we think about
matters this way, it seems that this way of talking is just an approxima-
tion. A more precise version of these rules would assign numerical prob-
abilities to the risks and more precise values to the acts; we would be es-
sentially endorsing the multiplicative model.

However, this identification of these difference act types as prob-
ability intervals of possible outcomes brought about by my actions is too
quick. First, there is the issue that, as we said above, whether a prohibi-
tion to kill applies to me depends on what I know. But it is at least dubious
that the difference between knowing and not knowing can be captured in
terms of differences in credences. Second, it is not clear that the differences
in probabilities or credences are the only relevant ones in determining
whether an act falls under the category of “endangering.” Given my driv-
ing and shooting skills, itmight bemore likely that someone will die while
I am driving him somewhere than if I fire a few shots at him from tenme-
ters away.54 Still, my giving him a ride home does not count as endanger-
ing him, but my shooting at him does count as a form of endangering.
And it does count just as much as endangering even if my ultimate aim
in both cases is the same (I would do either to entertain my baby, who
laughs just as much when I’m firing at someone as when she sees some-

53. An absolute prohibition on killing of any kind is rather extreme and implausible
even among absolutist views. But the extreme versionmakes the presentationmuch simpler.

54. Just to make it clear: my driving skills are below average but not so bad as not to
allow me to drive; on the other hand, my shooting skills are truly phenomenally bad.
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one nervously riding in my car). And even in our examples above, I have
no idea what the differences in risk are between holding a baby out of the
window and white-water rafting, and, similarly, I don’t have a clear sense
of how the benefits of fresh air for a baby compare with the benefits of
rafting for a young child. But I am reasonably confident that the former
but not the latter count as endangering a minor in a morally objection-
able way. Of course, it is nomiracle that we see a difference between these
cases; I would hazard a guess that the enjoyment of white-water rafting is
inseparable from the risks involved in the activity, and that driving is an
essential means to many activities, makes a difference to what counts as
endangering in the relevant sense. The question is whether “endanger-
ing” reduces to the combination of a probability and an independent
morally relevant factor.55

Finally, and most important, even if such a reduction were possible,
we have no reason, independent of prior allegiance to the multiplicative
model, to deny that the important differences are genuine qualitative
differences in the nature of my actions. That is, even if we think that
the quantitative differences in risk determine the classification of the dif-
ferent actions in one of these categories, the quantitative differences
might matter only because they correspond to these qualitative differ-
ences and not the other way around. If this is the case, the deontologist
is still on safe ground when she says that the rules apply primarily to act
types. Moreover, this order of explanation is independently plausible; in
fact, it explains the plausibility of permission. If the qualitative catego-
ries are essentially vague,56 then there is not going to be a precise cutoff
point of risk for an action to qualify or fail to qualify as case of endanger-
ing. In such cases, it is possible that a small quantitative difference be-
tween the probability of two options cannot justify assigning them to dif-
ferent deontic categories.

55. For some interesting parallels here, see Timothy Williamson’s discussion of a
similarity-based, as opposed to a probability-based, conception of safety anddanger in “Prob-
ability andDanger,”Amherst Lecture in Philosophy 4 (2009): 1–35. In fact, I suspect that whether
these acts count as endangering depends on how they “bundle” with other acts. That is, if we
in general pay no attention to small risks such as holding a baby out of the window, the cu-
mulative risk to the baby would be very high (while activities such as white-water rafting don’t
“bundle” in the same way as the risk is internal to the benefit). However, as I discuss later, the
relevance of such bundles is itself a problem for themultiplicativemodel, as the probabilities
of harmingmy baby in the case I amholding himout of the window is independent from the
probabilities of bad outcomes of other risky actions. So it is unclear how such “bundling”
could justify distinguishing this action from the white-water rafting case. This parallels a dif-
ficulty for how expected utility theory treats repeated gambles in nonmoral cases. On this
issue, see Sergio Tenenbaum and Diana Raffman, “Vague Projects and the Puzzle of the
Self-Torturer,” Ethics 123 (2012): 86–112. See also Sec. V.

56. Epistemicism will make us reformulate the claim but will not change anything fun-
damental.
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Whether this basic framework is plausible depends on how well it
can answer a number of objections against attempts to account for risk
in deontological situations. In the next sections, we look at how the pro-
posal fares in these challenging cases.

IV. RAISING THE STAKES

Let us say I own a llama, Larry, and I charge children $20 for petting it.
Little Laura is up next, and Laura’s parents explain to me that she hates
it when llamas spit on her. That happened to her last summer, and she
was really upset; in fact, it completely spoiled their vacation as she kept
crying for days. I explain to them there’s nothing to worry about; Larry
does not spit. They tell me that it would be wrong of me to earn my live-
lihood this way if this involves a risk to Little Laura. I (honestly) agree. But
I tell them that there is no risk; Larry is not like the nasty llama Laura tried
to pet last summer. Larry does not spit. Let us assume that I know that
Larry will not spit. So my preferred deontologist would explain the right-
ness of my actions by noting that (I know that) Larry will not harm Laura,
so I am not infringing on a prohibition to harm children for profit.

However, the advocate of the multiplicative model can now raise an
important objection. She can say that it must be my credence that Larry
will not spit that is playing a crucial role here. For suppose a friend tells
me: “you know, her parents refuse to believe it, but Laura is actually se-
verely allergic to llama saliva. If a llama spits on her again, she’ll be in
agonizing pain for the rest of her life.” On learning this, I might now
have an obligation to refrain from letting Laura pet the llama. The ob-
vious explanation for the changing obligations seems to be that the rel-
evant epistemic state in evaluating my obligations was my high credence
in, rather than my knowledge of, the proposition that Larry would not
spit. Once I found out that the potential harm was much higher than
I thought at first, I realized that the prospect of a small benefit for myself
could not override or cancel the expected violation of a much more se-
rious duty. It seems that the position I defend cannot explain the situa-
tion. After all, my justification for my belief did not change; I still have
the same knowledge that I had before.

However, it is far from clear that I still have the “same knowledge.”
This is a case in which rising stakes might have undermined my knowl-
edge that Larry would not spit. Of course, I cannot settle here why,
and even whether, knowledge is hostage to such issues,57 so I will rest con-

57. It is worth noting that one can accept that rising stakes will undermine knowledge
in such situations even while denying that knowledge is sensitive to pragmatic consider-
ations. See Jennifer Nagel, “Epistemic Anxiety and Adaptive Invariantism,” Philosophical Per-
spectives 24 (2010): 407–35.
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tent in pointing out that our judgment that I should not let Laura pet
Larry seems to go hand in hand with the judgment that I no longer know
that Larry will not spit. Thus, in such a case, I would be on my account in
violation of a prohibition to refrain from endangering children for profit.
The important point is that the deontologist need not concede here that
there is a continuous increase in “degree of wrongness” or on the value of
a function that determines whether the action is wrong; insofar as we are
no longer in a position to say that I know that the llama will not spit, the
nature of the acts available to me has changed.

V. BUNDLING AND CLOSURE

Some of the most serious obstacles for accommodating risk in a deonto-
logical theory are cases of repeated risk, more particularly, cases in which
one or many agents impose relatively small risks repeatedly on the same
or various agents. Suppose I conclude that I am not permitted to shoot
Mary even if I take two bullets out of my six-bullet chamber in my gun.
Disappointed with this result, I ask myself whether it would be permissi-
ble to shoot six separate guns with one bullet in each. The answer is obvi-
ously “no.” Given that the risk is (approximately) the same, it seems to
make no difference whether I do it in one step or carry out my plan per-
forming multiple actions. And, of course, the problem is not that we did
not spread the risk through a significant enough number of actions. It
would make no difference whether I did it by shooting two-hundred-
and twenty-two-hundred-bullet guns with one randomly placed bullet in
each of them. Reduction of compound lotteries follows from standard ex-
pected utility theory’s axioms, but the kind of deontologist we described
seems committed to the view that it must make a difference whether a risk
of killing is spread through multiple actions or borne all at once.

The deontologist might argue that this is an advantage of the view.
A system of criminal punishment will over time almost certainly con-
demn some innocent people. Still, it seems plausible to say that despite
the serious harm the justice system will cause to certain people, there is
no general deontological prohibition against a system of criminal pun-
ishment.58 However, things would be different if the risk were concen-
trated in one person and in one action. We would not replace our system
with one such that we would punish Jane who is (almost certainly) inno-
cent but that would somehow allow us to reduce the number of people
who are wrongly condemned overall.

58. See Aboodi, Borer, and Enoch, “Deontology, Individualism and Uncertainty,” for
this example and a similar point.
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I think this is essentially correct, but there is a serious difficulty
here.59 If there is a threshold probability for permissibility of, say, killing
an innocent person in self-defense, as we look at multiple actions near
the threshold we must find cases in which we are permitted to perform
each of a certain series of actions, but we are not permitted to perform
the conjunction of all these actions. Now this problemmight seem not to
apply directly to a view for which only knowledge states are relevant. Let
us assume that there is indeed an absolute prohibition to kill innocent
threats (but not culpable aggressors). If I hold a threshold view, I am
committed to the view that prohibitions against killing innocent threats
hold when the probability that a potential victim is an innocent threat is
higher than a certain threshold probability p. But if this is the case, there
must be possible scenarios in which I am facing two threats and such that
the likelihood in each case that the attacker is an innocent threat is p 2
ε; in such cases, given that the probability that at least one of the attack-
ers is an innocent threat is higher than p, I’ll be in a position in which
I am able to kill the first attacker and, after killing the first, I am allowed
to kill the second attacker, but at the same time, I am not allowed to kill
both attackers. But if we rely on a knowledge norm, this problem does
not arise. Let us formulate the principle as follows:

(innocent) It is permissible to kill a culpable aggressor in self-
defense, and otherwise killing is absolutely forbidden.

The permission in innocent will apply to me as long as I know that the
threat I face (and the victim of my defensive action) is a culpable aggres-
sor, otherwise the permission does not apply. In the case above, if I know
in each case that I am shooting at a culpable aggressor then I am permit-
ted to shoot each of them. Otherwise, the absolute prohibition on killing
applies to my case. Since the numerical probabilities play no role in de-
termining the permissibility, the possibility that they will add up in the
problematic way described above does not come up here.

However, there is a similar, if less extensive, problem generated by
difficulties with epistemological closure. Suppose I go to battle commit-
ted not to violate innocent. Let us assume that at each time, early on in
the war, I know that my victim is a culpable aggressor. But I also know
that the longer the war goes on, the more likely it is that I’ll make a mis-
take and use lethal force against an innocent civilian. If the war is long
enough, at some point I won’t know that I haven’t killed any innocent
civilians. There are difficult questions in epistemology about how, and

59. See Jackson and Smith, “Absolutist Moral Theories and Uncertainty”; and
McKerlie, “Rights and Risk,” on this issue.
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whether, these various epistemic states are compatible. But however one
approaches these issues, these kinds of scenarios pose a problem for how
our deontologist can formulate the rules that apply to me in such cases.
Before I go to war, if I take the long view of things, I would possibly con-
clude that it is impermissible to go to war. After all, in going to war I am
engaging in a course of action in which I’ll be killing people, and since I
don’t know that I’ll kill only culpable aggressors, the absolute prohibi-
tion applies to me. But if I don’t reflect on it, go to the war, and shoot only
at the people that, at the time of the action, I know to be culpable aggres-
sors, I do nothing wrong. It seems that whether it is permissible for me to
go to war depends on whether I reflect on the combined effects of my
actions or restrict myself to thinking about them one at a time. But this
is absurd.

Aboodi et al. try a solution to this problem for forms of deontology
that focus on the claims that particular persons have onmy actions.60 So I
ought not to break my promises to Jane because Jane has a particular
claim on, or right against, me. If I make a promise to Barry, then Barry
also has a claim on my actions. But there is no claim that the “combined
agent” Jane-and-Barry has on me. Aboodi et al. propose a view in which
the threshold for a permission is “moral certainty”;61 in our case, I amper-
mitted to kill each person as long as I am “morally certain” that she is
an enemy combatant. In reflecting on the series of actions ahead of me,
I might come to the conclusion that it is very likely that an innocent per-
son will die. The probability that A1 or A2 or A3 or . . . is an innocent threat
is very high. But since claims are made individually, there is no claim that
the disjunctive agent A1-or-A2-or-A3 has against me.

Now there are a number of problems with this proposal. For in-
stance, it is not clear that it solves the problem in its full generality, as
it does not seem to extend to cases in which I will repeatedly face the pos-
sibility of imposing a very minimal risk on a particular person whom I
know to be innocent.62 But I want to focus on a different and, I think,more
telling issue. When a certain form of deontology defends nonaggregative
claims, it makes sense to appeal to the idea that claims, rights, and so on,
need to pertain to particular individuals. So I can violate Mary’s rights,
or I can violate Kerry’s rights, but I cannot violate the rights of a conjunc-

60. Aboodi, Borer, and Enoch, “Deontology, Individualism and Uncertainty.”
61. I think there is a way of understanding the idea of “moral certainty” that would not

make this a threshold probability view. “Moral certainty” might be a view about how much
evidence is needed to settle on the question whether p or form the belief that p. Since
Aboodi et al. use the notion as a probability threshold, I am ignoring this possibility.

62. See Huemer, “Lexical Priority and the Problem of Risk,” for this criticism. See La-
zar, “In Dubious Battle”; and McKerlie, “Rights and Risk,” for a number of other difficulties
with this approach.
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tive or disjunctive agent Mary-Kerry. But, as we said above, imposing a risk
is not a sui generis form of wrong; ultimately the wrongness of imposing a
risk must be explained in terms of the wrongness or badness of the act in
the case that the risk eventuates. If the risk eventuates, there will be some-
one in particular who is the patient of the act. So we cannot just say that
there is no particular person that we are endangering when we distribute
the risk and thus no one in particular that we’re wronging. At least in the
case that the risk eventuates, there is someone in particular that has a
claim on being wronged in a way that you must have anticipated.

In fact, we can see that this aspect of the view leads to very counter-
intuitive results. A 1 in 7 billion chance that I might kill my personal
trainer driving him to the athletic store is, I assume, above the “moral
certainty” threshold on the prohibition on killing a person in order to
get new running shoes. But suppose I am told by city officials that there
is a dangerous virus in my car that will be released to the atmosphere for
an hour if I drive now. Everyone is immune to the virus most of the time,
but at any time there is exactly one person in the world who is not im-
mune to it. Unfortunately, the virus will move from host to host very
quickly throughout the entire surface of the earth until it lands on a per-
son who is not immune at the time and then will kill this person (and it
will die with her). Since the virus moves incredibly fast, the probability
that someonewill be killed within anhour is very close to 1. Thus, if I drive
to the athletic store, I am virtually certain to kill someone within an hour,
but for each particular person the chance that I will kill her is roughly
1 in 7 billion. But surely I am not permitted to drive to the store in this
situation.63 Aboodi et al. are correct that in some cases the accumulation
of risk does not seem to make each action impermissible. But they move
to the conclusion that the fact that the risk is distributed across potential
patients makes the series of actions permissible. However, the example
above suggests that if there’s a morally significant difference between
such cases and cases of a single action with the same total risk, the differ-
ence stems from the fact that there are multiple acts that result in a “bun-
dled act” that is essentially different from the original act. In the virus
case or themultiple guns cases, the bundled acts are not essentially differ-
ent acts from the single action in which I endanger someone to the same
degree. On the other hand, declaring war and instituting a criminal jus-
tice system are acts that are essentially different from engaging in partic-
ular acts of war or conducting a trial. But accepting that, even in some cases,
we must treat the bundled acts the same way as single acts carrying the

63. In fact, I think that you are not allowed to divert a trolley that is about to kill one
person, if by doing so you’ll release this virus, but I don’t need anything nearly as strong to
make my point.

Tenenbaum Action, Deontology, and Risk 703



same risks seems to lead us back to our original problem. The deontolo-
gist now seems to be committed to the view that we could have a series of
permissible actions such that each act in the series is permissible but the
whole series is impermissible. In the rest of this article, I will try to show
that this is an advantage of, rather than a problem for, the view.

Let us distinguish two related types of cases:

a) apparent closure failures: Cases in which I know that p, I
know that q, I know that r, . . . , but I seem not to be in a position
to know that p & q & r & . . . .

b) moving up and down qualitative risk categories: Cases in
which, for instance, f-ing poses a minimal risk, f1-ing poses a
minimal risk of doing A, f2-ing poses a minimal risk of doing
A, . . . , but f-ing and f1-ing and f2-ing and . . . makes it likely
that I (we) will A.

In both types of cases, we have a “bundling problem.”Our long war case
was an instance of (a); in that case, it seems that I reach two different
conclusions when I take the long view and when I deliberate act by
act. The following case would fall under (b): I have a dog that I take to
work and I know that one of my coworkers in this large corporation is
allergic to dogs, but I don’t know who he or she is. However, the chances
that anything bad will happen are very small. Her allergic reaction would
be triggered only if she and my dog were at a small area for a long period
of time, and the only way this could happen in my office building would
be if the two of us were stuck in amalfunctioning elevator. But the chances
of elevators malfunctioning are very small and the chances that I’ll hap-
pen to be with this coworker in the same elevator when this happens
are even smaller. Let us assume that it is permissible to impose this kind
of minimal risk on my coworker. But now I get promoted and my new
job is to be the liftman. Inmy new job, I spend all my working hours going
up and down in the elevator. Each time I go up or down the elevator,
the risk that the relevant coworker is riding and the elevator gets stuck
is, of course, just as small as when I used the elevator to get to my desk.
But the cumulative risk of my always having my dog with me is now signif-
icant. Again, it seems here that I might form a different conclusion for my
actions if I look at them as a bundle or if I simply approach them one by
one. It turns out that bundling acts together in thismanner can bemorally
significant; committing, or refraining to commit, to a series of actions, or
even having or refraining from having a general policy, is itself a different
act; thus, the possibility of bundling might bring a further dimension to
the permissibility of actions. In other words, it might be impermissible
to perform all the actions in a series, even if each action in the series would
be permissibly performed if all these actions were performed; the fact that
the moral significance of bundled acts cannot be easily captured by the
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multiplicative model (exactly because we are bundling causally indepen-
dent acts) is actually a problem for the multiplicative model. Of course,
once I know about this possibility, I cannot decide to ignore that I’ll be
performing the bundled act. I can’t insist on taking the “short view of
things” anymore than I candecide to ignoremy knowledge that by driving
in Farmland I will be endangering the children; the bundled acts will be
among the things I’ll be doing.

A similar phenomenon is present even in prudential choice. I can’t
fully argue for this claim here,64 but I hope to show at least that this view
is much more plausible than it might seem at first. Suppose I am plan-
ning to go to a concert, and it would be very convenient to bike to the
venue. I realize that cars in my city are not very aware of the bikes around
them. However, I am a very careful biker; I conclude thus that the risk is
small enough that it makes sense to bike. Suppose a week later I get a
new job, and my new job happens to be at the same concert venue. Of
course, biking each time is just as convenient and risky as on the night
of the concert, but I realize that if I bike every day in the next ten years
to and from work, there is a significant chance that I’ll be involved in
a major accident. I conclude that, given these risks, I should adopt a pol-
icy not to bike to work. Assuming that the utility of biking and of suffer-
ing an accident does not change, and that the probabilities of being in-
volved in an accident at each time are independent, my preferences
are not compatible with expected utility theory. However, there is noth-
ing clearly irrational about these preferences; in fact, there is nothing
clearly irrational about having a policy of not biking due to the com-
bined risk of biking every day, and making exceptions to the policy here
and there, even if the utilities of dying and biking to school in different
days are independent of each other (as they plausibly are). These pref-
erences indeed come out as irrational in standard utility theory;65 the
same values for the acts or outcomes multiplied by the same probabilities
should result in the same utility.66 But this is a consequence of classical
decision theory idealizing away vague and indeterminate ends, not of
the intrinsic irrationality of this combination of attitudes. But if we re-
ject this idealization, it seems possible to have long-term ends not to ex-
pose oneself to significant risks, while having short-term preferences that
allow you to take minimal risks.67 In these cases, the rationality of a cer-

64. See Tenenbaum and Raffman, “Vague Projects.”
65. But not in all forms of utility theory. See, e.g., Lara Buchak, Risk and Rationality

(Oxford: Oxford University Press, 2004).
66. For a classic, formal proof of a more general theorem, see Paul Samuelson, “Risk

and Uncertainty: A Fallacy of Large Numbers,” Scientia 57 (1963): 50–56.
67. Or so we argue in Tenenbaum and Raffman, “Vague Projects.”
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tain pattern of activity does not supervene on the rationality of the con-
stituent act.68

If we agree that, in the prudential case, sometimes the rationality of
a certain pattern of activity does not supervene on the constituent acts,
then we should, analogously, allow that the deontic status of a pattern of
activity might not supervene on its constituent acts. Indeed, a structure
very similar to these prudential cases of nonsupervenience appears in
both our (a) and (b) cases. Let us start with our elevator example. As I
take only the occasional trip up and down the elevator, I do not endan-
ger my coworker in a significant manner. Each trip is morally acceptable,
and if the risk eventuates, I would certainly owe an apology or compen-
sation to my coworker, but my action is excused. It would be right for me
to answer the coworker’s complaint by saying: “I am so sorry for what
happened. But that was a tragic coincidence.”69 Once I accept the job,
I now know that repeatedly coming with my dog will impose a significant
risk that my coworker will suffer a serious allergic reaction. Were the risk
to eventuate, the above excuse would be unavailable. My coworker could
rightly say that given that I was coming in with my dog every day, this was
likely to happen sooner or later. Note that, here too, adopting the policy
of not bringing my dog to work is compatible with making a few excep-
tions. If I very rarely bring my dog, it would still be legitimate to use the
above excuse if the risk were to eventuate. If we look at my biking exam-
ple, given my ends, arguably, the rationality of my pattern of activity does
not supervene on the rationality of each momentary choice. Every single
time I bike in, I am instrumentally rational. But if I bike in to work every
day I am acting irrationally.70 Similarly in our elevator case, it is permis-
sible for me to bring my dog in at each particular instance, but the series
of actions such that I bring my dog in every day is not permissible.

Of course, some times there is no point in engaging in a particular
action if we do not intend to repeat it, so the impermissibility of the se-
ries of actions will “trickle down” to the impermissibility of each particu-
lar action. My war case might have this structure. In general, if we think

68. Of course, you could try to add some value to the pattern of activity itself. But this
would be implausible and would not solve the problem as there might be no more determi-
nate way of characterizing thepattern other than by “enough instances of this act” or “not too
many instances of this act.” For more on this issue, see Sergio Tenenbaum, “Reconsidering
Intentions,” Noûs (forthcoming); and Tenenbaum and Raffman, “Vague Projects.”

69. I am representing moral rules as demands that agents make on patients for illus-
trative purposes, but, of course, nothing hangs on this form of presentation.

70. I argue for the claim that the rationality of a pattern of activity might not supervene
on the rationality of each momentary action that constitutes this activity in Sergio
Tenenbaum, “Reconsidering Intentions,” and “The Vice of Procrastination,” in The Thief of
Time: Philosophical Essays on Procrastination, ed. Chrisoula Andreou andMarkWhite (New York:
Oxford University Press, 2010), 130–50; and Tenenbaum and Raffman, “Vague Projects.”
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that it is not acceptable in wartime to significantly endanger civilians,
we’ll have to side with some form of pacifism; after all, there is not much
point in going to war with the intention of shooting at the enemy sporad-
ically. On the other hand, the ends of declaring war, or even of volunteer-
ing or complying with a conscription order, are not the same as the ends
of each particular battle I am engaged in; we are engaged in rather dif-
ferent actions when we do one or the other. It is thus fully compatible
with the forms of deontology I am proposing that the prohibitions that
apply to declaring and joining a war are significantly different from the
prohibitions that apply to one’s conduct in war.

VI. CONCLUSION

This is, of course, not a full defense of the plausibility of deontology in
dealing with situations involving risk; in particular, those who find deon-
tology implausible in nonrisk contexts are unlikely to embrace it in ac-
tions and decisions under risk. But I hope to have shown that, at least with
regard to some forms of deontology, those who favor such approaches
should not bemoved by the lure of themultiplicative model. The natural
way to extend deontology to risky situations is to understand risk as amor-
ally relevant aspect of certain situations, rather than as a factor that is pres-
ent in all situations in different degrees. Moreover, although differences
in risk aremorally relevant, there is no reason to think that the best way to
understand this relevance is invariably through numerical probabilities.
Risk is often morally relevant because it changes what it is my power to
do, not because it puts different weights on the same things I would oth-
erwise do.
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