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Abstract
We motivate a picture of social epistemology that sees forgetting as subject to epistemic 
evaluation. Using computer simulations of a simple agent-based model, we show that 
how agents forget can have as large an impact on group epistemic outcomes as how they 
share information. But, how we forget, unlike how we form beliefs, isn’t typically taken 
to be the sort of thing that can be epistemically rational or justified. We consider what 
we take to be the most promising argument for this claim and find it lacking. We con-
clude that understanding how agents forget should be as central to social epistemology as 
understanding how agents form beliefs and share information with others.
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“…gaining knowledge and losing knowledge are natural duals, and indeed, 
forgetting is crucial to one’s sanity.”—Johan van Benthem (2011, p. 109).

1  Introduction

It’s a normal part of our epistemic practice to see what others believe as rational 
and justified, but it’s not standard to see what others forget as rational or justified. 
As Moss (2015, p. 174) puts it, if you forgot what you had for dinner last night, it 
would be odd to rebuke you with “how irrational of you!”. Williamson (2000, p. 
219) agrees: “forgetting is not irrational; it is just unfortunate.”1 The primary aim of 
this paper is to motivate the idea that, when it comes to social epistemology, believ-
ing and forgetting shouldn’t be so different. How we forget should be a topic that’s 
discussed alongside rational and justified belief, testimony, evidence, knowledge and 
the impacts of social structural features of our communities on what we know.

Using computer simulations of a simple model of group deliberation, we show 
that how we forget can have a profound effect on whether the groups we’re in can 
achieve optimal epistemic outcomes—an effect that’s at least on par with other 
paradigmatic topics in social epistemology, such as how others share their informa-
tion. We’re inclined to see these effects as symptoms of forgetting being more or 
less rational or justified.2 So, before we demonstrate how important forgetting is for 
social epistemic outcomes, we’ll first consider what we take to be the most promis-
ing argument against the idea that forgetting can be rational or justified. We’ll show 
that that argument is no stronger against forgetting being rational or justified than it 
is against believing being rational or justified. For this reason, we suggest that what 
we forget, like what we believe and how we share information, should be a central 
topic in social epistemology.

2 � On rational or justified forgetting

What motivates the idea that what we forget can’t be rational or justified? A natural 
thought is that forgetting can’t be rational or justified because it’s outside our con-
trol. Whether or not we forget something doesn’t seem like something we can do 
at will. I can’t simply choose to forget what I ate for dinner last night. So, how we 
forget cannot be rational or justified if being rational and justified requires that kind 
of control.

1  Outside of epistemology, it’s more common to see forgetting as the sort of thing that can be subject 
to rational criticism. Angela Smith’s (2005) paper about responsibility for attitudes, for example, has as 
its central example a case in which someone is blameworthy for forgetting a close friend’s birthday. It’s 
most natural to conceive of that case as one of practical or moral responsibility, rather than epistemic. 
Here we’ll restrict ourselves to epistemic evaluations of forgetting.
2  This suggests that we’re committed to a consequentialist picture of epistemic normativity. While the 
primary author does explicitly endorse such a view, one need not be a consequentialist to feel the pull of 
this idea. One only needs to see the epistemic impacts as a symptom of the rationality of the forgetting 
method, not its (constituent) cause.
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This argument for thinking forgetting can’t be rational or justified closely mir-
rors Alston’s (1988) discussion of the “deontological conception” of justified belief. 
Alston worried that a conception of epistemic justification in terms of “obligation, 
permission, requirement, blame, and the like” was untenable because we could only 
be justified in that sense if we control what we believe, and Alston thought we don’t.

We take it that something about Alston’s argument must be wrong since belief 
can be both rational and justified. In light of that, the analogous problem for for-
getting shouldn’t seem so compelling, since our control over what we forget seems 
to be on par with our control over what we believe. We can neither directly will 
ourselves to believe grass is purple nor directly will ourselves to forget that grass 
is green. But we can indirectly get ourselves to believe in God by surrounding our-
selves with believers, and we can equally get ourselves to forget the pains of yes-
terday by distracting ourselves with the pleasures of today. Moreover, even though 
most believing and forgetting just happens to us in the sense that it happens without 
forethought or consideration, we do sometimes use strategies for both belief forma-
tion and forgetting.3 Just as a doctor can train herself to recognize a specific pattern 
of symptoms or a salesperson can train himself to recognize a likely client, we can 
train ourselves to remember certain kinds of facts and not others. We have strategies 
for this, which include repeating important facts to ourselves, writing them down, 
etc. Given those considerations, one shouldn’t think that the control argument is any 
more compelling when applied to forgetting than to believing.

Moreover, many of the responses to Alston’s argument against the deontologi-
cal conception of justified belief work equally well against the analogous argument 
about forgetting. Feldman (2000), for example, denies that all obligations, permis-
sions, and responsibilities require control.4 Feldman thinks that epistemic obliga-
tions are what he calls “role oughts”—‘oughts’ that apply to us in virtue of some 
role we occupy. Teachers and parents have certain obligations—to explain things 
clearly and protect their children, for example—that they’re subject to independently 
of whether they are able to fulfill them. Feldman thinks that we can similarly make 
sense of belief being rational and justified since “forming beliefs is something peo-
ple do” and “Anyone engaged in this activity ought to do it right” (88). That reason-
ing applies equally well to forgetting as it does to believing, though. Remembering 
some things while forgetting others is something we do to manage our limited mem-
ory, just like explaining is something we do to manage our teaching obligations. 
Why not think a role ought applies to us in our role as agents with limited memory?

Whereas Feldman responds to Alston by denying that epistemic obligations 
require control, another option is to claim that we do control (at least many of) our 
doxastic states. Ginet (2001), Hieronymi (2006), Steup (2008, 2011), and Weath-
erson (2008) all take some version of this line. Steup (2011), for example, argues 
that if we conceive of the relevant freedom in a compatibilist way, it looks like our 

3  For more discussion of the kind of control we have over forgetting, see Bernecker (2018). Bernecker 
(2018) also argues that we can responsible for what we forget, though the sense of responsibility in play 
there is a moral one.
4  For other examples of this kind of response to Alston, see Ryan (2003), McHugh (2012), and Peels 
(2017). For a related response, see Vahid (1998).
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beliefs are as free as our actions, since both our beliefs and our actions are appropri-
ately reasons-responsive (Fischer and Ravizza 1998).

Is what we forget similarly reasons-responsive? One might think that ideal unlim-
ited agents would not have epistemic reasons to forget.5 But, when we’re limited in 
our time or resources, we can have reasons that we wouldn’t otherwise have. The 
fact that today is the last day of your short vacation in Paris might mean that you 
have a reason to try to see the Musée d’Orsay today. Were your time and energy in 
Paris literally unlimited, you might not have a particular reason to go today rather 
than tomorrow. And if you’re down to your last dollar for feeding your family, you 
have a reason to carefully make the decision about which beans are most cost-effec-
tive, which is a reason you wouldn’t have if you had unlimited funds. The case is 
similar with our limited memory: given that we can only remember so many things, 
we have more reason to remember that heavy medium-sized objects tend to fall than 
to remember the details of an unremarkable dinner three weeks ago.

Do we actually respond to these kinds of reasons? In many cases, it seems like 
we do. We usually forget details that are unimportant to our practical and epistemic 
lives (what we ate at the unremarkable dinner, exactly how many stop lights we 
passed on the way to the market, etc.). And we usually remember as much of what is 
practically and epistemically important as we can, such as general rules about how 
objects behave, where we live, and basic facts about how to care for ourselves. So, 
following much of the same argument that Steup (2011) uses for the voluntariness 
of belief (in a compatibilist sense), we should see forgetting as similarly voluntary.

More generally, it seems natural to think that if forming a belief can be rational 
or justified, then forgetting can be too, since forgetting and forming a belief are two 
sides of the same coin. We often talk about “beliefs” being the things that are (epis-
temically) rational or justified, but it’s typically thought that those notions really 
apply more generally to doxastic states, which also include suspension, disbelief, and 
possible other states, such as credences. It is typically thought that whether a doxas-
tic state is rational or justified is a question of whether it was (or would be) formed, 
maintained, and destroyed in the right ways, e.g. in a reliable way or in response to 
our evidence. The process of forgetting is just one way of destroying a doxastic state. 
So if forming a belief can be rational or justified—which surely it can—it seems like 
forgetting, when faced with a memory limitation, should be equally open to being 
rational or justified. Hence the objection that forgetting can’t be rational or justified 
on the basis of our control of it shouldn’t seem very compelling.

The overarching goal of this paper is to argue that forgetting should be considered 
on par with other paradigmatic elements of epistemology, like beliefs and the social 
institutions of knowledge. In the sections below, we’ll argue that understanding what 
we forget is as essential in understanding epistemic outcomes as is what we believe, 
how we collect evidence, and how we share our information with others. As men-
tioned, we’re inclined to see the importance of forgetting for epistemic outcomes as 
symptoms of cases of forgetting being more or less rational or justified. If you’re not 
convinced though, for the arguments below it’s possible to follow Schwarz (2017, 
5  This might not be right though, as the example of forgetting yesterday’s pain (mentioned above) shows. 
We’re inclined to see that reason as non-epistemic, but the point here is just that limited agents have 
some reasons that unlimited agents don’t have.
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p. 25) and view forgetting badly as merely an epistemic “shortcoming” rather than 
irrational or unjustified.

For ease of exposition below, we’ll switch between talking about “what is forgot-
ten” and “ways agents manage their memory” as the things that are rational or justi-
fied.6 By doing this, we’ll appear to conflate two different things: (1) whether what 
is forgotten is rational/justified to forget, and (2) whether an agent is rational/justi-
fied in managing their memory in some way. When it comes to belief, the analogues 
of these are distinct. We might ask, for example, (1) whether an agent’s belief in 
God is rational, or (2) whether it’s rational for an agent to surround themselves with 
believers to get themselves to believe. Following the literature on rational belief, we 
intend to focus on what is forgotten in each case, rather than the strategy an agent 
uses to effectuate in themselves the loss of doxastic states. Because English lacks an 
analogue of “rational beliefs,” which might have been something like “rational for-
gots,” we use the (misleading) language about “ways of managing memory” in some 
places below. When we use that locution though, note that we intend to refer to what 
is forgotten, not the way of managing memory itself.

3 � A simple model of group information sharing

To explore how the memory limitations of individuals affects their epistemic states 
in groups, we’ll use a simple agent-based model of group information sharing. We’ll 
think of agents as having different bits of information or evidence that can combine 
to support conclusions. This model takes inspiration from instances of group infor-
mation sharing like the one found in the iconic sequestered jury-room scenes from 
12 Angry Men (Lumet et al. 1956). In that screenplay, jurors share pieces of infor-
mation with the goal of coming to an agreement about the guilt or innocence of a 
defendant. Collectively, the shared information is supposed to support some conclu-
sion about the guilt or innocence of the defendant. That the defendant had a strong 
motivation to commit the crime, for example, would be a piece of information that 
by itself supports thinking the defendant is guilty. The combination of the informa-
tion that the defendant left the house in a blue shirt and the information than the 
criminal was wearing a red shirt supports thinking the defendant is innocent.

In our model, agents remember and exchange pieces of information, which we’ll 
call “propositions”. Some sets of propositions constitute arguments, which support 
some conclusion with some strength. We’ll assume that our agents are rational in 
that they believe whatever is, on balance, supported by the arguments constructible 
from the information they have. On each round of the model, an agent will share one 
of the propositions they have with everyone in the group, and everyone will update 
their stock of propositions with the newly shared proposition.

6  We’ll also drop talk of justification here, simply so that we don’t have to repeat “rational or justified” 
many times, but nothing we say below hinges on whatever difference there may be between rational and 
justified beliefs/things forgotten.
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This model is an extension of the simpler model we used in earlier work (Singer 
et al. 2019). In the earlier model, agents exchange reasons for beliefs, where a reason 
for belief is treated as a pair of (1) a supported conclusion and (2) a (real-valued) 
strength at which the reason supports that conclusion. Agents believe the conclu-
sions that are supported by the reasons they have, where a set of reasons is taken 
to support a conclusion when the sum of the reasons for the conclusion in the set, 
weighted by their strength, is greater than the weighted sum of the reasons against. 
Group deliberation happens by agents sharing reasons with the other members of the 
group.

One worry about our earlier model is that it can’t represent agents engaging in 
discussion where information combines non-additively. All that agents can do is 
share a reason with a fixed strength of support for a conclusion. The reasons each 
person has simply sum to their belief. So, there is no way, for example, for agents to 
contribute two premises of an argument in support of P where neither premise sup-
ports P on its own.

This new model allows agents to contribute to the discussion different proposi-
tions that collectively support a conclusion, despite neither supporting the con-
clusion on its own. They do this by each contributing different propositions in an 
argument. Agent A might contribute the conditional, while Agent B contributes the 
conditional’s antecedent. They thereby collectively engage in modus ponens. The 
new model is also compatible with arbitrary logics, including non-monotonic log-
ics.7 So, our new model of group deliberation is significantly more powerful than its 
predecessor in Singer et al. (2019), despite only a small increase in complexity.

For the discussion here, we will only use a small amount of the model’s power. 
We will assume that the groups of agents are considering only one main question, 
like whether the boy committed the crime. We will also assume that there is a fixed 
(though potentially very large) class of propositions that can be had by agents and 
which combine to form arguments for or against views about the main question—
though which reasons are had by agents will change over time. We also assume that 
which sets of propositions constitute arguments is fixed, as is what the arguments 
support about the main question and the strength of that support.

To assess the effect of memory limitations on otherwise fully ideal and rational 
groups of deliberating agents, we’ll assume that an agent’s belief about the main 
question is exactly what is supported by the balance of the arguments they can con-
struct from the propositions they have. For example, if an agent has propositions 
p1,…, p8 and {p1, p3} is an argument with weight 2 to believe the boy is guilty, {p3, 
p4} is another argument for guilty of weight 0.5, and {p1, p3, p8} is an argument of 
weight 5.5 for not-guilty, the agent will all-things-considered believe that the eight-
een-year-old is not guilty (and will do so with strength 3).

In our model, all of the agents start out with the same number of randomly-
selected propositions from the collection of all propositions, although different 

7  Since the sets of propositions that constitute arguments in this model can be arbitrary sets, there can be 
sets that support some conclusion to a certain degree despite a superset of it supporting the negation of 
the conclusion to a greater degree.
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agents may start out with different propositions. Then on each round of the model, a 
random agent is selected to share one of the propositions they have. We’ll describe 
how the agent decides which proposition to share below, but after they share the 
proposition, we assume every other agent ‘hears’ and ‘accepts’ that proposition 
by adding it to their stock of propositions and updating their belief about the main 
question in light of the arguments the agent is able to form with their new stock of 
propositions.

Agents with unlimited memory have it easy when it comes to how to update their 
stock of propositions upon learning a new one: they simply add it in. But what about 
an agent with limited memory? Here we’ll consider three different simple ways an 
agent might manage their limited memory.8 Each way of modelling memory treats 
the agent’s memory as fixed in size. So when an agent has a full memory, in order to 
remember something new, they must forget something else.9

First, we’ll consider agents who manage their memory in the simplest way pos-
sible. ‘Simple-minded’ agents forget a proposition at random when their memory 
is full. If the agent has a memory limited to 7 propositions, when the agent gets an 
8th proposition, they lose one of the 8 propositions at random and keep the rest. The 
agent will then reassess what they believe on the basis of the propositions they still 
have.10 It’s probably obvious that forgetting this way isn’t ideal, but it’s instructive to 
see how it compares to the other ways of managing memory below.

A more plausibly rational way to manage a limited memory is to forget the propo-
sitions that are the least informative for the agent. Intuitively, the informativeness of 
a proposition can be measured by how much one’s beliefs would change when that 
proposition is added to or removed from their stock of propositions. So to measure 
how informative a proposition is for an agent who has it, we compare what their 
belief would be if they lost the proposition to what their belief is with it. When their 
memories are full and they hear a new proposition, ‘weight-minded’ agents forget 
the proposition that is the least informative in this sense.

8  The ways of forgetting we use are were also in used in our earlier work (Singer et al. 2019). Like in 
that work, here we keep fixed and uniform how many propositions the agents can remember, but the 
results we discuss here do not depend on this. In other work studying agents with limited memories, the 
norm has been to model limitations on memory by limiting the number of states a finite automaton that 
represents the agent can be in. Those models clearly differ greatly from the model we discuss here. See 
Singer, et al (2019), note 11 for more information.
9  Of course, this idealizing assumption is not realistic, but since the role of the model is to help us 
understand the effect of memory limitations on social epistemic outcomes for groups, the complexities 
of a more realistic memory model would likely detract from the more general usefulness of the model.
10  For each forgetting method, agents will reassess what they believe after forgetting a proposition. One 
might think it’s more realistic for agents to continue believing what was supported by their information 
even after they forget the supporting information. Agents like that would be much more doxastically 
complicated than the kinds of agents we consider, since our agents can be represented by just the sup-
porting information they have, not any additional belief state that would itself need updating methods, 
etc. One reason to think that forgetting methods like ours might be realistic in some cases is their abil-
ity to explain phenomena witnessed in the real world, like group polarization (see Singer et al. 2019). 
Moreover, modeling limited agents as fully removing forgotten information from their beliefs is standard. 
See Halpern et al. (2014) for a survey.
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A third way that agents might manage their memory prioritizes the role the 
proposition plays in their belief state, rather than how informative it is. ‘Coherence-
minded’ agents prioritize remembering the propositions that show most in favor of 
the view that seems right to them in light of all the propositions they have. When 
this kind of agent hears a proposition that takes them over their memory limit, if 
they have any propositions that don’t factor into any arguments, they first forget one 
of those (at random). If not, they consider what view about the main question is sup-
ported by all of the propositions they have (including the new one). They then forget 
a proposition that on balance shows for an opposing view. “Why ought I prioritize 
remembering misleading arguments in favor of an apparently false view?” these 
agents might ask. These agents try to respect the informativeness of the propositions 
they have though, so when they forget a proposition that on balance supports the 
opposing view, they start with the least informative. So, even though these agents 
care about the coherence of their belief state, they don’t biasedly maximize that by 
actively ignoring the primary arguments for the opposing view. They forget first the 
propositions that support the opposing view in the least consequential way and only 
after that do they forget more informative propositions. If the agent has no proposi-
tions that on balance show against their view, they forget a proposition that shows in 
favor of their view, but again, they start with the least informative.

To show that the different ways of forgetting have important effects on the epis-
temic prospects of groups, we’ll compare the epistemic impacts of different ways 
of managing memory to the impact of different ways individuals might share their 
information with others. We focus on ways to share information as a comparison 
class because a large literature about group opinion dynamics across a range of dis-
ciplines has highlighted the importance of these. A central example of this is the 
work on the hidden profile paradigm in social psychology, which shows that groups 
tend to repeat and discuss their mutually-shared information rather than bring new 
information to the forefront (see Stasser and Titus 1985, 1987). In light of that 
research, many have recommended that individuals “speak up” when they disagree 
or have something new to add to the discussion and have tested methods for encour-
aging people to do so.11 The assumption is that it’s epistemically better for the group 
if individuals contribute more of their private, non-shared information to the group 
than if they keep it to themselves. Other sophisticated accounts of how individuals 
should contribute to groups can be found in many places, including much of the 
work of Cass Sunstein (particularly Sunstein 2002). Sunstein and Hastie (2014), for 
example, give six bits of advice to groups to encourage better information sharing. 
These include that the group include a “red team”, who tries to adduce arguments 
against a certain proposal, and openly assign different roles to members of the group 
so information is more effectively elicited from the members in their roles.

11  See Cruz et al. (1997), for example. That article lists a number of other tested interventions intended 
to increase information pooling in groups. For a survey of the relevant literature, see Wittenbaum et al. 
(2004).
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We’ll consider three different ways agents might share their information with a 
group. Like above, the first method is the simplest: agents share one of the proposi-
tions they have at random.

A second (plausibly more helpful) way to share information would be to contrib-
ute to the group discussion the proposition with the highest informativeness in light 
of what has already been said. ‘Influential’ speakers will use this method. When 
they are chosen to speak, they share the proposition that is the most informative of 
the ones they have. Here, the informativeness of a potentially shared proposition is 
measured in terms of how much it would shift what it rational to believe on the basis 
of what is already part of the shared group information.12 This is measured in terms 
of difference between (1) the sum of the strengths of new arguments for the conclu-
sion that can formed with the new proposition, and (2) the sum of the strengths of 
new arguments against the conclusion that can formed with the new proposition. 
When influential speakers don’t have any propositions to share that would influence 
the group in any direction, they just share a proposition at random. This is one way 
to flesh out the idea of group members ‘speaking up’ when they have something to 
add.

Another way to flesh out the idea of members of a group ‘speaking up’ when they 
have something to add is to have members contribute the proposition to the discus-
sion that they see as pushing the group most towards what they see as the right con-
clusion. Whereas influential agents tried to maximize the informativeness of their 
contribution, ‘biased’ speakers share the proposition that they take to be the most 
telling in favor of the position they hold. Here again, the measure used is how much 
it would shift the view supported by the arguments that could be formed on the basis 
of the previously shared information. When they don’t have any propositions that 
would push the group in their direction, biased speakers share a proposition at ran-
dom, as long as that proposition doesn’t cut against their view in light of what has 
been previously shared (and if there are no such propositions, they share nothing).

All together then, we have three ways that agents can manage their memory and 
three ways agents can choose which pieces of information to share with the group. 
Those methods are summarized in Table 1.

To evaluate each of these ways of sharing information and managing memory, 
we’ll compare the performance of groups using the different methods. Since we 
assume there is a fixed class of arguments, a fully informed agent who knows all of 
the propositions would have access to all of the arguments and would thereby have 
the view supported by all of the potentially available information. One way we’ll 
measure the performance of a group is by asking what percentage of group members 
have the view that this fully informed agent would have. It would be too strong to 
also require that the agents’ attitudes towards the proposition have the same strength 
as the fully informed agent’s, since limited agents will lack the memory space 
needed to collect all of the information needed to do that. So on this measure of the 

12  When influential and biased speakers share information, they measure the informativeness of their 
information based on all of the information that has been shared, not just what they remember of it. We 
can think of this like the agent doing a literature review before publishing: the expectation is that they 
will add to the discussion that is being had by everyone, not just the aspects of it they happen to be famil-
iar with.
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epistemic success of the group, we’ll measure the percentage of agents who have 
the view about the main question that someone who had all the potentially available 
information would have, regardless of the strength of that attitude.

Why think this is a good measure of epistemic success? It’s plausible, we think, 
that having the attitude that’s supported by all the potentially available information 
might itself be an epistemic good. By appeal to a fairly weak anti-skeptical assump-
tion, however, we can also say that what is supported by all the potentially available 
information is likely the truth. So veritists like Goldman (1999) and Singer (2018), 
who conceive of true belief as a final epistemic end, should also see our measure as 
measuring genuine epistemic value. Similarly, one might think that having the atti-
tude that’s supported by all the potentially available evidence is sufficient for one’s 
belief to be justified, which may itself be of final epistemic value. If not, having that 
attitude may be instrumentally valuable in the pursuit of knowledge or some other 
epistemic good. The measure we provide is thus one that tracks many conceptions of 
what is epistemically good. We’ll say that the attitude supported by all the informa-
tion is the ‘right’ attitude, leaving the question of how to fill out the details to the 
reader.

In addition to the percentage of individuals that have the right attitude, there are 
a number of other measures of group performance we might be interested in. We’ll 
also measure when (or whether) the group converges on a single attitude, whether 
the group’s beliefs stop evolving independently of convergence, and whether the 
group has the right attitude when it does converge. As such, we’re tracking what 
Zollman (2007) calls ‘speed’ and ‘reliability’ as well as the ‘consensual’ and ‘verit-
istic’ aspects of group performance measured by Betz (2012). We now turn to using 
these measures to see the effects of different ways of sharing information and man-
aging memory on groups of deliberating agents.

Table 1   Different ways agents manage their memory or what they share with the group

Method Manages Summary

Random-memory Memory Agents forget at random
Weight-minded Memory Agents forget least informative proposition
Coherence-minded Memory Agents forget propositions for other views, starting with least 

informative, then forget least information for their own view
Random Sharing Agents share at random
Influential Sharing Agents share most informative given what has been shared, random 

if all are non-informative
Biased Sharing Agents share most in favor of their view given what has been shared, 

random if none can influence the group towards their view
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4 � When and how much forgetting matters

The model described above was simulated in NetLogo. We collected data from 1000 
runs of every combination of way to share information and manage memory for 
groups of 25, 50, and 100 agents, 100 propositions, 100 and 400 arguments, and 
memory capacities of 5, 10, 20, and 50 propositions. We’ll start by considering the 
results from the runs with 100 arguments and 25 agents with memory capacity 10. 
At the beginning of each run, each agent was given 10 random propositions (with 
different agents potentially getting different ones). From the set of 100 propositions, 
100 random subsets of size 1–3 were designated as arguments. Each of the argu-
ments was randomly assigned to support either one view about the main question 
or its negation (e.g. the boy is guilty or the boy is not guilty). The strength of the 
support was randomly assigned by an exponential distribution with mean 1. Because 
of the way arguments are created, we can expect the vast majority of them to have a 
low strength (i.e. they’re weak arguments points in favor of a view, like the boy hav-
ing the hair color reportedly seen by a witness).13

Consider what happens when the agents have unlimited memories. Figure  1 
shows what percent of the 25 agents have the right belief as time progresses (aver-
aged over 1000 runs). What we see is that after 1000 steps of the model, the different 
ways agents share information have a major effect on what percent of the population 
has the right belief. At 1000 steps, in groups sharing randomly, an average of 77% 
of the agents have the right attitude. In groups using biased sharing, only 63% of 
the group has the right attitude on average. But groups using influential sharing per-
form a lot better: 88% of the group has the right attitude after 1000 steps. Here, how 
the agents share information highly affects the outcome. Influential sharing signifi-
cantly outperforms the other two information sharing methods (p < 2.902 × 10−11 for 
two-sided t tests, p < 2.2 × 10−16 for Wilcoxon rank-sum tests, Cohen’s d > 0.299),14 
which intuitively makes sense since influential sharing spreads the weighty informa-
tion first, rather than potentially hiding it (like biased sharers) or waiting for it to be 
randomly shared (like random sharers). Even after just 50 steps of the model, influ-
ential sharing does significantly better than the other two (t tests with p < 8.6 × 10−9 
for both pairs, Cohen’s d > 0.25).

The results show that there is a plausible mechanism by which encouraging group 
members to ‘speak up’ when they have something to say can importantly influence 
the outcome for the group. As such, the results can be seen to vindicate the work in 
social psychology on the hidden profile paradigm and the work of authors like Sun-
stein and Hastie (2014) mentioned above. In particular, what these results suggest is 
that agents who have information that bears on the main question in any direction 

13  The strengths were assigned in this way to mimic the idea that few arguments are “clincher” argu-
ments—ones which totally win the day—while there are many arguments that lend some support to one 
view or another.
14  When they’re appropriate, we use parametric tests, like t-tests, and non-parametric tests, like the Wil-
coxon rank-sum test (Mann–Whitney U test) and Kolmogorov–Smirnov test (“KS-test”). Cohen’s d is a 
measure of effect size, with < 0.2 being generally recognized as small and > 0.8 being generally recog-
nized as large. When it’s reported with an inequality here, we’re summarizing more than one test.
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should share it. Having groups where agents only advocate for their own view (even 
as it changes through deliberation) can be expected to do significantly worse—even 
worse than agents who just share information at random.

This last result, that groups of agents advocating for their own view (the biased 
agents) do worse than agents who share information at random, might be surpris-
ing.15 What it suggests is that there is at least one natural interpretation of ‘speak-
ing up’ that we should avoid. One might think the poor performance of the biased 
agents is explainable by those agents sharing at random when they have nothing to 
say that helps their side. Might the adversarial method be diluted by agents adding 
random information to the mix? This turns out not to be the case. We compared 
biased groups to what we might call ‘very biased’ groups, where agents do not share 
anything at all when they don’t have anything with positive informational content to 
add. These very biased agents can be thought of as contributing only when they can 
influence the group, in contrast to biased agents who always contribute but prefer 
to contribute information that supports their side. In 1000 runs, the performance of 
very biased groups with these parameters is not significantly distinguishable from 
the biased groups (p = 0.19 in a t test and the Wilcoxon rank-sum test, p = 0.24 in 
a KS-test). So it isn’t that feature of biased groups that explains their poor perfor-
mance when the agents have unlimited memories.16
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Fig. 1   Percent of agents with unlimited memory who have the attitude supported by all the propositions. 
Shown for each of the three saying methods averaged over 1000 runs at various time steps

15  It’s worth noting that the distributions are very different. At step 1000, the biased agents all have 
either 100% of the agents on the right side or 100% on the wrong side. For random agents, roughly the 
same number of runs of random agents have 100% on the right side, but the rest of the runs are roughly 
evenly spread through the rest of the space. The difference in mean is significant though (p < 3.2 × 10−13 
in a t test).
16  One might expect biased sharers to perform equally as well as random sharers in the long run. This 
turns out not to be true because biased sharers end up hiding information, since when they have nothing 
to support their own view, they share a proposition at random, as long as that proposition doesn’t go 
against their view, in light of what has been shared.
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Understanding the dynamics of biased groups becomes even more complex when 
we look at limited agents. Figure 2 shows the percent of agents with the right atti-
tude over time, again averaged over 1000 runs, when the agents have a memory 
that’s limited to 10 propositions and forget at random when their memory overflows. 
Note that the scale of the graph has changed from the previous figure. What we see 
is that when the agents’ memories are limited in this simple way, the order and rel-
ative impact of the sharing methods completely changes. Here, agents who share 
information biasedly do significantly better than agents who use either of the two 
other systematic ways of sharing information (p < .05 in both cases for t tests and 
p < 0.005 in Wilcoxon rank-sum tests, Cohen’s d > 0.088). Random and influential 
speakers aren’t statistically distinguishable (t test p = 0.35 and Wilcoxon rank-sum 
p = 0.17). Given such a result using a sample this large, we should think that if there 
is a difference in the mean performance of random and influential speakers, the 
magnitude of that difference is quite small.

Notice that with these limited agents, the way agents share information had 
a very muted impact on the group outcome compared to the impact it had for 
unlimited agents. For unlimited agents, how agents share information made the 
difference between 63% of the group getting it right and 88% getting it right (a 
25 percentage point difference). For these limited agents, the difference is less 
than 6 percentage points. The same pattern generalizes to the other ways limited 
agents might manage their memory. Figures 3 and 4 show the effect of the dif-
ferent ways agents share information for weight-minded and coherence-minded 
agents, respectively.

For weight-minded agents with these parameters, the effect of how agents share 
information is harder to detect statistically than it was for agents who forget at ran-
dom. The Wilcoxon rank-sum test, which roughly tracks whether one distribution 
has a higher median than the other, doesn’t statistically significantly distinguish any 
of the ways of sharing from the others (p > 0.33 in all cases). Random speakers do 
better than biased speakers (p = 0.02695), but the effect is small (Cohen’s d = 0.099). 
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Fig. 2   Percent of agents who have the attitude supported by all the propositions in groups of agents with 
a memory limit of 10 and who forget at random. Shown for each of the three saying methods averaged 
over 1000 runs at various time steps
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There are no statistically significant differences between influential speakers and 
either of the other two ways of sharing (p > .19). The total difference made by how 
agents share information for weight-minded agents is 4.6 percentage points.

For coherence-minded agents, the range of influence of how agents share infor-
mation was similarly small at 6.2 percentage points. For those agents, biased sharing 
is statistically distinguishable from random in a t-test (p = 0.0018, t = 3.1265) but 
not a Wilcoxon rank-sum test (p = 0.5843). The effect size was also small (Cohen’s 
d = 0.14). None of the other pairs of biased agents were statistically significantly dis-
tinguishable by either t tests or Wilcoxon rank-sum tests (p > 0.1).

We can also look at whether there’s a consensus, a majority, only a minority, or 
none of the population on the truth at 1000 time steps. For each method of sharing 
information, Fig. 5 shows how each forgetting method performs in these respects. 
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Fig. 3   Percent of weight-minded agents who have the attitude supported by all the propositions in groups 
of agents with a memory limit of 10. Shown for each of the three saying methods averaged over 1000 
runs at various time steps
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Fig. 4   Percent of coherence-minded agents who have the attitude supported by all the propositions in 
groups of agents with a memory limit of 10. Shown for each of the three saying methods averaged over 
1000 runs at various time steps
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0% 20% 40% 60% 80% 100%

Coherence-minded

Weight-minded

Random memory

Proportion of Population on Truth with Random 
Sharing and Various Memory Strategies

Consensus Majority Minority None

0% 20% 40% 60% 80% 100%

Coherence-minded

Weight-minded

Random memory

Proportion of Population on Truth with Influential 
Sharing and Various Memory Strategies

Consensus Majority Minority None
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Fig. 5   Proportion of 1000 runs with a consensus, majority, minority, or none of the population having a 
true belief after 1000 steps for each forgetting method paired with each sharing strategy. Results shown 
for 1000 runs with 25 agents, 100 propositions, 100 arguments, and a memory of 10
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By looking at this collection of graphs, we see that the pattern of how the forgetting 
methods perform is roughly preserved when the sharing method is changed. One 
exception is that with biased information sharing, we see a pushing-to-the-edges 
effect, which decreases the proportion of non-extremal outcomes. That said, it’s 
clearly the forgetting methods that make the largest and most consistent differences. 
Whereas the pattern of outcomes is relatively consistent as the sharing method 
changes (i.e. between the graphs), the patterns are much more varied with changes 
in forgetting method (i.e. within each graph).

When we look at all of the data from 1000 runs of each of the 288 different com-
binations of parameters, we see more generally that how agents forget has a big-
ger and more consistent impact on veritistic group outcomes than how agents share 
information. A Tukey multiple comparison of means test shows that there are, in 
most cases, statistically significant though minor differences in how groups per-
form using different ways of sharing information, holding fixed how agents forget. 
Table 2 shows these differences. What these data show is that, for random remem-
berers, biased sharing does best (on average 6.3% more of all the agents have the 
right attitude with biased sharing than with influential) and random does the worst 
(1.9% fewer have the right attitude than influential). For weight-minded agents and 
coherence-minded agents, biased sharing does the worst and the other two ways of 
sharing information are hard to distinguish (and the differences are quite small).

If we instead hold fixed how agents share information and look at how different 
ways of forgetting information affect the outcome, we see much larger and more 
consistent differences. Table  3 shows this data. For all ways of sharing, weight-
minded memory is best, coherence-minded is second, and random memory does 
worst. As the table shows though, the magnitude of these differences is influenced 
by how agents share their information. Whereas for random and influential sharers, 
the average performance of groups with different memory rules differs by 15.4% and 
12.8%, respectively, for biased speakers, that difference is only 3.7%. What we see 
then is that biased sharing of information mitigates the impact of how agents man-
age their memories.

All together, these data suggest that at the 1000th time step how agents forget 
is a greater factor in the overall performance of the group than how agents share 
information. This is further confirmed by comparing the partial eta-squared measure 
of percent of variance explained by a given factor, where we see that the amount 
of variance attributable to differences in forgetting is much higher than the amount 
attributable to differences in sharing: how agents forget explains 79 times as much 
variance in the outcome as how agents share information.17

But, it would be too quick to conclude from these statistics that how we forget 
is overall more important to what percentage of the group gets the right answer 
than how information is shared in the group. All of the data described above are for 
groups after 1000 time steps in the model. After 10 time steps, the story is different. 

17  This was computed using partial eta-squared in a ANOVA type III, where both of these factors 
only explained a tiny amount of the variance in the model. We believe the extreme overall variance is 
explained by the wildly different initial conditions that are possible in the model.
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At that early point, there is no discernable difference between groups of coherence-
minded and weight-minded agents (adjusted p = 0.97 in a Tukey test) and both 
are better than simple-minded memory management by only 2.7% (95% CI [2.3% 
3.2%], adjusted p < 2.2 × 10−16). The difference made by how agents share infor-
mation is higher here though, with a 5.4% mean difference between random and 
biased speakers (95% CI [5.0% 5.9%], adjusted p < 2.2 × 10−16), a 4.1% difference 
between random speakers and influential speakers (95% CI [3.7% 4.6%], adjusted 
p < 2.2 × 10−16), and a 1.3% difference between influential and biased speakers (95% 
CI [0.8% 1.7%], adjusted p < 2.2 × 10−16). Comparing the partial eta-squared also 
shows the relatively higher influence of sharing after 10 time steps, with how agents 
share information explaining roughly 3.3 times as much variance as how agents for-
get. In contrast to what happens in the long run (at 1000 steps), in the short run (at 
10 steps), it appears that how agents share information is more important than how 
they manage their memory.

Table 2   Average differences in means (as a percentage value) of group performance for each of the say-
ing rules holding fixed the memory management rule, including adjusted p values

Bold text indicates insignificant differences

Memory rule Saying rule comparison Winner Diff in means 95% CI p value

Random Memory Random vs. Biased Biased 8.1 [7.2 9.0] < 2.2E−16
Influential vs. Biased Biased 6.3 [5.4 7.2] < 2.2E−16
Influential vs. Random Influential 1.9 [1.0 2.8] 2.60E−06

Weight-Minded Random vs. Biased Random 3.5 [2.6 4.4] < 2.2E−16
Influential vs. Biased Influential 2.8 [1.9 3.7] < 2.2E−16
Influential vs. Random Random 0.7 [− 1.6 0.2] 0.1879

Coherence-Minded Random vs. Biased Random 1.0 [0.2 1.8] 0.0136
Influential vs. Biased Influential 1.6 [0.8 2.4] 1.03E−05
Influential vs. Random Influential 0.6 [− 0.2 1.5] 0.1598

Table 3   Average differences in means (as a percent value) of group performance for each of the memory 
rules except unlimited, holding fixed the sharing rule, including adjusted p values

Saying rule Memory rule comparison Winner Diff in means 95% CI p value

Random Random vs. Coherence Coherence 11 [10.2 11.8] < 2.2E−16
Weight vs. Coherence Weight 4.4 [3.6 5.2] < 2.2E−16
Weight vs. Random Weight 15.4 [14.6 16.2] < 2.2E−16

Influential Random vs. Coherence Coherence 9.7 [8.9 10.6] < 2.2E−16
Weight vs. Coherence Weight 3.1 [2.2 3.9] < 2.2E−16
Weight vs. Random Weight 12.8 [12 13.7] < 2.2E−16

Biased Random vs. Coherence Coherence 1.8 [0.9 2.8] 1.37E−05
Weight vs. Coherence Weight 1.9 [0.9 2.8] 7.80E−06
Weight vs. Random Weight 3.7 [2.8 4.7] < 2.2E−16
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So we shouldn’t conclude that how we forget universally influences what percent 
of the group has the right belief more than how the group shares information. But, 
these data do support thinking that how agents manage their memory should be seen 
as akin to how agents share information in terms of overall effects on the dynamics 
of the group deliberation. Early on, how agents share their information has a larger 
effect (by roughly 3.3 times). At about 30 time steps, the two have similar influ-
ence (measured both in terms of differences in means as well as explained variance). 
Beyond that point, how agents manage their memory has a greater effect. By 1000 
time steps, memory management has a much greater impact (79 times) than how 
agents share information.

What might explain the larger impact of forgetting than sharing on group out-
comes in the long run? We think the answer lies in understanding how sharing and 
forgetting differentially impact deliberating groups. Consider a jury where only one 
agent has a key piece of information. If the agent doesn’t share the key piece of infor-
mation on some round, the information is still a candidate for being shared in future 
rounds. And when the information shared on some round, it can still be forgotten 
by that agent or others. In that way, sharing only has impermanent effects on where 
information exists in groups. Forgetting, on the other hand, has much more perma-
nent impacts. When a piece of information is forgotten by everyone who has it, that 
information is gone and cannot influence what any member of the group thinks any-
time in the future. This can obviously have a big impact when the one member of 
jury with the key information forgets it, but since some methods of forgetting induce 
correlations in what is forgotten (like when everyone forgets their least influential 
proposition), we should expect forgetting to permanently remove information from 
a group’s collective intellectual resources sometimes even when that information is 
held by many members of the group. In this way, how agents forget information can 
have a greater, more permanent, impact on the long term informational future of 
groups than how they share information.

What about forgetting’s impact on other metrics of group performance? If we 
look at whether and how quickly the groups form a consensus, whether the group 
has the right attitude when it does reach convergence, and whether and how quickly 
members of the group stop changing their belief (regardless of whether there’s a 
consensus), we get the same basic result. In each case, how individuals in a group 
manage their memory has an impact that’s at least roughly on par with the impact of 
how agents share their information.

With regard to whether agents stop changing their beliefs at any point before 
1000 steps, how agents forget explains 56.2 times the variance explained by how 
agents share information. Memory management explains 3.8 times the variance in 
how quickly that stop happened, when it did. How agents forget explains 1.5 times 
the variance in whether groups converged on an answer in less than 1000 steps com-
pared to sharing, and it explains only slightly less of the variance as does how agents 
share information in how quickly groups converged, if they did converge in less than 
1000 steps. Moreover, for runs that did converge in 1000 steps or fewer, how agents 
forget explains 2.4 times the variance in whether the group converged on the right 
attitude but only 0.6 times the variance in the time it took to get convergence on 
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the truth in those groups.18 So, our model results indicate that how agents forget 
matters a lot for understanding the dynamics of group deliberation, often more than 
how agents share information, and in each of these cases, it seems like it’s the more 
permanent informational effect of forgetting than sharing that engenders that result.

5 � The place of forgetting in epistemology

What does the importance of forgetting in our model say about rational group 
deliberation for real people? We take it that many arguments in normative 
domains like epistemology, ethics, and political philosophy appeal either implic-
itly or explicitly to models of idealized agents and social systems. A common 
argumentative form is to draw out the entailments of antecedently plausible 
assumptions about how rational or idealized agents or systems work using ideal-
ized models of agents. Consider Dutch book arguments for probabilism in formal 
epistemology, for example (see Vineberg 2016). Those arguments work by appeal 
to assumptions about rational reasoners (like that rational agents wouldn’t accept 
a series of bets that insures their sure loss and that rational agents can be under-
stood in terms of a real-numbered model of both degreed beliefs and utilities) and 
draw the implication that rational agents’ degreed beliefs must be representable 
by a probability function. Arguments about rational decision theory often have 
this form too.

We take ourselves to be employing a similar strategy here, though with differ-
ent idealizations. We start with an idealized model of rational group deliberation 
in which agents are represented as having certain information and group delibera-
tion is represented as agents sharing that information with other agents. Though 
our model uses a very simplified notion of memory limitations, it doesn’t com-
pletely idealize away those limitations (like Bayesian models do). What the analy-
sis here brings out is that, in such a model, how agents manage their memory has 
significant effects for whether groups achieve optimal epistemic outcomes. So, 
insofar as our model tracks what explains the epistemic outcomes for real groups, 
we should expect there to be better or worse ways for real agents in groups to 
forget.

Does our model track the important elements of group deliberation? If we 
think of real group deliberation as a process of dissemination and social process-
ing of information, the model looks pretty good. The model’s agents, like real 
groups of deliberating agents, start out with different pieces of information. As 
the model progresses, agents share different aspects of the information they have. 
In our model, and plausibly in real group deliberation, combining the different 
agents’ information is the best guide to the truth, so how agents share their infor-
mation is important to whether members of the group get the right view. Informa-
tion can only be spread and analyzed if some agent has that information to share. 

18  As above, this was measured by the partial eta-squared in a type III ANOVA. Convergence was tested 
for only every 10 steps from 0 to 100 steps and then every 100 steps from 100 to 1000.
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If no agent remembers some information, that information is no longer available 
in the collective discussion. So, the core result from our model—that there are 
non-trivial questions of how it is best for agents to forget information for the sake 
of the group outcomes—should apply to real deliberating groups.

There were two main goals of this paper: to establish the importance of how 
we forget for understanding group epistemic outcomes, and to undermine the line 
of argument that purports to show that forgetting can’t be individually rational or 
justified because of our lack of control. In defense of the first goal, we presented 
the model and analysis above. It would be too fast to infer directly from our anal-
ysis specific lessons about how it’s rational for individuals to forget, since it’s 
well-known that what’s best for groups may not be best for individuals and vice 
versa (see, for example, Mayo-Wilson et al. 2011).19 That said, we can draw par-
ticular lessons about what’s best for a group in terms of how its members forget, 
and these can suggest lines of potential research about what might be individually 
rational or justified.

For example, one of the more intriguing results comes from comparing the effect 
of different memory strategies for agents who biasedly share information in the 
model. Biased sharing can be thought of as adversarial in that agents share infor-
mation with the group that is most likely to push the group towards the view held 
by that agent. What we saw above is that biased sharing mitigates the influence of 
how agents forget on the group outcome. As Table 3 shows, the differences made by 
changes in forgetting is much lower for biased sharing than for other ways of sharing 
information. After 10 steps, the average worst outcome for the group is significantly 
higher for biased sharers than the minimum for any other way of sharing informa-
tion (64.3% for biased, 57.3% for random, and 61.2% for influential, p < 2.2 × 10−16). 
At 1000 steps, the average worst outcome for biased sharing is 65.2% (with random 
memory), whereas it’s substantially worse at 57.1% and 59.0% for random and influ-
ential sharing, respectively (also with random memory, p < 2.2 × 10−16).20 So biased 
sharing can be seen as a safe (maximin) way to share information, one which pro-
tects the group from the worst possible outcome, regardless of how agents manage 
their memory. This suggests a possible regret-minimization defense of adversarial 
methods in legal, political, and educational contexts. Fleshing out that defense is 
beyond the scope of this discussion, but it does offer an example of the type of thing 
that could be learned using this technique.

The larger aim of this discussion is to highlight the role of forgetting for under-
standing the topics we care about in epistemology, and we’re certainly not the first 
to do this. Work on epistemic logics have long recognized that agents can forget 
(see, for example, Fagin and Halpern 1988; Hill 2010; Van Ditmarsch et al. 2009; 
van Benthem and Velázquez-Quesada 2010; van Benthem 2011). Other modelers 
of group interaction and game theorists have seen the importance of memory too. 

19  Moreover, the methodology we use here would not translate naturally to testing forgetting methods for 
individuals, since incoming propositions only come from other agents in the model as it was used here.
20  The percentages given here come from the all of the data we have on limited groups, but the same pat-
tern can be seen in the tables above for those particular parameters.
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For example, Barrett and Zollman (2009) show the importance of forgetting for lan-
guage learning in signaling games, Halpern and Pass (2010), Wilson (2014), and 
Singer, et  al. (2019) show how group polarization may be a rational outcome for 
memory-limited agents, and it’s well-known that forgetful agents can enable groups 
to avoid non-ideal outcomes like converging on bad social norms or getting stuck in 
suboptimal pooling equilibria. Bernecker and Grundmann (2019) even argue that 
forgetting itself can be a source of knowledge.

We take our work to extend the literature showing that epistemologists shouldn’t 
forget forgetting in two ways. First, our agent-based model of group deliberation 
draws out the epistemic role of forgetting in deliberation and the relative epistemic 
importance of forgetting compared to other elements of deliberation. And second, 
by undermining a natural objection to treating forgetting as the kind of thing that 
can be rational or justified, we hope to have taken a step in securing forgetting as a 
central element of epistemology—one that can be rational or justified and one that 
should have a place in the heart of epistemology along with things like rational and 
justified belief, evidence, testimony, knowledge, and the social structural features of 
epistemic communities.

References

Alston, W. P. (1988). The deontological conception of epistemic justification. Philosophical Perspectives, 
2, 257–299.

Barrett, J., & Zollman, K. J. S. (2009). The role of forgetting in the evolution and learning of language. 
Journal of Experimental & Theoretical Artificial Intelligence, 21(4), 293–309.

Bernecker, S. (2018). On the blameworthiness of forgetting. In K. Michaelian, D. Debus, & D. Perrin 
(Eds.), New directions in the philosophy of memory. Abingdon: Routledge.

Bernecker, S., & Grundmann, T. (2019). Knowledge from forgetting. Philosophy and Phenomenological 
Research, 98(3), 525–540.

Betz, G. (2012). Debate dynamics: How controversy improves our beliefs (Vol. 357). Berlin: Springer.
Cruz, M. G., Boster, F. J., & Rodriguez, J. I. (1997). The impact of group size and proportion of shared 

information on the exchange and integration of information in groups. Communication Research, 
24, 291–313.

Fagin, R., & Halpern, J. (1988). Belief, awareness, and limited reasoning. Artificial Intelligence, 34(1), 
39–76.

Feldman, R. (2000). The ethics of belief. Philosophy and Phenomenological Research, 60(3), 667–695.
Fischer, J. M., & Ravizza, M. (1998). Responsibility and control: A theory of moral responsibility. Cam-

bridge University Press.
Ginet, C. (2001). Deciding to believe. In M. Steup (Ed.), Knowledge, truth and duty (pp. 63–76). New 

York, NY: Oxford University Press.
Goldman, A. I. (1999). Knowledge in a social world. Oxford University Press.
Halpern, J. Y. & Pass, R. (2010). I don’t want to think about it now: Decision theory with costly com-

putation. In Twelfth international conference on the principles of knowledge representation and 
reasoning.

Halpern, J. Y., Pass, R., & Seeman, L. (2014). Decision theory with resource-bounded agents. Topics In 
Cognitive Science, 6(2), 245–257.

Hieronymi, P. (2006). Controlling attitudes. Pacific Philosophical Quarterly, 87, 45–74.
Hill, B. (2010). Awareness dynamics. Journal of Philosophical Logic, 39, 113–137.
Lumet, S. (Director), Fonda, H., Rose, R. (Producers), Rose, R., & Hopkins, K. (Writers). (1956). 12 

angry men [Motion picture]. United States: United Artists Corp.



	 Synthese

1 3

Mayo-Wilson, C., Zollman, Kevin J. S., & Danks, D. (2011). The independence thesis: When individual 
and social epistemology diverge. Philosophy of Science, 78(4), 653–677.

McHugh, C. (2012). Epistemic deontology and voluntariness. Erkenntnis, 77(1), 65–94.
Moss, S. (2015). Time-slice epistemology and action under indeterminacy. In T. S. Gendler & J. Haw-

thorne (Eds.), Oxford studies in epistemology (pp. 172–194). Oxford: Oxford University Press.
Peels, R. (2017). Responsible belief: A theory in ethics and epistemology. Oxford: Oxford University 

Press.
Ryan, S. (2003). Doxastic compatibilism and the ethics of belief. Philosophical Studies, 114, 47–79.
Schwarz, W. (2017). Evidentialism and conservatism in bayesian epistemology. Unpublished. https​://

www.umsu.de/paper​s/conse​rvati​sm.pdf. Accessed 31 Oct 2018.
Singer, D. J. (2018). How to be an epistemic consequentialist. Philosophical Quarterly, 68(272), 

580–602.
Singer, D. J., Bramson, A., Grim, P., Holman, B., Jung, J., Kovaka, K., et al. (2019). Rational social and 

political polarization. Philosophical Studies, 176, 2243.
Smith, A. M. (2005). Responsibility for attitudes: Activity and passivity in mental life. Ethics, 115, 

236–271.
Stasser, G., & Titus, W. (1985). Pooling of unshared information in group decision making: Biased infor-

mation sampling during discussions. Journal of Personality and Social Psychology, 48, 1467–1478.
Stasser, G., & Titus, W. (1987). Effects of information load and percentage of shared information on the 

dissemination of unshared information during group discussion. Journal of Personality and Social 
Psychology, 53, 81–93.

Steup, M. (2008). Doxastic freedom. Synthese, 161, 375–392.
Steup, M. (2011). Belief, voluntariness and intentionality. Dialectica, 65(4), 537–559.
Sunstein, C. (2002). The law of group polarization. Journal of Political Philosophy, 10(2), 175–195.
Sunstein, C., & Hastie, R. (2014). Making dumb groups smarter. Harvard Business Review. https​://hbr.

org/2014/12/makin​g-dumb-group​s-smart​er. Accessed 15 Apr 2018.
Vahid, H. (1998). Deontic vs. nondeontic conceptions of epistemic justification. Erkenntnis, 49(3), 

285–301.
van Benthem, J. (2011). Logical dynamics of information and interaction. Cambridge: Cambridge Uni-

versity Press.
van Benthem, J., & Velázquez-Quesada, F. R. (2010). The dynamics of awareness. Synthese, 177(1), 

5–27.
Van Ditmarsch, H., Herzig, A., Lang, J., & Marquis, P. (2009). Introspective forgetting. Synthese, 169(2), 

405–423.
Vineberg, S. (Spring 2016 Edition). Dutch book arguments. In E. N. Zalta (Ed.), The Stanford encyclope-

dia of philosophy. https​://plato​.stanf​ord.edu/archi​ves/spr20​16/entri​es/dutch​-book/. Accessed 30 Apr 
2018.

Weatherson, B. (2008). Deontology and Descartes’ demon. Journal of Philosophy, 105, 540–569.
Williamson, T. (2000). Knowledge and its Limits. Oxford: Oxford University Press.
Wilson, A. (2014). Bounded memory and biases in information processing. Econometrica, 82(6), 

2257–2294.
Wittenbaum, G. M., Hollingshead, A. B., & Botero, I. C. (2004). From cooperative to motivated informa-

tion sharing in groups: Moving beyond the hidden profile paradigm. Communication Monographs, 
71(3), 286–310.

Zollman, K. J. (2007). The communication structure of epistemic communities. Philosophy of Science, 
74(5), 574–587.

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published 
maps and institutional affiliations.

https://www.umsu.de/papers/conservatism.pdf
https://www.umsu.de/papers/conservatism.pdf
https://hbr.org/2014/12/making-dumb-groups-smarter
https://hbr.org/2014/12/making-dumb-groups-smarter
https://plato.stanford.edu/archives/spr2016/entries/dutch-book/

	Don’t forget forgetting: the social epistemic importance of how we forget
	Abstract
	1 Introduction
	2 On rational or justified forgetting
	3 A simple model of group information sharing
	4 When and how much forgetting matters
	5 The place of forgetting in epistemology
	References




