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Abstract

Thecommonview thatthe notionof a Turing machineis directly relevantto Al is criticised. It is ar-
guedthatcomputersaretheresultof acorvergenceof two strandf developmentwith along history:
developmentof machinesfor automatingvarious physicalprocessesnd machinesfor performing
abstracioperationson abstractentities,e.g. doing numericalcalculations.Variousaspectof these
developmentsareanalysedalongwith their relevanceto Al, andthe similaritiesbetweencomputers
viewedin thisway andanimalbrains.This comparisordepend®nanumberof distinctions:between
enegy requirementandinformationrequirement®f machinesbetweerballisticandonlinecontrol,
betweerinternalandexternaloperationsandbetweervariouskindsof autonomyandself-avareness.
Theideasareall intuitively familiar to software engineersthoughrarely madefully explicit. Most



of this hasnothingto do with Turing machinesor mostof the mathematicatheoryof computation.
But it haseverythingto do with both the scientifictask of understandingmodellingor replicating
humanor animalintelligenceandthe engineeringapplicationsof Al, aswell asotherapplicationsof

computers.

1 Intr oduction

Many peoplethink thatour everydaynotion of “computation”,asusedto referto whatcomputers
do, is inherently linked to or derived from the idea of a Turing machine,or a collection of
mathematicallyequivalentconcepts(e.g. the conceptof a recursve function, the conceptof a
logical system).It is alsooftenassumedespeciallyby peoplewho attackAl, thatthe conceptof
a Turing machineand Turing-machinecomputability(or mathematicallyequivalentnotions)are
crucialto therole of computersn Al andCognitive Sciencé. For example, it is oftenthoughtthat
mathematicatheoremgegardingthelimitations of Turing machinesiemonstratéhatsomeof the
goalsof Al areunachieable.

| shallchallengegheseassumptionsarguingthatalthoughthereis atheoreticalmathematically
precise, notion of computationto which Turing machines,recursve functions and logic are
relevant, (1) this mathematicalnotion of computationand the associatedhotion of a Turing
machinehave little or nothingto do with computersasthey arenormally usedandthoughtof, (2)
thatalthoughcomputergbothin their presenform andin possiblefuture formsif they develop)
areextremelyrelevantto Al, asis computatiordefinedas“what we make computersdo”, Turing
machinesare not relevant, and the developmentof Al did not even dependhistorically on the
notionof a Turing machine.

In puttingforward an alternatve view of therole of computersandtheideaof computationn
Al, | shalltry to clarify whatit is aboutcomputerghatmakesthememinentlysuitablein principle,
unlike previous man-mademachinesasa basisfor cognitive modellingandfor building thinking
machinesand also as a catalystfor new theoreticalideasaboutwhat minds are and how they
work. Their relevancedependn a combinationof featuresthat resultedfrom two pre-«isting
strands,or threads,in the history of technology both of which startedhundreds,or thousands,
of yearsbeforethe work of Turing and mathematicalogicians. The meging of the two strands
andfurther developmentsn speed,memorysize and flexibility were enormouslyfacilitated by
the productionof electronicversionsin mid 20th century not by the mathematicakheory of
computatiordevelopedat the sametime or earlier

A corollary of all thisis thatthereare (at least)two very differentconceptsof computation:
oneof whichis concernedentirely with propertiesof certainclassef formal structureghatare
the subjectmatterof theoreticalcomputerscience(a branchof mathematics)while the otheris
concernedvith a classof information-processingnachineshat caninteractcausallywith other
physical systemsand within which complex causalinteractionscanoccur Only the secondis
importantfor Al (andphilosophyof mind).

Later | shall discussan objectionthat computersaswe know themall have memorylimits,
sothatthey cannotform partof anexplanationof the claimedinfinite generatre potentialof our
thoughtandlanguagewhereasa Turing machinewith its unboundedapemight suffice for this
purpose. Relutting this objectionrequiresus to explain how an infinite virtual machinecanbe
implementedn afinite physicalmachine.

Turing machinesare oftentakento be especiallyrelevantto so-called‘good old fashionedAl” or GOFAI. This

termcoinedby Haugeland1985)is usedby mary peoplewho have readonly incompleteandbiasedaccountof the
historyof Al, andhave no personakxperienceof working onthe problems.
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2 Two Strands of DevelopmentLeading to Computers

Two old strandsof engineeringlevelopmentcametogetherin the productionof computersaswe
know them, namely(a) developmentof machinesfor controlling physicalmechanismsand (b)
developmentbof machinedor performingabstracbperationse.g.on numbers.

The first strandincluded productionof machinesfor controlling both internal and external
physicalprocesses?hysicalcontrolmechanismgo backmary centuriesandincludemary kinds
of devices, including clocks, musical-boxs, piano-roll mechanismssteamengine governors,
weaving machinessortingmachinesprinting machinestoys of variouskinds,andmary kinds of
machinesusedin automatear semi-automatedssemblyplants. The needto controltheweaving
of cloth, especiallythe needto producea machinethatcouldwearve clothwith differentpatternsat
differenttimes,wasoneof themajordriving forcesfor thedevelopmenbof suchmachinesLooms,
lik e calculatorsandclocks,go backthousand®ef yearsandwereapparentlyinventedseveraltimes
overin differentcultures?

Unlike the first strand, in which machineswere designedto perform physical tasks, the
secondstrand,startingwith mechanicatalculatingaids, producednachinegerformingabstract
operationon abstract entities,e.g. operationon or involving numbersjncluding operationson
setsof symbolsto be counted,sorted,translatedetc. The operationof machinesof the second
type dependedn the possibility of systematicallymappingthoseabstractentitiesand abstract
operationsonto entitiesand processein physicalmachines.But alwaysthereweretwo sortsof
thingsgoingon: the physicalprocessesuchascogsturning or leversmoving, andthe processes
thatwe would now describeasoccurringin avirtual madine, suchasadditionandmultiplication
of numbers. As the subtletyand compleity of the mappingfrom virtual machineto physical
machineincreasedt allowedthe abstracbperationgo belessandlesslik e physicaloperations.

Although the two strandswerevery differentin their objectves,they hadmuchin common.
For instanceeachstrandinvolvedboth discreteandcontinuousmachinesin thefirst strandspeed
governorsandotherhomeostaticevicesusedcontinuouslychangingvaluesin asensoto produce
continuouschangesn somephysicaloutput, whereasdevices like looms and sorting machines
wereinvolvedin makingselectiondbetweerdiscreteoptions(e.g. usethis colourthreador thatone,
gooveror underacross-thread)Lik ewisesomecalculatoraisedcontinuousdevicessuchasslide-
rules and electronicanalogcomputerswhereasothersuseddiscretedevices involving ratchets,
holesthatarepresenbr absenin cards,or electronicswitches 3

Also relevantto both strandsis the distinctionbetweenmachinesvherea humanoperatoris
constantlyinvolved(turningwheels pushingrodsor levers,sliding beadsandmachinesvhereall
the processeare driven by motorsthat are part of the machine. Wherea humanis involved we
candistinguishcasesvherethe humanis taking decisionsandfeedingcontrol informationandthe
caseswvherethe humanmerely providesthe enegy oncethe machineis setup for atask,asin a
musicbox or somemechanicatalculatorslf thehumanprovidesonly enegy it is mucheasierto
replacethe humanwith a motorthatis partof the machineandneedsonly fuel.

In short we can distinguishtwo kinds of autonomyin machinesin both strands: enegy
autonomyand information or control autonomy Both sorts of autonomydevelopedin both
physical control systems(e.g. in factory automation)and in machinesmanipulatingabstract

2Informationaboutlooms (including Jacquardooms controlledby punchedcards),Hollerith machinesusedfor
processingensusiata,BabbagesandLovelacesideasaboutBabbages ‘analyticalengine andcalculatorsof various
kindscanbefoundin Encyclopaedidrittanica. Internetsearchenginesprovide pointersto mary moresourcesSee
also(Hodges1983)

3(Pain 2000)describesa particularlyinterestinganalogcomputey the “Financephalographbuilt by Bill Phillips
in 1949usedhydraulicmechanism$o modeleconomigprocessesyith considerablsuccess.



information(e.g. calculators).

At first, mechanicakalculatorsperformedfixed operationson small collectionsof numbers
(e.g.to computethe value of somearithmeticalexpressioncontaininga few numericalconstants,
eachspecifiedmanuallyby a humanoperator). Later, Hollerith machinesvere designedo deal
with large collectionsof numbersandotheritemssuchasnamesjob catejories,namesof towns,
etc. This madeit possibleto use machinesfor computingstatisticsfrom censusdata. Such
developmentsrequiredmechanismgor automaticallyfeedingin large setsof data,for instance
on punchedcards. Greaterflexibility was achiezed by allowing someof the cardsto specify
the operationgo be performedon others,just as previously cardshad beenusedto specifythe
operationgo beperformedby aloomin weaving.

This, in combinationwith the parallel developmentof techniquedor feedingdifferent sets
of instructionsto the samemachineat differenttimes (e.g. changinga weaving patternin a
loom), madeit possibleto think of machineghat modifiedtheir own instructionswhile running.
This facility extendedcontrol autonomyin machinesa point that wasapparentlyunderstoody
BabbageandLovelacelong beforeTuring machinesor electroniccomputerhadbeenthoughtof.

A naturaldevelopmenbf numericalcalculatorsvasproductionof machinedor doingboolean
logic, inspiredby ideasof Geoge Boole in the 19th century (and Leibniz even earlier). This
defineda new classof operationson abstracentities(truth valuesandtruth tables)that could be
mappedon to physicalstructuresand processesLater it was shovn how numericaloperations
could be implementedusing only componentsperforming booleanoperations,leadingto the
productionof fast, general-purposeglectroniccalculatingdevices. The speedand flexibility of
thesemachinesmadeit possibleto extend them to manipulatenot only numbersand boolean
valuesbut alsootherkinds of abstracinformation,for instancecensusdata,verbalinformation,
maps pictorial informationand,of course setsof instructionsj.e. programs.

Thesechangesn the designand functionality of calculatingmachinesoriginally happened
independentlyof developmentsn meta-mathematicsThey were driven by practicalgoalssuch
as the goal of reducingthe amountof humanlabour requiredin factoriesandin government
censusoffices, or the goal of performingtaskswith greaterspeedor greaterreliability than
humanscould manage.Humanengineeringngenuity did not have to wait for the development
of mathematicatonceptsand resultsinvolving Turing machines predicatelogic or the theory
of recursve functions,althoughtheseideasdid feedinto the designof a subsetof programming
languagegincludingLisp).

Thosepurelymathematicainvestigationsverethe mainconcernf peoplelik e Frege, Peano,
Russell,Whitehead Church,Kleene,Post,Hilbert, Tarski, Godel, Turing, and mary otherswho
contributed to the mathematicaunderstandingf the purely formal conceptof computationas
somesortof philosophicalfoundationfor mathematicsTheir work did not requirethe existence
of physicalcomputers.In factsomeof the meta-mathematicahvestigationsnvolvedtheoretical
abstractmachinesvhich couldnotexist physicallybecauseghey wereinfinite in size,or performed
infinite sequencesf operations'

Thefactthatoneof theimportantmeta-mathematiciangJan Turing, wasalsooneof theearly
designer®f working electroniccomputersimply reflectedthe breadthof his abilities: hewasnot
only a mathematicalogician but alsoa gifted engineerin additionto beingoneof the early Al

4l conjecture that this mathematicalapproachto foundations of mathematicsdelayed philosophical and
psychologicalunderstandingf mathematicasit is learntandusedby humans.It alsoimpedeshe developmentof
machineghatunderstansiumbersashumansdo. Our graspof numbersandoperation©n numberss notjustagrasp

of acollectionof formal structuresut depend®n a controlarchitecturecapableof performingabstracbperationon
abstracentities.



theoristy(Turing 1950;Hodges1983).

3 Combining the strands: energy and information

It wasalwaysinevitablethatthe two strandsvould memge, sinceoftenthe behaioursrequiredof
controlsystemsncludenumericalcalculationssincewhatto do next is oftenafunctionof internal
or externalmeasuredialues,so thatactionhasto be precededy a sensingprocesdollowed by
a calculation.Whathadbeenlearnedaboutmechanicatalculatorsandaboutmechanicatontrol
systemswasthereforecombinedin newv extremely versatileinformation-basedontrol systems,
drawing thetwo strandgogether

It is perhapavorth mentioningthatthereis atrade-of betweerthetype of internalcalculation
requiredand the physicaldesignof the system. If the physicaldesignconstrainsbehaiour to
conformto certainlimits thenthereis no needfor control signalsto be derivedin sucha way as
to ensureconformity, for example. Engineershave known for a long time that good designof
mechanicakomponentof a complex systemcan simplify the task of the control mechanisms:
it is not a discovery uniqueto so-called“situated” Al, but a well known generalprinciple of
engineeringhatoneneeddo considethetotal systemjncludingtheenvironment,whendesigning
a component. Anotherway of puttingthis is to saythat someaspectf a control systemcanbe
compiledinto the physicaldesign.

Following that stratey leadsto the developmentof special purposecontrol mechanisms,
tailoredto particulartasksin particularervironments.Therearemary exquisiteexamplesof such
specialpurposentegrateddesigngo befoundin living organisms.Evolution developedmillions
of varietieslong beforehumanengineersxisted.

However, humanengineershave also learntthat thereare benefitsto the designof general-
purposeapplicationneutral,computerssincethesecanbe producedmoreefficiently andcheaply
if numbersrequiredarelarger, and, moreimportantly they canbe usedafter their productionin
applicationsnot anticipatedby the designers.Evolution appeargo have “discovered” a similar
principlewhenit producedleliberatve mechanismsalbeitonly in atiny subsebf animalspecies.
This biological developmentalso precededhe existenceof humanengineers.In factit wasa
preconditionfor their existence!

Understandingll thisrequiresunpackingn moredetaildifferentstagesn the developmenif
machinesn bothhistoricalstrands.Thisshavsdistinctionsbetweerdifferentvarietiesof machines
thathelpusto understandhe significanceof computergor Al andcognitive science.

Throughouthe history of technologywe cansee(at least)two requirementsor the operation
of machines:enegy andinformation. Whena machineoperatesit needsenegy to enableit to
create changeor presere motion, or to produce changeor presere otherphysicalstatesof the
objectsonwhichit operateslt alsoneedsnformationto determinewhich changego produce or
which statego maintain.Major stepsin thedevelopmenif machinesoncernedlifferentwaysof
providing eitherenegy or information.

The idea of an enegy requirements very old and very well understood. The idea of an
information requirementis more subtle and lesswell understood. | am here not referring to
informationin the mathematicakense(of Shannonand Weaver) but to an older more intuitive
notion of informationwhich could be called control information sinceinformationis generally
potentiallyusefulin constrainingvhatis done.l shallnotattemptto define“information” because
like“enemlgy” it is acomplex andsubtlenotion,manifestedn very mary forms,applicableo mary
differentkindsof tasks andlik ely to befoundin new formsin future,aspreviously happenedvith



enegy. Sothe conceptis implicitly definedby the collectionof facts,theoriesandapplicationsn
which we useit: andthereforethe concepis still developing®

Thereare mary subtletiesinvolved in specifyingwhatinformationis acquired,manipulated
or usedby a machine(or an organism),especiallyasthis cannotbe derived unambiguouslyirom
the behaiour of the organismor the natureof its sensors.For presentpurposeshowever, we
do not needto explain in more detail how to analysepreciselywhat controlinformationis used
by a machine. It sufficesto acknavledgethat someinformationis required,andthat sometimes
designer®f amachinecanexplain whatis happeningln the presentontext we notethefactthat
one differencebetweenmachiness concernedvith wherethe enegy comesfrom, and another
concernsvheretheinformationcomesfrom, discussedurtherbelow.

Whenahumanusesa machinethe degreeto which eithertheenegy or theinformationcomes
from the humanor from someothersourcecanvary. Othertypesof variationdependon whether
theenegy or theinformationis providedballistically or online,or in somecombinationof both.

The developmentof waterwheels,windmills, springdrivenor weightdrivenmachinessteam
enginesgelectricmotors,andmary moreare concernedvith waysof providing enegy thatdoes
notcomefrom theuser Sometimesnostof thecontrolinformationcomesrom theuserevenif the
enegy doesnot. In mary machinessuchascars,mechanicatliggers,cranesgtc.theonly enegy
requiredfrom the humanuseris that neededo corvey the control information, e.g. by turning
wheelsor knobs,pressingouttons,or pedals pulling or pushinglevers,etc. Developmentsuchas
power-assistedteeringor brakes,micro-switchesandotherdevicesreducetheenegy requiredfor
supplyingcontrolinformation.

Sometimeghe informationdeterminingwhata machineshoulddo is implicit in the physical
structureof the machineandthe constraintof the situationin which it operates.For instancea
waterwheelis built sothatall it cando s rotate thoughthe speedf rotationis in partdetermined
by the flow of water In contrastmary machinesaredesignedor useby humanswvho determine
preciselywhathappensThecontrolinformationthencomesfrom the user

However, in generalsomeof theinformationwill beinherentin the designof themachineand
somewill comefrom the ervironment. For instance a windmill that automaticallyturnsto face
thewind getsits informationaboutwhich way to turn from theervironment.

Similar considerationspply to machinesn the secondstrand: calculatingmachines.In the
caseof an abacusthe enegy to move the beadscomesfrom the user and most of the control
informationdeterminingwhich beadsmove whenandwherealsocomesfrom the user However,
someof the informationcomesfrom the changingstateof the abacuswhich functionsin partas
anextensionof theusers memory This would not bethe caseif at eachsteptheabacusadto be
disassembledndreconstructeavith the new configurationof beads.

By contrast,in a primitive musicbox, a humanmay continuouslyprovide enegy by turning
a handlewhile all the control informationdeterminingwhich soundsto producenext comefrom
somethingn themusicbox, e.g.arotatingcylinder or discwith protrudingspolesthatpluck or or
strike resonatingoarsof differentlengths.The only controlthe humanhasis whetherto continue
or to stop,or perhapsvhetherto speedup the musicor slow down, dependingon the construction
of the musicbox. Somemusicboxesmay alsohave a volumeor tonecontrolthatcanbe changed
while the musicis playing.

Both the enegy andtheinformationrequiredto drive a machinemay be provided by a userin
eitheranonline or a ballistic fashion.If a musicbox acceptxhangeableylinderswith different
tunes,the userwill have control, but only ballistic control: by settingthe total behaiour at the

SFor moreon the parallelbetweerenegy andinformationseethe slidesin this directory:
http://www.cs.bham.ac.uk/"axs/misc/talks/



beginning. Likewise enegy may be providedin a ballistic fashion,if the musicbox is woundup
andthenturnedon andleft to play. At the oppositeextreme,playinga violin or wind instrument
requiresexquisiteonline provision of bothenegy andinformation.

Thecombinedonline provision of bothenegy andcontrolinformationis characteristiof tools
or instrumentsvhich allow humango performactionsthataredifficult or impossiblefor themto
do unaidedpecaus®f limitationsof strengthor height,or reach,or perceptuahbility, or because
body partsarethe wrongsizeor shape(e.g. tweezersareoften usedwherefingersaretoo big or
thewrongshape)r becausave cannotmake the samesoundastheinstrument.In suchcaseghe
useris constantlyin controlduringthe operatiorof suchamachine providing bothenegy but also
theinformationrequiredto guideor manipulatehetool. In othermachinesnachinesnostof the
enegy may comefrom someothersource while the humanprovidesonly the enegy requiredto
operatecontrol devices,for instancewhenpower-assistedsteeringreduceshe amountof enegy
requiredfrom the userwithout reducingthe amountof informationprovided. I.e. the useris still
constantlyspecifyingwhatto do next.

Ballistic information provision canvary in kind anddegree. In the caseof the musicbox or
machinedrivenby puncheccardsthesequencef behaioursis totally determinedn advance and
thenthe machineis allowed to run throughthe steps. However, in a moderncomputey andin
machineswith feedbackcontrolmechanismssomeor all of the behaiour is selectedn the basis
of sometestsperformedby the machineevenif it is runninga programthatwasfully specifiedn
adwance.If thetestsandtheresponseto thetestsarenot pre-determinedput ratherproducedby
somekind of learningprogram,or by ruleswhich causetheinitial programto be modifiedin the
light of which eventsoccurwhile it is running (like anincrementakcompilerusedinteractiely),
thenthe ballistic controlinformationprovidedinitially is lessdeterminateaboutthe behaiour. It
may rigidly constrainsetsof possibleoptions,but not which particularoptionswill be selected
when.

If theinitial informationprovidedto the machinemakesa large collectionof possibleactions
possible put is not specificaboutthe preciseorderin which they shouldbe performed)eaving the
machineto make selectionson the basisof informationacquiredwhile behaing, thenthemachine
is to someextentautonomousThe degreeandkind of autonomywill vary.®

For mary typesof applicationghe controlfunctionsof the machinecouldbebuilt directly into
its architecturebecausdt repeatedlyerformedexactly thesamesortof task,e.g.telling thetime,
playingatune. Thiswasrigid ballistic control.

For otherapplicationse.g. weaving cloth with differentpatternsjt wasdesirablenotto have
to assemble new machinefor eachtask. This requireda separatiorof a fixedre-usablghysical
architecturefor performinga classof tasksand a variable behaioural specificationthat could
somehav harnesshe causalpowersof thearchitecturdo performa particulartaskin thatclass.

For some of the earlier machines, the variable behaiour required continuous human
intervention (e.g. playing a piano, operatinga loom, or manipulatingan abacus),i.e. only
online control could producevariable results. Later it was possible,in somecases,to have
various physical devices that could be set manually at the start of sometask to producea
requiredbehaioural sequenceandthenre-setfor anothertask,requiringa differentsequencef
behaiours. This wasvariableballistic control. This might requiresettingleversor cog-wheelgo
somestartingposition,andthenrunningthe machine.In the caseof the earliestelectroniccontrol
systemghis meantsettingswitchesor alteringelectricconnectiondeforestartingthe process.

5Thereis a “theological” notion of autonomy often referredto as“free will”, which requiresactionsto be non-

randomyet not determinedoy the ballistic or online informationavailableto the agent. This was shovn by David
Humeto beanincohereninotion.



At the beginning of the 19th Century Jacquardealisedthat the useof punchedcardscould
make it mucheasierto switch quickly betweendifferentbehaioural sequence$or looms. The
cardscould be storedandre-usedasrequired. A similar techniqueusedpunchedrolls of paper
asin playerpianos. Thesemechanismgrovided easily and rapidly specifiedvariable ballistic
control.

Later, thesamegeneraideawasemployedin Hollerith card-controllednachinegor analysing
censuddata,and papertape controlleddata-processingiachines.In thesecasesunlike looms,
someof the ballistic controlwasconcernedvith selectionof internal actionsequences.

The alteration of such physically encodedinstructionsrequired human intervention, e.g.
feedingin punchedcards,or pianorolls, or in the caseof somemusicboxesreplacinga rotating
discor cylinder with metalprojections.

In Babbages designfor his ‘analytical engine’, the use of conditionalsand loops allowed
the machineto decidefor itself which collection of instructionsto obey, permitting very great
flexibility. However, it was not until the developmentof electroniccomputersthat it became
feasibleto producecomputerswvhich, while running, could createnew programsfor themseles
andthenobey them!

Machinesprogrammedby meansof punchedcardshad reachedconsiderablesophistication
by the late nineteenthand early twentieth century long before electroniccomputers,and long
beforeanyone hadthoughtof Turing machinesyecursve functiontheory or their mathematical
equvalents.

The electronictechnologydevelopedduring the 20th century allowed faster more general,
moreflexible, morereliable,machinedo be producedgspeciallyaftertheinventionof transistors
allowed electromechanicalelays and vacuumtubesto be replaced. The adwent of randomly
addressablenemory facilitated developmentof machineswhich could not only rapidly select
arbitraryinstructionsto follow, but couldalsochangeheir own programseasilyatruntime.

The processof developmentof increasinglysophisticatednformation processingsystems
wasacceleratediuring the 1970sonwards,both by advancesn materialsscienceandelectronic
engineeringand also by the rapid evolution of new computerassistedechniquedor designing
new machinesaandcomputefrcontrolledfabricationtechniques.

In otherwords,the productionof new improved machinedor controlling physicalprocesses
acceleratedhe productionof even better machinesfor that purpose. Someof this depended
crucially onthesecondstrandof development:machinedor operatingon abstracentities,suchas
numbers.The ability to operateon abstracentitieswasparticularlyimportantfor machinego be
ableto changetheir own instructions asdiscussedbelov. Developmentsn electronictechnology
in the secondhalf of the 20th centuryfacilitatedconstructionof machinesvhich could altertheir
internalcontrolinformationwhile runningHowever theimportanceof this hadat leastpartly been
understooctarlier:it did notdependntheideaof Turing machinesyhich hadthis capability but
in aparticularlyclumsyform.

3.1 Towards more flexible, more autonomouscalculators

Numericalcalculators]ik e machinedor controlling physicalprocessesyo backmary centuries
andevolvedtowardsmoreandmoresophisticatedndflexible machines.
"However, mary designersof electroniccomputersdid not appreciatehe importanceof this and separatedhe

memoryinto codeanddata,makingit difficult to treatprograminstructionsasdata,whichincrementatompilersneed
to do. This causegroblemsfor anumberof Al languagedevelopers.



Only recentlyhave they achiezed a degreeof autonomy The earliestdevices,lik e the abacus,
requiredhumansto performall the intermediateoperationsto derive a resultfrom someinitial
state whereadatercalculatorausedincreasinglysophisticateanachineryto controlthe operations
which transformedhe initial staterepresenting problem,to a statewherethe solutioncould be
readoff themachineg(or in later systemgrintedon paper or punchedntocards).

In the earliestmachineshumanshadto provide boththe enegy for makingphysicalchanges
to physicalcomponentge.g. rotatingcogs),andalsothe informationaboutwhatto do next. At
a laterdateit sufficedfor a humanto initialise the machinewith a problemandthenprovide the
enegy (e.g. by turninga handle)in amannerthatwasneutralbetweerproblemsanddid notfeed
additionalinformationinto the machine Eventuallyeventhe enepgy for operationdid not needto
be suppliedby a humanasthe machinesusedelectricalpower from mainsor batteries.

3.2 Internal and extemal manipulations

In all thesemachineswe can, to a first approximation,divide the processegproducedby the
machineinto two main cateyories: internal and external Internal physical processesnclude
manipulationof cogs,levers,pulleys, strings,etc. The externalprocesseclude movementsor
rearrangementsf variouskindsof physicalobjectse.g. strandf wool or cottonusedn weaving,
cardswith informationon them,lumpsof coalto be sortedaccordingto size, partsof a musical
instrumenfproducingtunes pbjectsbeingassemblednaproductionine, printing presses;utters,
grindersthethingscutor ground,etc.

If theinternalmanipulationsare merelypartof the processof selectingwhich externalaction
to performor partof the processof performingthe action,thenwe cansaythatthey aredirectly
subserviento externalactions.

However internalactionsthatare partof a calculationarea speciallyimportanttype of action
for they involve abstractprocessesas discussedoreviously. Other abstractinternal processes
involve operationson non-numericsymbolsand structuressuchaswords, sentencesencrypted
messagesarrays, lists, trees, networks, etc. A particularly importanttype of internal action
involves changingor extendingthe initially provided information store. This gives machines
considerabladditionalflexibility andautonomy For instancethey mayendup performingactions
thatwereneitherforeseemor providedby thedesigner

3.3 Practical and theoretical viewpoints

The requirementhat a machinebe ableto performabstractoperationscan be studiedfrom two

viewpoints. The first is the practical viewpoint concernedwith producingmachinesthat can

performuseful specifictasks,subjectto variousconstraintof time, memoryrequirementsgost,

reliability, etc. Fromthis viewpoint it may be sensibleto designdifferentmachinedor different

tasks andto givemachineshepowersthey needfor theclassof tasksto whichthey will beapplied.

For thisreasortherearespecialiseanachinedor doingintegeroperationsfor doingfloating point

operationsfor doing operationgelevantto graphicalor acousticapplicationsfor runningneural

nets,etc. It is to beexpectedhatthevarietyof differentmachineghatareavailableto becombined

within computersandotherkinds of machinerywill continueto grow.
Thesecondmoretheoreticaliewpointis concernedvith questiondik e:

e Whatis the simplestmachinethatcanperforma certainclassof tasks?

e For agiventypeof machinewhatis the classof tasksthatit canperform?

e Giventwo machinesvi1 andM2 is oneof themmoregeneralge.g. ableto performall thetasks



of the otherandmorebesides?

e Giventwo machinesdM1 andM2 arethey equialentin their capabilities:e.g. caneachprovide
the basisfor animplementatiorof the other?

e Is therea machinefor performingabstractasks(e.g. mathematicalkalculations,or logical
inferences)that is mostgenerl in the sensethat it is at leastas generalasary other machine
thatcanperformabstractasks?

From the theoreticalviewpoint Turing machinesare clearly of greatinterestbecausehey
provide a framawork for investigatingsomeof thesequestionsthoughnot the only frameawork.
If Al wereconcernedvith finding a singlemostgenerakind of informationprocessingapability
thenTuring machinesnight berelevantto this becausef their generality However, no practical
applicationof Al requirestotal generality and no scientific modelling task of Al (or cognitive
science)equirestotal generalityfor thereis no humanor organismthat hascompletelygeneral
capabilities.Therearethingschimps,or evenbeescando thathumansannotandvice versa.

The mathematicabhpplicationsof the ideaof a Turing machinedid not dependon the actual
existenceof suchmachines:they wereconcernedvith a purely formal conceptof computation.
Howeverit is possiblen principleto build a Turing machinealthoughary actualphysicalinstance
musthave afinite tapeif the physicaluniverseis finite.

We can now seeTuring machinesas just one of a classof machinesthat are capableof
performingeitherthe task of controlling a physicalsystemor of performingabstractoperations,
or of usingoneto do the other Their mostimportantsingle characteristids the presencef an
unboundedape but thatis possibleonly if they aretreatedasmathematicatonstructsfor physical
machinewill alwayshave aboundedape.

However, thatuniquefeaturecannotberelevantto understandinumanor animalbrainssince
they areall finite in arny case.No humanbeinghasa memorythat hasunlimited capacitylike a
Turing machines tape. Evenif we include the external environment,which canbe usedasan
extensionof anindividual's memory anyonewho haswritten or boughtmary booksor who has
createdmary computerfiles knows thatasthe total amountof informationonerecordsgrows the
harderit becomedo managat all, to find itemsthatarerelevant,andevento remembethatyou
have someinformationthatis relevantto atask,let aloneremembefvhereyou have putit. There
is no reasonto believe that humanscould manageunlimited amountsof informationif provided
with anexternalstoreof unlimited capacity quite apartfrom the factthatwe live only for afinite
time.

In alatersectionwe’ll considetheargumenthatthesdimitationsof humanbeingsaremerely
performancelimitations, and that we really do have a type of infinite, or at leastunbounded,
competencdt will beshavn thatanalogougommentsanbemadeaboutcornventionalcomputers
which do not have the unboundednemorymechanisnof a Turing machine.

Having previously shovn that the developmentof computersowed nothing to the idea of
a Turing machineor the mathematicatheory of computation,we have now given a negative
answerto the questiorwhetherTuring machinesyiewedassimply a specialtype of computerare
requiredfor modellinghuman(or animal)mindsbecause¢he unboundedapeof aturing machine
overcomedimitations of morecornventionalcomputers.

Turing machinesthen,areirrelevantto thetaskof explaining,modellingor replicatinghuman
or animal intelligence,thoughthey may be relevant to the mathematicatask of characterising
certainsortsof esotericunboundedompetenceHowever computerdiave featuregshatmake them
relevantwhich do notdependon ary connectiorwith Turing machinesaswill now be shawn.

10



4 Computersin engineering,scienceand mathematics

Thefeaturef computershatgrew outof thetwo strandof developmenimadethempowerful and
versatiletools for a wide variety of taskswhich canbe loosely classifiedasengineeringscience
andmathematics.The notion of a Turing machineandrelatedlogical and mathematicahotions
of computationare only indirectly relevantto mostof these. In fact, as explainedabove, mary
of the applicationsverebeingdevelopedbeforethetime of Turing. Al overlapswith all of these
applicationareasin differentways. | shallmake a few commentson the relevanceof computers
to all theseareasbeforegoing on to a moredetailedanalysisof the relevanceof computerdo Al
andcognitive science.Howeverit will helpto startwith ananalysisof their generalrelevanceto
engineeringandscience.

4.1 Engineering and scientific applications

Most of the featuresof the new calculatingand controlling engines(manipulationof physical
objectsandmanipulationof abstrackentitiessuchasnumbersor symbols)areequallyrelevantto
a variety of differentapplicationdomains:industrial control, automatednanufcturingsystems,
data-analysisindprediction,working out propertiesof complex physicalsystemseforebuilding
them,informationmanagemenh commercialgovernmeniandmilitary domains,mary varieties
of text processingmachinenterfaceso diversesystemsgdecisionsupportsystemsandnew forms
of communication. Theseapplicationsuse different aspectsof the information manipulating
capabilitiesdescribedabove, thoughwith varying proportionsand typesof ballistic and online
control, andvarying proportionsof physicalmanipulationand manipulationof abstractentities.
Noneof this hadanything to do with Turing machines.

In additionto practicalapplications,computershave beenenormouslyrelevant in different
waysto scienceconstruedasthe attemptto understandariousaspect®f reality. For instancethey
areused:

e to proceswumericalandotherdatacollectedby scientists,

e to controlapparatusisedin conductingexperimentsor acquiringdata,

e to build working modelscapableof beingusedasexplanations,

e to make predictionsthatcanbe usedto testscientifictheories.

For someof theseusesthe ability of computersto control devices which manipulatephysical
objectsare particularly relevant, and for othersthe ability to manipulateabstractionssuch as
numbersjaws, hypothesearemorerelevant.

4.2 Relevanceto Al

Theveryfeaturegshatmadecomputerselevantto all theseengineering@pplicationsandto science
in generalalsomake themrelevantto boththe scientificaimsof Al andthe engineeringaims.

The scientificaimsof Al includeunderstandingeneralfeaturesof both naturalandartificial
behaing systemsaswell asmodellingandexplaining a wide variety of very specificnaturally
occurring systems,for instance, different kinds of animal vision, different kinds of animal
locomotion,differentkinds of animallearning,etc.

Sincethe key featuresof suchnaturalsystemsanclude both beingableto manipulateentities
in theervironmentandbeingableto manipulateabstracentities,suchasthoughtsdesiresplans,
intentions theories gxplanationsgtc, the combinedcapabilitiesof computergnadethemthefirst
machinessuitablefor building realisticmodelsof animals.
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Moreover, the tasksof designing,extending and using thesecapabilitiesof computersled
to developmentof a hostof new formalismsand conceptselevantto describing,designingand
implementinginformationprocessingnechanismsMany of thesearerelevantto the goalsof Al,
andwill bedescribedelow.

The engineeringaims of Al include using computergo provide new sortsof machineshat
can be usedfor practical purposes,whetheror not they are accuratemodelsof ary form of
natural intelligence. Theseengineeringaims of Al are not sharply distinguishedfrom other
typesof applicationsfor which computersare usedwhich are not describedas Al. Almost ary
type of applicationcanbe enhancedy giving computeramoreinformationandmoreabilitiesto
processsuchinformationsensiblyincludinglearningfrom experienceIln otherwordsalmostarny
computerapplicationcanbe extendedusingAl techniques.

It shouldnow be clear why computersare relevant to all the different sub-domainsof Al
dealingwith specificaspect®f naturalandartificial intelligence,suchasvision, naturallanguage
processinglearning,planning,diagrammatiageasoningrobot control, expert systemsintelligent
internetagents distributedintelligence,etc. — they all somecombinationof control of physical
processesndabstractinformationmanipulationprocessegasksfor which computersare better
thanary pre-«isting type of machine.

It is notavorthy thatcomputersaareusedby supporter®f all therival “factions”of Al adopting
differentsortsof designssuchasrule-basedsystems]ogicist systemsneuralnets,evolutionary
computationpehaiour-basedAl, dynamicalsystemsetc.

Thus there is no particular branch of Al or approachto Al that has special links with
computation: they all do, althoughthey may make different use of conceptsdevelopedin
connectiorwith computerandprogrammindanguagesln almostall casesthenotionof a Turing
machineis completelyirrelevant,exceptasa specialcaseof the generaklassof computers.

Moreover, Turing machinesare not so relevant intrinsically as machinesthat are designed
from the startto have interfacesto external sensorsand motorswith which they can interact
online, unlike Turing machineswhich at leastin their main form aretotally self contained,and
aredesignedorimarily to run in ballistic modeoncesetup with aninitial machinetableandtape
configuration.

4.3 Relevanceto mathematics

The relevanceof computerdo mathematicss someavhat more subtlethanthe relevanceto other
scientific and engineeringdisciplines. There are at leastthreetypes of developmentthat link
mathematiceandcomputing:

(a) More mathematicsusingabstractspecification®f variouskinds of (abstractimachines
and the processeghey can support,in order to define one or more nenv branchesof
mathematicse.g.the studyof compleity, computability compressibilityvariousproperties
of algorithmsetc. Thisis whatalot of theoreticalcomputersciences about.(Someof this
investigatesnachineghatcould not be built physically e.g. infinite machinesandtypesof
machineghatmightbebuilt but have not, e.g.inherentlyprobabilisticmachines.)

(b) Metamathematicsusingan abstracspecificationof a type of machineasanalternatve
to other abstractspecificationsof typesof mathematicabbjectsand processegrecursve
functions,Postproductionsaxiomaticsystemsetc.),andthenexploring their relationships
(e.g.equivalence) possiblyto clarify questionsn the philosophyof mathematics.

(c) Automatictheoemproving or cheing: usingcomputersastoolsto helpin thediscovery

12



or proof of theorems,or the searchfor counterexamples. This processcan be more or

lessautomated.At one extreme,computersare programmedo do large numbersof well

definedbut tediousoperations,e.g. examining very large sets. At anotherextreme,the
computermay be fairly autonomoustaking mary decisionsaboutwhich stepsto try in a

contet sensitve mannemndpossiblyasaresultof learningfrom previoustasks.Al work on

theoremproving tendstowardsthe latterextreme.It mayalsoallow humaninteraction,such
asthe communicatiorthathappendetweerhumanmathematiciansvhenthey collaborate,
or whenoneteachesanother This sortof mathematicaapplicationcould build on general
Al researclonintelligentcommunication.

Although mathematicakxplorationsof types(a) and (b) involve ideasaboutcomputation,it
often doesnot matterwhetherphysicalcomputersexist or not, for they are not neededn those
explorations. Many of the importantresults, for instanceGodel’s undecidabilityresult, were
achievzed beforeworking computersvere available. (Quantumcomputeramight alsobe relevant
to mathematicainvestigationof types(a) and(b) evenif they turn out to beimpossibleto build
aspracticallyusefulphysicaldevices.) By contrastwork of type(c) depend®nthe useof working
computers.

Thedistinctionbetween(a) and(b) is not yet very clearor precise especiallyas(a) subsumes
(b)! Neitheris therea very sharpdivision betweenthe meta-mathematicalse of the notion of
computationin (b) andthe Al usesin connectiorwith designingtheoremprovers,reasonersgtc.

Ideas about Turing machinesand related theoretical “limit” results on computability
decidability definability, provability, etc. arerelevantto all thesekinds of mathematicatesearch
but are maginal or irrelevant in relationto most aspectf the scientific Al goal of trying to
understandhow biologicalmindsandbrainswork, andalsoto the engineeringAl goalsof trying
to designnew usefulmachineswith similar (or greater)capabilities. The main relevanceof the
limit resultsarisesvhenresearchersetthemselesgoalswhich areknown to beunachi@ablee.g.
trying to designa programthatwill detectinfinite loopsin ary arbitraryprogram.

The metamathematicatleasdevelopedin (b) arerelevantto the small subsetof Al whichis
concernedvith generl (logical) reasoning:apabilitiesor modellingmathematicateasoning.

By contrastthe nevw mathematicatechniquef type (a) which weredevelopedfor analysing
propertiesof computationalprocessessuch as spaceand time compleity and for analysing
relationshipsbetweenspecificationsdesignsand implementationsare all equally relevant both
to Al andto otherapplicationsof computers.

Oneimportantfeatureof Turing machinedor mathematicabr meta-mathematicaksearclof
types(a) and(b) is their universality mentionedpreviously. By shaving how other notionsof
mathematicaleasoninglogical derivation, or computationasan abstracimathematicaprocess,
could all be mappedinto Turing machinesit was possibleto demonstratethat results about
mathematicalimitations of Turing machinescould not be overcomeby switchingto ary of a
wide rangeof alternatve formalisation. It also meantthat analysesof compleity and other
propertiesof processebasedon Turing machinescould be carriedover to othertypesof process
by demonstratindnow they wereimplementables Turing machineprocesse8.

This kind of mathematicaliniversalitymay have led somepeopleto the falseconclusionthat
ary kind of computers asgoodasary otherprovidedthatit is capableof modellinga universal
Turing machine. This is true asa mathematicabbstraction put misleading,or even falsewhen
consideringoroblemsof controllingmachineembeddedn a physicalworld.

8]t is possiblethat someformalismsthat cannotbe manipulatedoy Turing machinesg.g. formalismsbasedon

continuouslyaryinggeometricshapeswill turnoutto berelevantto goalsof Al, refutingthe claimeduniversalityof
Turing machinesbut thatwill notbediscussedhere.
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The universality of Turing machineswas mentionedby Turing in his 1950 article as a
reasonfor not discussingalternatve digital mechanisms. In part that was becausehe was
consideringa question-answerintaskfor which therewereno time constraintsandwhereadding
time constraintsvould produceno interestingdifferences sinceonly qualitatve featuresof the
behaiour wereof interest.

Human intelligence, however, is often precisely concernedwith finding good solutionsto
problemgyuickly, andspeeds centralto thesuccessf controlsystemsnanaginghysicalsystems
embeddedn physicalervironments. Aptnessfor their biological purpose,and not theoretical
universality is the importantcharacteristiof animalbrains,including humanbrains. Whatthose
purposesare, and what sorts of machinearchitecturesan sene thosepurposesare still open
researciproblemgwhich | have discussealsavhere),butit is clearthattime constraintarevery
relevantto biologicaldesignssspeeds morebiologically importantthantheoreticaluniversality

This sectionon the mathematicahpplicationsof ideasof computationwasintroducedonly in
orderto getthemout of theway, andin orderto provide a possibleexplanationfor thewide-spread
but mistalkenassumptiorthatnotionssuchasTuring machinespr Turing computabilityarecentral
to Al. (Thisis notto dery that Turing wasimportantto Al asanoutstandingengineewho made
major contributionsto the developmentof practicalcomputers.He wasalsoimportantasone of
theearliestAl theorists.)

4.4 Information processing equirementsfor Al

For the mathematicahnd meta-mathematicahvestigationsmentionedabove, the formal notions
of computationsvere central. By contrast,for the non-mathematicalscientificandengineering
goalsof Al, the importantpoint that was alreadyclear by aboutthe 1950swas that computers
provideda new type of physicallyimplementablenachinewith a collectionof importantfeatures
discussedh previoussectionsandanalysedn moredetailbelow.

Thesefeatureswere not definedin relation to recursve functions, logic, rule-formalisms,
Turingmachinesetc. but hadalot to do with usingmachinego produceandcontrolsophisticated
and flexible internal and external behaiour with a speedand flexibility that was previously
impossiblefor man-mademachines,althoughvarious combinationsof theseabilities were to
be found in precursorgo moderncomputers. Moreover someof the mathematicallymportant
featuresof Turing machinesareirrelevantto animalbrains.

However, | shall identify two related featuresthat are relevant, namely (i) the ability to
chunkbehaiours of varying compleity into re-usablepaclets,and (i) the ability to createand
manipulateinformationstructureghatvaryin sizeandtopology

A Turing machineprovides both featuresto an unlimited degree, but dependson a linear,
indefinitely extendabletape, whose speedof use is inherently decreasedas the amount of
informationthereonincreasesHowever for ananimalor robotmind it is not clearthatunlimited
sizeof chunksor variability of structureis useful,andthe costof providing it may be excessve.
By contrastcomputersvith randomaccessnemoryprovide uniform speedof accesgo alimited
memory Brains probablydo somethingsimilar, thoughthey differ in the detailsof how they
managehetrade-of.

Although humansdo not have the samegeneralityas Turing machinesn their mathematical
andsymbolicreasoningpowers,neverthelessve do have certainkindsof generalityandflexibility ,
andl shalltry to explainbelowv how computersandalsobrains,canprovidethem. Turingmachines
provide muchmoregeneralitybut do soin afashionthatinvolvessuchaheary speedenaltyin arny
working physicalimplementationpecausef the needfor repeatedsequentiatraversalof linear
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tapesthatthey seemto beworthlessfor practicalpurposeslit appearshatbrains,like computers,
sacrificetotal generalityin favour of speedn alarge classof behaiours.

4.5 DoesAl requirethe useof working machines?

A possiblesourceof confusionis the factthat for someof the theoretical/scientifipurposef
Al (cognitive science)the actual constructionof computersdid not matterexceptas a catalyst
andtest-bedor ideas:the mostimportanteffect of developmentof computerdor advancesn Al
andcognitive sciencewasin the generatiorof ideasabouthow informationmanipulatingengines
might beimplementedn physicalmechanismsThis makesscientificAl superficiallylike meta-
mathematicshut the similarity is deceptve, sincethe goalsaredifferent.

For the engineeringpurposesof Al, working physical machinesare, of course,required.
They arealsoneededasan aid to Al theorists,sincethe modelsbeing considerechave grown
increasinglycomple, andtoodifficult to runin ourheadsor on paper But thatis liketherelevance
of computerdo theoreticakchemistry astronomyetc. Computersaretoolsfor managingcomplex
theories.This hasnothingspecificto do with cognitive scienceor Al.

5 Elevenimportant featuresof computers(and brains)

More importantthanthe useof computersascognitive aidsto analysingcomplex theoriesvasthe
way we cameto understandhe featuresneededn computersf they wereto be useful. Those
featureggave usnew ideasfor thinking aboutminds.

However, thosefeaturesare not specificto what we now call computers:animalbrainshad
mostof thesefeatures,or similar featuresmillions of yearsearlier and probablylots morethat
we have notyetthoughtof, andwill laterlearnto emulate usingeithercomputersor new kinds of
machines.

Thereare (dependinghow we separatehem out) about11 major featureswhich | shall list
belov. Featured-1 to F6, which | have labelled“primary features”, are typically built in to
the digital circuitry and/ormicrocodeof computersand have beencommonto low-level virtual
machinearchitecturesincethe 1960s(or earlier),thoughdetailshave changed.

The remaining features, labelled as “secondary” belon, dependvery much on software
changinghehigherlevel virtual machineamplementedn the basiclowerlevel machine Theneed
for thoseextra featuresto be addedwas driven both by Al requirementsand by other software
engineeringequirements.

Besideghe primaryandsecondaryeaturef computersascontrolsystemdistedbelow, there
areadditionalfeatureghatareaddedhroughthe designandimplementatiorof varioushigh level
languagesalongwith compilers,interpretersandsoftware developmentools. Theseextendthe
variety of virtual machinesavailable. However, thesesplit into several differentfamiliessuitedto
differentapplicationdomainsandwill notbediscussedhere.

F1. Statevariability: having very large numbes of possibleinternal states,and even larger

numbes of possiblestatetransitions.

Both of theseare consequencesf the fact that computershave large numbersof independently
9 have producedragmentsof the following list of featurespreviously, e.g. chapter5 of (Sloman1978),but have

never really putthemall togethemroperly Thelist is still provisionalhowever. | amnot awareof ary otherexplicit

attemptto assemblesuchalist, thoughl believe thatall the pointsareatleastintuitively familiar to mostpractisingAl
researcherandsoftwareengineers.
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switchablecomponentsljk e brains.N 2-valuedcomponentganbein 2V possiblestatesandcan
supportthe squareof thatnumberof possibleone-stestatetransitions:this giveshugeflexibility
in copingwith variedernvironmentsgoalsandformsof learning.

Of course,it is not enoughthattherearelarge numbersof componentshat canchangetheir
state. That is equally true of thunderclouds. It is importantthat the switchablecomponents
are controlledin a principled way, dependingon the systems currenttasksand the available
information. It is alsoimportantthat thosesub-stategan be causallyconnectedn a principled
way to variouseffects, both within the machineandin externalbehaiour. This dependson the
next threefeaturesbelow.

F2. Lawsof behaviourencodedn sub-states:havinglaws of behaviourdeterminedoy parts of
theinternal state

Thebehaiour of any physicalobjectis to someextentcontrolledby its sub-statese.g.how arock
or abean-bagotatesf thrown into the air will dependon its shapeandthedistribution of matter
within it, which may changein the bean-bag.However computershave far moreindependently
switchablepersistensub-stateandtheir effectscanbe mademoreglobal: a CPUis aninfluence-
amplifier. All this depend®nthefactthata storedprogramtypically includescomponentsvhich
have proceduralsemanticsand whose execution generatestatetransitionsin accordancewith
the program,e.g. usingsequencinggonditionalsjumps, proceduranvocation(if supportedsee
secondarnfeatureF7 below), etc. The effectscanpropagateo ary partof the system.

It is important, however, that not all storedinformation statesare concurrentlyactive, as
occurswhen a large numberof differentforcesare simultaneouslyaction on a physicalobject
whosebehaiour is thendeterminedoy the resultantof thoseforces. In computersasin brains,
different storedinformation can becomeactie at differenttimes. This is relatedto the point
aboutconditionalinstructionsbelow. It is alsoconnectedvith Ryle’s emphasigRyle 1949)on
thedispositionalpropertief minds.Minds, like computershave mary dormantdispositionghat
will beactvatedwhenconditionsareappropriate Thisfine-graineccontrolof averylargenumber
of distinctcapabilitiess essentiafor mostbiological organisms.

F3. Conditionaltransitionsbasedon booleantests:
For mary physical systems,behaiour changescontinuouslythrough additive influencesof
multiple continuouslyaryingforces.Thebehaioursof suchsystemgsantypically berepresented
by systemsof differential equations. In contrast,thereis a small subsetof physicalsystems,
including some organismsand some machines,in which behaiours switch betweendiscrete
alternatveson the basisof boolean(or more generallydiscrete-alued)tests. The laws of such
asystemmayincludeconditionalelementswith formslike

“if X thendo A elsedoB”
possiblyimplementedn chemical,mechanicabr electronicdevices. Systemscontrolledby such
conditionalelementscan easily be usedto approximatethe continuousdynamicalsystemsasis
doneevery day in mary computerprogramssimulatingphysicalsystems.However it is hardto
malke the latter simulatethe former— it requireshugenumbersof carefully controlledbasinsof
attractionin the phasespace. Oneway to achieve thatis to build a machinewith lots of local
dynamicalsystemswvhich canbe separatelyontrolled:i.e. acomputer!

F4. Refeential “r ead” and“write” semantics:

If thebehaiour of asystemis to becontrolledin afine-grainedvay by its internalstate theactive
elementof the systemneedsomeway of accessingr interrogatingrelevant partsof theinternal
state for instancan testingconditionsor selectingcontrol signals(instructions}o becomeactive.
Likewiseif asystemis to beableto modify its internalstatein a controlledway soasto influence
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futurebehaiours, it needgo beableto modify partsof itself sothatthey canbeinterrogatedater.

In principle,therearemary waysthis ability to interrogateor changespecificcomponentgan
beimplementedln computerst involvesallowing bit patternan memoryandin addressegisters
to beinterpreted by the machine asreferringto otherpartsof the machine:a primitive kind of
“referentialsemantics™ discussedurtherin (Sloman1985;1987),whereit is arguedthat this
canform the basisfor mary otherkindsof semanticcapabilities.In earlycomputerghereference
wasto specificphysicalpartsof the system Laterit wasfoundmoreusefulto supportreferenceo
virtual machindocations whosephysicalimplementatiorcouldvary overtime.

F5. Self-modifyindaws of behaviour:

In somemachinesand organisms the featuredlisted previously canbe combinedin sucha way
thatthe machines laws of behaiour (i.e. the storedprograms)anbe changedvhile the machine
is running by changingthe internal state(e.g. extendingor modifying a storedprogram). Such
changesnvolve internalbehaioursbasedon featured-2, F3 andF4). Suchself modificationcan
be usefulin mary differentwaysincludelong termchangeof the sortwe call learningandshort
termchangesvherewhatis senseabr percevedata pointin time canbestorediong enoughto be
usedto modify subsequerdctions.l suspecthatthefull variety of self-modificationsn animals,
alsorequiredfor sophisticatedobots,hasnot yet beenappreciatedfor instancechangesvhich
alterthevirtual machinearchitectureof a humanduringdevelopmentrom infang/ to adulthood.

F6. Couplingto ervironmentvia physicaltransduces:
We have implicitly beenassumingthat some parts of a systemcan be connectedto physical
transducersothatboth sensor@andmotorscanbe causallylinkedto internalstatechanges.

If externalsensorsaasynchronouslghangethe contentsof memorylocations,that allows the
above “read” capabilitiesto be the basisfor perceptuaprocesseshat control or modify actions.
Likewise if somelocationsare linked throughtransducergdo motors, then “write” instructions
changingthoselocationscan causesignalsto be transmittedto motors, which is how internal
information manipulationoften leadsto externalbehaiour. Thussensorsanwrite information
into certainmemorylocationswhich canthenchangesubsequennternalbehaiour, andsomeof
the memorylocationswritten to by the internalprocessesancausesignalsto be sentto external
motors. This implies that the total systemhasmultiple physicalpartsoperatingasynchronously
andconcurrently® Perceptiorandactionneednot berestrictedo “peephole’interactionghrough
very narrav channelge.g.transmittingor receving afew bits atatime). Wherelarge numbersof
inputtransducersperaten parallel,it is possibleor differentperceptuapatternsatdifferentlevels
of abstractionto be detectedand interpreted: multi-window perception. Likewise, concurrent
multi-window actionscanoccuratdifferentlevelsof abstraction.

Interestingnew possibilitiesariseif someof the transducerssynchronouslyecordnot states
of the external ervironmentbut internal statesand processesincluding thosein physicaland
virtual machines.In computershis playsanimportantrole in variouskinds of error checking,
memorymanagementjetectionof access-violationgracing,anddelugging. Seealsothe section
on self-monitoring below.

| believe all of the above featuresof computerswere understoodat least intuitively and
implementedat leastin simpleforms by the late 1950sandcertainlyin the 1960s. None of this
dependean knowledgeof Turing machines.

We now turn to “secondaryfeatures”of computers. Theseare usually not inherentin the
hardware designs,but can be addedas virtual machinesmplementedon the basisof the core

10In (Sloman1985;1987) 1 discusshow the systemcaninterpretthesesensorychangesas dueto eventsin an
externalervironmentwhoseontologyis quite differentfrom the machinesinternalontology
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featureg=1to F6. (In somecomputerghey aregivenhardwaresupport.)

Someof thesefeatureswere neededfor generalprogrammingcorvenience,e.g. enabling
chunksof codeto be sharedbetweendifferentpartsof the sameprogram,andsomewereneeded
becausecomputerswere interactingwith an unpredictableesrnvironment(e.g. a humanor some
othermachine) Noneof thesefeaturesvasrequiredonlyfor Al purposesin otherwordsthey were
all partof the continuinggeneraldevelopmeniof the two main historicalstrands:producingmore
sophisticatedfexible, andautonomousystemdor controllingphysicalmachineryandproducing
moresophisticateanechanism$or manipulatingabstracstructures.

F7. Procedue control stadk: the ability to interrupt a processsuspendts state run someother

behaviouythenlater resumeheoriginal suspendegrocess.

This featurefacilitatedprogramswith re-usablemodulesthat could be invoked by othermodules
to which they would automaticallyreturnwhen complete. Later versionsallowed the re-usable
modulesto be parametrisedi.e. to have different“local” dataon differentinvocations(unlike

GOSUBandRETURNIin BASIC). This allowedrecursve procedures$o performslightly different
tasksoneachrecursve activation. Thisfeature alongwith featureF10below (supportor variable-
length information structures)wvas particularly importantin supportingsomeof the descriptve,

non-numericAl techniquesliscussedn (Minsky 1963).

Eventuallyall this wasfacilitatedin electroniccomputersby hardware or microcodesupport
for a “control stack”, i.e. specialmemoryoperationsfor suspendegrocessdescriptors,plus
mechanism$or pushingandpoppingsuchprocesglescriptorsThis depend®nthesavedprocess
statesbeing specifiableby relatively small state descriptorswhich can be rapidly saved and
restored.It would be hardto do that for a neuralnet, or a mechanicaloom. It canbe doneby
mechanicatlevices,but is far easierto implementin electronicmechanisms.

It might be doneby a collection of neuralnets,eachimplementingone processwhereonly
onecanbein controlatatime. This presupposea fixed procesgopology unlesshereis asupply
of sparenetsthatcanbe givennew functions. The “contentionscheduling”architecturg Cooper
andShallice2000)is somethindik e this.

F8. Interrupthandling:

Theability to suspen@gndresumeprocessealsoallowedasystento respondo externalinterrupts
(new sensoryinput) without losing track of what it had beendoing previously. This kind of
asynchronousnterrupt is unlike the previous casewhere control is transferredby an explicit
(synchronous)nstructionin the programwhich is to be suspended.Asynchronousnterrupts
can be supportedoy software polling in an interpreter Faster lower level, supportbuilt in to
the computers hardware mechanismseducesthe risk of losing dataand sometimessimplifies
softwaredesign but thekey ideais thesame.

F9. Multi-processing:
On the basisof extensionsof the previous mechanism# becamedairly easyto implementmulti-
processingystemsvhich could run mary processes parallelon a singleCPUin atime-shared
fashionwith interruptsproducedatregularintervalsby aninternalclock, insteadof (or in addition
to) interruptsgeneratedby externalevents. This requiredarger contects to be saved andrestored,
asprocessesachwith their own controlstacksareswitchedin anout.
Suchmulti-processingallows the developmentof virtual machinearchitectureghat permit
variablenumbersof concurrentpersistentasynchronouslynteractingprocessessomeof them
sharingmemoryor sub-routineswith others. It providesmoreflexibility thancould be achieved
by wiring togethera collectionof computerseachrunningone processsincethenthe maximum
numberof processesvould befixed by the numberof computers.
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Multi-processingvirtual machinesallow new kinds of experimentswith mentalarchitectures
containingvariablenumbersof interactingvirtual machinesincludingvarioussortsof perceptual,
motivational, learning, reactve, deliberatve, planning, plan execution, motorcontrol, and self-
monitoringprocessesThis is a far cry from the notionof Al asthe searchor “an algorithm” (as
discussedby Searle(Searle1980)andPenrosdPenrosel 989),andcriticisedin (Slomanl1992)).

In the early daysof Al researchfocusedon algorithmsand representationsyhereasn the
last decadeor so, there hasbeena growing emphasison completesystemswith architectures
that include mary sub-mechanismsunning concurrently One consequencés that different
algorithmscaninteractin unexpectedways. Thisis importantfor the designof a fully functioning
intelligent robot (or animal) with multiple sensorsmultiple motors, in a changingand partly
unpredictablenvironment,with avarietyof moreor lessindependeninotive generatorgperating
asynchronouslyunder the influence of both internal processesnd external events (Beaudoin
1994).

However, | don't think thatmary seriousexperimentf this sortweredoneby Al researchers
beforethe 1980s. Suchexperimentswere drasticallyimpededby speedand memorylimitations
at thattime. (Exampleswere someof the blackboardarchitecturesMy POPEYEsystemin the
late 70s(Sloman1978)wasan attemptat a visual architecturewith differentconcurrentmutually
interactinglayersof processingbut it wasagainsthespirit of thetime, sincetheinfluenceof Marr
wasdominant.(Marr 1982))

F10. Larger virtual datachunks:

Another feature of computerswhich becameimportant both for Al and for other purposes
(e.g. databasesgraphic design)was the ability to treat arbitrarily large chunks of memory
as “units”. There were various ways this could be done, including reservinga collection of
contiguous(physical or virtual machine)locationsas a single “record” or “array” with some
explicit informationspecifyingthe beginning andthe lengthso thatall the memorymanagement
andmemoryaccessnechanismsespectedhatallocation.

More subtleandflexible mechanismsisediist-processingechniquesmplementedn software
(thoughtherehave beenattemptgo provide hardwaresupportto speedhis up). This allowedthe
creationof larger structurescomposedf “chained” pairs of memorylocations,eachcontaining
somedataandthe addresf the next link in the chain,until a “null” itemindicatedthatthe end
had beenreached.This allowed new links to be splicedinto the middle of a chain,or old ones
deleted andalsopermittedcircularchains(of infinite length!).

The full power of this sort of mechanismwas first appreciatedoy McCarthy and others
interestedn logic andrecursve functions.But it is agenerallyusefultechniqudor mary purposes
thathave nothingto dowith Al or cognitivescienceandwasboundto bere-inventedmary times!!

Thus, while machinehardware usually treatsa fixed size bit-patternasa chunk (e.g. 8, 16,
32, or 64 bits nowadays) software-enabledariable-sizevirtual structuresallow arbitrarily large
chunks,andalsoallow chunksto grow after creation,or to have complex non-lineartopologies.
The ability of humango memorisewords,phrasespoemsor formulaeof varyinglengthmaybe
basedon similar capabilitiesin brains. Similar considerationgpplyto the ability to perceve and
recognizecomplec objectswith differentsortsof structuressuchaswheels,cars,lorries, railway
trains,etc.

As notedin Minsky’s 1961 paper(Minsky 1963) variousprocessesnvolved in perception,
useof languageplanning,problemsolving,andlearning,requiredthe ability to createstructures

HHowever, the usefulnessof general purposelist-processingutilities will usually be severely restrictedin
programminganguageshatarestronglystaticallytyped,like mostcorventionallanguages.
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thatwereaslarge asneeded.It alsoallowed structuralunitsto be complex treesor networks, as
opposedo simply beinga bit or bit pattern,or alineararrayof items.

Supportfor variablesize, variabletopology datachunksis not a requiremenfor ALL kinds
of minds. E.g. it seemaunlikely thatinsectsneedit. Evenif beesfor instanceareableto learn
routesor topographianapswith variablelengthandtopology this canbeimplementedn chained
associationsyhich have mary of the propertiesof list structuresmentionedabove. (This was
discussedn Chapter8 of Sloman1978,in connectiorwith how childrenlearnaboutnumbers.).

Variable size and variable structure chunking appearto be required for mary animal
capabilities,including: learningaboutterrain, learningaboutsocial relationshipsand acquiring
new complex behaiours, e.g. the kinds of problemsolving “tricks” thatcanbelearntby various
mammalsandbirds. It seemgo be essentiafor mary aspectf humanintelligence,including
mathematicaproblemsolving, planning, and linguistic communication(thoughit hasrecently
becomedashionablen somecirclesto dery this.)

Of course,it is clearthatin humans(and otheranimals)the sizesof the manageablenitary
informationchunkscannotbe arbitrarily large, andlik ewise the data-structuregn computersare
limited by the addressingnechanismand the physicalmemory The infinite tape of a Turing
machines anidealisationintendedo overcomethis, thoughtypically unusablen practicebecause
of performancdimitationsof a memorythatis notrandomlyaddressable-or anorganismwith a
finite life-spanoperatingin realtime, however, thereis no needto have spaceto storeunbounded
structures.

A single animal brain can use different sorts of chunking strategjies for different sub-
mechanismsln particulartherearevariousbuffersusedfor attentive planningor problemsolving
or reflectve thinking, or for real-time processingof sensorydata. Theseall have dedicated
mechanismandlimited capacity Sotherearelimits onthesizesof chunksthatcanbecreatedcand
directly manipulatedn thoseshortterm memories someof which (e.g. low level visual arrays)
may be muchlargerthanothers.

Similar sizelimits neednotholdfor chunksstoredin alongertermmemorywhosechunksmay
betoo largefor instantaneouattention(e.g.amemorisegoem,or pianosonatapr route,or one's
knowledgeof afamiliar town or building).

F11. Selfmonitoringandselfcontrol
Previously, whendiscussingsensorytransducer# featureF6, above, | mentionedhe possibility
of computershaving sensorytransducer@synchronouslyletectingand checkinginternal states
and processe# additionto external ones. The needfor this sort of thing hasbeengrowing as
moreandmorerobust,reliable,securesystemshave beendeveloped.

To someextentthis self-monitoringcanbe implementedn software, thoughit is clumsyand
slowsthingsdown. E.g. it couldusethefollowing design:

() everyinstruction(in a classof “monitorableinstructions”) savesa descriptionof whatit

hasjustdonein somedata-structue.

(ii) a processwvhich examineghe saveddescriptionss time-shaedwith theotherprocesses.

Notethatthis procesamayalso savedescriptionsof whatit hasdone!?
It may turn out that one of the mostimportantdirectionsfor future developmentswill be to
extend thesemechanisms. Requirementof advancedAl systemswith variouskinds of self-
awarenessnay include hardware (firmware?) architectureghat provide somekind of general-
purposeself-monitoringcapability This might use one or more additional CPUsrunning the
reflectve and meta-managemeiprocessesequiredto enablesuchself-perceptso be analysed,

127 distributedarchitecturdor self-monitoringusingmutualmeta-managemeit outlinedin (Kennedy1999).
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parsed,nterpretedevaluated,quickly enoughto be of usein helpingto make the whole system
moreintelligent!3

Simply recordingtheflow of machinenstructionsandregistercontentsasa collectionof state
vectorsmay not be goodenough:it is too low level, thoughl presumehat could be doneeasily
with currenttechnologyat a price. It would be betterto have direct supportfor language-specific
or VM-specificrecords recordinglarger chunks.l.e. the self-monitoringmechanismsnay have
to beparametrisabldik e the proceduranvocationrecordsn a procedurecall stack.

FeatureF11 is probablyimplementedin a very differentway in neuralsystemsin brains:
e.g. asa neuronfires and sendssignalsto variousother neuronsas part of doingits job, there
will not be much interferencewith its performanceif an additional connectionis madeto a
monitoring network getting information from mary other parts of the system. Comparethe
“Alarm” mechanismglepictedin our recentpaperson the CogAff architecture(Sloman2000a;
SlomanandLogan2000;Sloman2000b;to appear).

Thefeaturesof moderncomputingsystemdistedabove canall be seenascontinuationf the
two trendsof developmentthat startedin previous centuriesandwere acceleratedby the advent
of electronicmechanismsghat replacedmechanicabnd hydraulic storagemechanismssensors,
switchesand connections.They do not owe anything to the ideaof a Turing machine. But they
suffice for all the computerbasedwork thathasbeendonein Al andcognitive sciencesofar, in
additionto all the othertypesof applicationsof computers.

Evenif computersaswe know themdo not suffice for future developmentst seemsaunlikely
thatwhatwill be neededs somethingike a Turing machine.lIt is morelikely that speedpower
andsizerequirementsnay have to be met by specialpurposehardwareto simulateneuralnets,
or perhapschemicalcomputersthat perform huge numbersof computationsin parallel using
interactingmoleculesge.g. DNA. Turing machinesio not appeaioffer anything thatis missing.

6 Arethere missingfeatures?

SomeAl researchersnay think the list of featuresof computerspresentedabove leaves out
importantfeaturesneededfor Al, e.g. unification, patternmatching, rule-interpreterssupport
for logical deduction. However | believe theseadditional featuresare requiredonly for more
specialisedAl modelsand applications. Ratherl have tried to identify what the mostgeneal
featuresof the physicalmechanismsndthe virtual machinesdoundin computersarethat make
them important for Al and Cognitive science. This has little or nothing to do with logic,
mathematicspr Turing machinesall of which are concernedwith ratherspecialisedypes of
informationprocessingl shallalsotry to show, below, thatthesegenerafeaturesarevery similar
to featuresof brainmechanismsasif evolution discoveredthe needfor thesefeaturedong before
we did.

| have notexplicitly includedarithmeticalcapabilitiesn the11 mainfeaturesthoughin current
computersthey are part of the infrastructurefor mary of the capabilitiesdescribedabove, e.g.
calculationof offsetsin data-structurediandlingrelative jumpsin instructioncountersscheduling
andoptimisingprocessestc.

A possibleobjectionto theabovelist of featureds thatit omitsanimportanthumancapability
namelythe ability to copewith infinity. This ability wasnotedby Kant (Kant 1781),who tried
to explain our graspof infinite setsof numbersandinfinite spaceandtime in termsof our grasp

BFor discussionsof the role of a meta-managemenayer in humanminds see(Beaudoin1994; Sloman1997;
Wright etal. 1996;Sloman1999;1998;2000a;to appearA.Sloman2001)
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of a ruleswhich can be appliedindefinitely Frege’s analysisof sentencesnd their meanings
as“compositional’(Frege 1960),pointedto our ability to graspindefinitely complex grammatical
andsemanticstructuresThiswasstressedy Chomsk (Chomslky 1965),who claimedthathuman
beingshave a kind of infinite competenceén their ability to understandr generatesentencesf
unboundedompleity, e.g. arithmeticalsentenceandsentencelke:

the catsatonthe mat

thebrown catsatonthemat,

thebig brown catsaton themat

thebig brown catsatonthematin thecorner ... etc.

The obvious objectionis that humanlife is finite andthat the brainis finite, andary individual
will produceonly a finite numberof sentencedeforedying, andwould in any casebe unable
to understandgentencesibove a certainlength. To this Chomsly repliedthat eventhoughthere
are performancdimitations thatgetin the way of applyinginfinite competencethe competence
exists nevertheless- an answerthatleft mary uncorvinced. Questionsaboutthe capabilitiesof
computersgeneratea similar disagreementas we shall see. One of the importanttasksfor a
theory of mind and computationis to resole the apparentonflict betweeninfinite competence
andboundedphysicalresourcesBoth sidesare sayingsomethingcorrect,but they talk pasteach
other

Theinfinite (or indefinitely extendableYapeof a Turing machinewasdesignedo supportthis
kind of infinite, or unboundedgompetencethatwaspartof Turing’s motivationfor theunbounded
tape, since he was trying to accountfor humanmathematicalbilities. Human mathematical
abilities appearto be unboundedn variousways. For instancethereis no largestnumberthat
we canthink of —if therewerewe couldthink of its square Lik ewisethereis no largestalgebraic
expressiorwhosemeaningyou cangrasp.lt seemshatif therewereyou couldappend' + 1” and
still understandt, atleastwith abit of help,e.g.introduceanex namefor thecomplex expression,
suchas"BigExp”, thenthink aboutBigExp with “ + 1” appended.

Must this infinite capability be built in to the underlyingphysicalhardware of computersf
they areto be adequatéo represenhumanminds?If so,moderncomputersvould fail, sincethey
have finite memoriesandalthoughit is often possibleto addmemoryto a computerit will have
boundedaddressingapabilitieswhich limit the sizeof addressablenemory E.g. amachinewith
only N-bit addressingnechanismsanmake useof only 2% distinctlocations.

The situationis more complex than this suggestsfor two reasons. One is that additional
addressingapabilitiescanbebuilt ontop of the hardwareaddressingnechanismsashappenstor
instance whena computerusesa segmentedmemory whereone addressselectsa segmentand
anotherselectghe locationin the segment,or whenit usesa large backingstore,or usesinternet
addresseto referto a larger spaceof possibilitiesthanit canaddresglirectlyin RAM. However,
eventhosetechniquesnerelyenlarge theaddresspaceit remaindinite.

Thereis a more subtle point which doesnot dependon extendingthe underlyingaddressing
limits. We know that existing computers,despitetheir finitenessas physicalmechanismsgan
provide implementationgor infinite virtual machinesgventhoughthe implementationsif fully
testedturn out to beincomplete.Thatis becausehey canstore,andapply, algorithmsthathave
no bounds.

For instance,n mary programminglanguagest is possibleto give a recursve definition of
the factorialfunction which expresseso limit to the sizeof the input or outputnumbers.When
suchafunctionrunson a computey eitherin compiledor interpretedmode,it accuratelyexecutes
the algorithm for computingthe factorial of the given number up to a point. However, the
implementatioris usuallyincompletein thatbeyonda certainrangeof integersthe processvould
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abortwith somesortof errorinsteadof computingthe correctanswer

This doesnot stopus (correctly)thinking of this asanimplementation(albeitonly partial) of
aninfinite virtual machine. Thatis becausevery processanbe describedat differentlevels of
abstraction,andthereis a level of abstractionat which the processcan be describedperfectly
correctly as running the recursve algorithm, which doesnot include ary size limits. That is
exactly what the computeris doing at that level of description,even thoughhow it is doing it
raisesproblemsf too largeanumberis givenasinput.

The point canbe expressedy consideringwhich generalisationaretrue descriptionof the
process.For examplethe virtual machinethatis runningon the computerhasthe featurethat if
it is giventhe task of computingthe result of dividing the factorial of any positve numberN,
by the factorial of N-1, the resultwill be N. Similarly, we cansay of a sorting algorithm that
the resultof applyingit to ary list L will be a new list the samelengthasL. In both caseshe
actualphysicalimplementationwould breakdown if the input wastoo large. If that happened
only becausgherewasnotenoughRAM it might be possible on somemoderncomputersto add
anotherankof memorywhile the machinewasrunningsoasto allow the procesgo continue,or
alternatvely it might be possibleto kill someotherlessimportantprocessesoasto make more
memoryavailable. In that casewe canseethatthe memorylimit is a contingent or inessential
featureof theimplementation.

We cannow seethat the fact that a processmight run out memoryis analogoudo the fact
that a stray alpha-particlemight corrupt the memory or the power supply might fail, or the
building containingit might be struckby a large meteoriteetc. Therearevastnumbersof possible
occurrenceshat would prevent normalcompletionof the calculation. We don't feel we have to
mentionall of thosewhenaskingwhatresultthe computemwould produceif givena certaintask.
Thereis a perfectly naturalway of thinking aboutprocessesunningon a computerwhich treats
running out of memoryas being analogougo beingbombed. If the machinewere adequately
defendedradarmightdetectthebombanddivertanddestrq it beforeit hit thebuilding. Likewise
additionalmechanismsnight protectthe procesgrom runningout of memory

It is noteasyto extendtheaddressindgimits of amachineatruntime! However, it is notbeyond
the boundsof possibility to have a machinethat generalisesvhat existing pagedvirtual memory
systemsdo, namelydetectthatthereis not enoughspacen the mainfastmemoryandthenmove
someunusedpagesout andthereaftetkeepchangingthe “working set”. A more generalvirtual
memorymechanisnfor a computerthat could extendits usablephysicalstoreindefinitely would
needsomeaddressingchemehatdid not useary fixed lengthstructurefor specifyinglocations.
In fact,it could,in principle useoneor more Turing machineswith indefinitely extendabletapes.
Whatever methodis used the procesof specifyingthe next locationto accessandthe procesof
fetchingor storingsomethingheremight getslower andslower, ashappensn a Turing machine.

Thepointof all thisis thatwhensomethindik e the standardecursve factorialalgorithmruns
on a computerthe factthat thereis a limit to the size of input it cancopewith is aninessential
featureof the currentimplementation,which might be changedwhile the machineis running.
Thuswe canask counterfctualquestionsaboutwhat the resultwould be if the input werethe
number2,000,000while assuminghat implementationobstaclesare circumwentedas they turn
up, including suchobstaclesasthe limited size of the physicaluniverse. Of course,if someone
intendedthe questionto be interpreteddifferently, e.g. so thatthe answertakes accountof the
currentmechanism# the machine or the run time modificationsthatarecurrentlyfeasible then
this constraintcould be explicitly includedin the question,anda differentanswermight thenbe
relevant,e.g.“the computemwould run out of memorybeforefinding theresult”.

In exactly the samesensehumanbrains,not leastthe brainsof expert mathematiciansgan
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includeimplementation®f infinite machinesalbeitpartialandbuggyimplementationsnsofar as
themachinewwill falteror fail if giveninputsthataretoo comple, or, for thatmatter if tiredness,
adistraction,alcoholor someotherdruginterfereswith performance.

In short,then,althoughno humanmind canactuallydo arnything infinite becausef its current
implementationneverthelesthiumangandpossiblysomeotheranimals?have unboundedirtual
machinesaspartof theirinformationprocessingrchitecture.

We alreadyknow thatsuchvirtual machinesanbeimplementedisefullyin physicalmachines
that do not supportthe full theoreticalrange of functions like factorial which they partially
implement. Thus neither human minds nor robots with human-like intelligence need have
somethingwith the infinite capacityof a Turing machinein the physicalimplementatiorin order
to berunningavirtual machinewith unboundead¢ompetence.

Whatis more,insofar asthe humanarchitecturencludesa meta-managemeteayer that can
(to someextent) inspectthe operationsof the systemi|t is ableto discover suchfactsaboutitself.
This is the sourceof much of the philosophyof mathematicsvhich is concernedwith, among
otherthings, the ability of humansto think aboutinfinite sets. Likewise a robot whosemind is
implementedon a computerandincludesa meta-managemetdyer could discover thatit hada
kind of infinite competenceandmightthenbecomepuzzledabouthow thatcouldbeimplemented
in afinite brain.

All this leavesopenthe questiorwhat preciselyis going on whenwe think aboutinfinite sets,
e.g. the setof positive integers,or the transfiniteordinal consistingof the setof all powers of
two followed by the setof all powersof three,followed by the all powersof five, and so on for
all primenumbers.l have discussedhis inconclusvely in (Sloman2001)andwill not pursuethe
matterhere.

7 Someimplications

Theimportantfeaturesof computersvhich | have listed (aswe know themnow, andasthey may
developin the nearfuture) have nothingto do with logic, recursve functions,or Turing machines,
thoughsystemswith the featureshatareimportantin computerscan (subjectto memorylimits)
model Turing machinesand canalsobe modelledby Turing machinesalbeitexcessvely slowly
(assuminghatpartof arequirementor afunctioningmindis to reactin timeto seizeopportunities
andavoid dangers).

Turingmachinesandmoderncomputercanbothalsomodelneuralnets,chemicalsoupsusing
DNA moleculego performcomputationsandothertypesof informationprocessingngines,

Givenall that,the view of computersassomehav essentiallya form of Turing machineor as
essentiallyconcernedvith logic, or recursve functions,is simply mistalken. As indicatedabove,
thereis sucha mathematicahotion of computation,which is the subjectof much theoretical
computerscience bput it is not the primary motivationfor the constructionor useof computers,
nor particularly helpful in understandindnow computersvork or how to usethem. A physically
implementeduring machine(with a finite tape)would simply be a specialcaseof the general
classof computerdiscussedere,thoughlinking it to sensoryor motor transducersnight cause
problems.

Neitheris theideaof a Turingmachinerelevantto mostof the capabilitiesof humanandanimal
minds,although asexplainedabore, thereis alooseanalogybetweera Turing machineandsome
of theformal capabilitiesof humanminds,includingthe ability to think andreasoraboutinfinite
structures.This musthave evolvedrelatively late anddoesnot play animportantrole in the vast
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majority of everydaymentalprocesseslt doesnot appearo be relevantto mostanimalsor to
veryyoungchildrenif, asseemdik ely theseabstracteasoningbilitiesdevelopduringchildhood
ratherthanbeingtherefrom birth.

8 Two counterfactual historical conjectures

The precedingemarksarecloselyconnectedvith two conjectures:

1. The developmentof computerswas an inevitable consequencef availability of new
electronictechnologyproviding the potentialto overcomethe limitations of previously existing
machinedor controlling othermachinesand machinedor managingandanalysinginformation
(e.g. commercialdatabasesairline resenation systemsgetc.). Considerwhat happenediuring
the World War 1l: the needto decipherencryptednmessageacceleratedevelopmentof electronic
calculators.

Most of this would have happenedryway, evenif Turing andothershadnot donetheir meta-
mathematicalvork on computationcomputability derivability, completenesstc.

2. If Turing had never existed, or had never thoughtof Turing machinesandif computers
with the sortsof featuredisted above hadbeendevelopedunderthe pressuref requirementgor
increasinglysophisticatedandfast) control of physicalmachinesand processingf information
for practicalpurposesthenmuchof Al and Cognitive Sciencewould have developedexactly as
we know themnow. Al would not missthe conceptof a Turing machine.

Somepeopleinterestedn logic, theoremproving, etc. might have noticedthatsuchcomputers
couldbeusedto implementiogic machinef variouskinds. But therewould have beenno notion
thatcomputersvere somehav inherently logical, or inherently relatedto mathematicatheorems
andtheir proofs.

Thosetwo conjecturedollow from the agumentthat computerswere, and are, above all,
enginesfor acquiring,storing, analysing,transforming,and using information, partly to control
physical machinesand partly in orderto control their own processingof information. In this
they arejust like biological organisms— andthatincludesusingthe informationbothto control
comple physical and chemical systems,and also to control internal processingwithin the
controller including processingn virtual machines.

If wethink of computersik e this, thenit is anempiricalquestionwvhethera particularphysical
objectdoesor doesnot have thekindsof capabilitiedistedabove. It is nottruethatevery physical
objecthasthe collectionof featureg=1to F11,or eventhesimplersetF1to F6. However, finding
outwhichfeaturesavery complex machineactuallyhascanbeavery difficult reverse-engineering
problem.Thebestavailabletoolsataparticulartime (e.g. brainscannersinaynotbeadequatdor
thejob.
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anticipatedsomeof themathematicatesultson perceptrongaterpublishedoy Minsky andPapert,
althoughhe alsostresseshatneuralnetscanbe usefulaspartof alargersystem.This waswritten
20 yearsbeforethe rise of connectionismand even longer beforethe fashionfor investigating
hybrid architectures.

The BirminghamCogaf projectincludesmary papersexploring requirementgor intelligent
systemsandgraduallyevolving specificatiorfor the CogAff architectureSee
http://www.cs.bham.ac.uk/research/cdgaf

References
A.Sloman.Beyond Shallov Modelsof Emotion. Cognitive ProcessinginternationalQuarterly
of Cognitive Science2(1):177-1982001.

L.P. Beaudoin.Goal processingn autonomousgents PhDthesis,Schoolof ComputerScience,
TheUniversityof Birmingham,1994. (Availableat http://www.cs.bham.ac.ukésearchéogaf/).

NoamChomsly. Aspectf thetheoryof syntax MIT Press,CambridgeMass,1965.

R. CooperandT. Shallice.Contentionschedulingandthe controlof routineactuities. Cognitive
Neuopsytology, 17(4):297-3382000.

GottlobFrege. In P. GeachandM. Black, editors, Translationsfromthe PhilosophicalWritings.
Blackwell, Oxford, 1960.

J.Haugeland Artificial Intelligence:TheVeryldea MIT PressCambridgeMA, 1985.
Andren Hodges.Alan Turing: the Enigma BurnettBooks,London,1983.

|. Kant. Critique of Pure Reason Macmillan, London,1781. Translated1929) by Norman
KempSmith.

C. M. Kennedy Distributedreflectve architecturegor adjustableautonomy In International
Joint Confeence on Artificial Intelligence (IJCAI99), Workshop on Adjustable Autonomy
Stockholm,Sweden,July 1999.

D. Marr. Vision. Freeman1982.

M. L. Minsky. Stepgstowardsartificial intelligence.Iln E.A. FeigenbaunandJ. Feldman geditors,
Computes and Thought pages406—450McGraw-Hill, New York, 1963.

Stephanidrain. Liquid assetsNew Scientist (2268):46—472000.

Roger Penrose. The Empepr’'s New Mind: ConcerningComputes Minds and the Laws of
Physics Oxford University PressOxford, 1989.

G. Ryle. TheConceptof Mind. Hutchinson,1949.

J.R.Searle.Minds brainsandprograms.TheBehavioal and Brain Sciences3(3), 1980. (With
commentarieandreply by Searle).

A. Slomanand B.S. Logan. Evolvable architecturedor human-like minds. In G. Hatano,
N. Okada,andH. Tanabegditors,AffectiveMinds, pagesl69-181 Elsevier, Amsterdam2000.

A. Sloman. The ComputerRevolutionin Philosophy HarvesterPress(and HumanitiesPress),
HassocksSussg, 1978.

26



A. Sloman. What enablesa machineto understand?In Proc 9th IJCAI, pages995-1001Los
Angeles,1985.

A. Sloman.Referenceavithout causalinks. In J.B.H.du Boulay, D.Hogg,andL.Steels editors,
Advancesn Artificial Intelligence- I, pages369-381 North Holland,Dordrecht,1987.

A. Sloman.Theemperorsrealmind. Artificial Intelligence 56:355-3961992. Review of Roger
Penroses TheEmpepor’'s newv Mind: ConcerningComputes Mindsandthe Lawsof Physics

A. Sloman.Whatsortof control systemis ableto have a personality In R. TrapplandP. Petta,
editors, Creating Personalitiesfor SyntheticActors: Towards AutonomoudPersonality Agents
pagesl66—208 Springer(LectureNotesin Al), Berlin, 1997.

A. Sloman. Damasio,Descartesalarmsand meta-managementin Proceedingdnternational
Confeenceon Systemdyian, and Cybernetic{SMC98),SanDiego, pages2652—7.IEEE, 1998.

A. Sloman.Whatsortof architecturas requiredfor ahuman-like agent?In MichaelWooldridge
and Anand Rao, editors, Foundationsof Rational Agency pages35-52.Kluwer Academic,
Dordrecht,1999.

A. Sloman. Architecturalrequirementgor human-like agentsboth naturalandartificial. (what
sortsof machinescanlove?). In K. Dautenhahngeditor, HumanCognition And Social Agent
Tedhnolagy, Advancesn ConsciousnedResearchpagesl63—195.JohnBenjamins Amsterdam,
2000.

A. Sloman. Interactingtrajectoriesin designspaceand nichespace:A philosopherspeculates
aboutevolution. In M.Schoenaueet al., editor, Parallel ProblemSolvingfrom Nature — PPSN
VI, LectureNotesin ComputerScienceNo 1917,pages3—16,Berlin, 2000.SpringerVerlag.

A. Sloman. Diagramsin the mind. In M. Anderson,B. Meyer, and P. Olivier, editors,
DiagrammaticRepesentatiorand ReasoningSpringefVerlag,Berlin, 2001.

A. Sloman. How mary separatelyvolved emotionalbeastiedive within us? In R. Trappland
P. Pettaeditors,Emotionsn HumansandArtifacts MIT PressCambridgeMA, (to appear).

A.M. Turing. Computingmachineryandintelligence. Mind, 59:433-460,1950. (reprintedin
E.A. FeigenbaunandJ. Feldman(eds)Computes and ThoughtMcGraw-Hill, New York, 1963,
11-35).

I.P. Wright, A. Sloman,and L.P. Beaudoin. Towards a design-based@nalysisof emotional
episodes. PhilosophyPsydiatry and Psydology, 3(2):101-126,1996. Repr in R.L.Chrisley
(Ed.),Artificial Intelligence:Critical Conceptsn Cognitive ScienceVol 1V, Routledgel.ondon,
2000.

27



