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Abstract

Human-extended machine cognition is a specific form of artificial intelligence in which the casually-active physical vehicles of
machine-based cognitive states and processes include one or more human agents. Human-extended machine cognition is thus a specific
form of extended cognition that sees human agents as constituent parts of the physical fabric that realizes machine-based cognitive capa-
bilities. This idea is important, not just because of its impact on current philosophical debates about the extended character of human
cognition, but also because it helps to focus scientific attention on the potential role of the human social environment in realizing novel
forms of artificial intelligence. The present paper provides an overview of human-extended machine cognition and situates the concept
within the broader theoretical framework of active externalism. The paper additionally shows how the concept of human-extended
machine cognition can be applied to existing forms of human–machine interaction, especially those that occur in the context of the con-
temporary Internet and Web.
� 2017 Elsevier B.V. All rights reserved.

Keywords: Extended cognition; Active externalism; Artificial intelligence; Cognitive computing; Human–computer interaction; Human computation
1 Harnad and Dror (2006) thus embrace the neurocentric view when
1. Introduction

In the attempt to understand the mechanisms of human
intelligence, the human brain is a structure of central signif-
icance. In fact, given the way in which cognitive phenom-
ena are seen to emerge from the whirrings and grindings
of the neurological machinery, it might be assumed that
all that matters to human intelligence (from the standpoint
of mechanistic realization, at least) is to be found solely
within the neural realm—that the point source of intelli-
gent thought and action is located inside the heads of
human agents. This view, which I will dub the neurocentric
view, sees the biological brain as the sole realization base
for the human mind. According to the neurocentric view,
human mental states and processes are the direct product
https://doi.org/10.1016/j.cogsys.2017.11.001
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of what the brain does. The human brain, in other words,
is that part of the material world that realizes all humanly-
relevant cognitive phenomena.1

An alternative vision of the mechanistic underpinnings
of human intelligence comes in the form of a philosophical
position known as active externalism (Clark, 2008; Clark &
Chalmers, 1998). In contrast to the neurocentric view,
advocates of active externalism propose that the machinery
of the human mind is not restricted to the inner sanctum of
the neural realm. Instead, they claim that the causally-
active physical vehicles of the mind can, on occasion,
extend beyond the traditional biological borders of skin
they suggest that ‘‘cognition takes place entirely within the brains of
cognizers. . .cognition begins and ends at the cognizer’s sensor and effector
surfaces” (p. 9).
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3 The application of active externalist theorizing to AI systems has been
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and skull to include a range of non-neural (and even non-
biological) elements. Active externalism thus provides us
with an extended view of human cognition—a view in
which the physical machinery of the mind is occasionally
able to escape its cranial confines and extend out into the
world.

Active externalism is a philosophical position of con-
siderable interest and importance to cognitive science. In
our quest to understand the material bases of intelligent
thought and action, it is obviously important that we
focus our attention on those parts of the physical world
that are most likely to contain the mechanisms that are
responsible for phenomena of interest (Craver &
Tabery, 2016). If our attention is focused on only one
part of what is, in effect, a larger mechanistically-
relevant matrix, then we face the risk that an important
array of explanatorily-relevant forces and factors will
end up falling beyond our field of view. The result is that
a commitment to active externalism implies a shift in sci-
entific focus. For inasmuch as we accept the basic tenets
of the active externalist position, then it seems that our
attempt to understand human intelligence will need to
focus on more than just the biological brain. This looks
to be particularly important if it is the porosity of the
human cognitive system—i.e., our capacity to assimilate
extra-organismic resources deep into our cognitive routi-
nes—that lies at the heart of our species’ peculiar and
prodigious form of cognitive success.2

But it is not just our approach to human intelligence
that is affected by claims about the extended character
of human cognition; active externalism is also a philo-
sophical position that is of substantive relevance to the
field of Artificial Intelligence (AI). In one sense, of course,
this is trivially true. If the profile of human cognition is
one that relies on a capacity for cognitive extension
(i.e., a capacity to assimilate extra-organismic elements
into cognitive processing routines), then attention to the
details of that capacity is likely to yield rewards in terms
of the attempt to engineer systems that seek to emulate
(or surpass) human capabilities. There is, however, also
a sense in which active externalism may be relevant to
AI irrespective of whether or not we accept claims about
the extended character of human cognition. It may be the
case, for example, that an extended perspective helps us
see how an array of difficult or intractable computational
problems could be solved by exploiting cognitively-potent
forms of causal commerce between an array of materially-
heterogeneous resources. By combining the distinctive
representational and computational capabilities of
resources drawn from both the biological and the
technological realm it may thus be possible to yield
solutions that reduce (e.g.) the temporal and energetic
2 Clark (2003), for example, notes that ‘‘what is special about human
brains, and what best explains the distinctive features of human
intelligence, is precisely their ability to enter into deep and complex
relationships with non-biological, props, and aids” (p. 5).
costs associated with the performance of certain kinds
of cognitive task (see Jonker, 2008). In this sense, an
extended approach to machine intelligence dovetails with
work that emphasizes the value of situated, embodied
and enactive approaches to the design of AI systems
(Chrisley, 2003; Froese & Ziemke, 2009; Iida, Pfeifer,
Steels, & Kuniyoshi, 2004; Lindblom & Ziemke, 2003).

In the present paper, I attempt to extend the conven-
tional focus of active externalist theorizing by outlining
an extended approach to AI.3 In particular, I claim that
when we look at the environment in which specific
instances of machine intelligence are situated, we some-
times encounter a state-of-affairs in which one or more
human agents serve as part of the physical fabric that real-
izes episodes of machine-based cognizing. This idea is cap-
tured by the thesis of Human-Extended Machine
Cognition (HEMC):

Thesis of Human-Extended Machine Cognition
The casually-active physical vehicles of machine-based cog-
nitive states and processes may, on occasion, include one or
more human agents. Human agents are thus candidate parts
of the (extended) realization base for machine-based cogni-
tive capabilities.

The HEMC concept, it should be clear, reverses the
usual focus of active externalist theorizing. Instead of the
idea that (e.g.) a technological device serves as part of the
material fabric that realizes a specific instance of human
cognizing, the HEMC thesis encourages us to switch our
point of view and look at things from the device’s ‘perspec-
tive’. In this case, the nature of the coupling between the
device and the human user can be seen to provide opportu-
nities for bidirectional forms of cognitive extension. If we
accept the idea that a technological artifact may, on occa-
sion, form part of the supervenience base for human cogni-
tive states and processes, then it is surely possible, at least
in principle, for the human agent to also, on occasion, form
part of the material fabric that realizes the cognitive states
and processes of a technological artifact.

The main aim of the present paper is to introduce the
HEMC concept and situate it within the broader philo-
sophical and cognitive scientific literature. I also attempt
to show how the HEMC concept can be applied to existing
forms of human–machine interaction, especially those that
occur in the context of the contemporary Internet and
Web. Finally, I hope to demonstrate that the HEMC con-
cept enables us to identify a number of important links
between (currently) disparate areas of theoretical and
empirical research.
the focus of previous work. Jonker (2008), for example, provides a useful
overview of some of the potential advantages associated with cognitive
extension in the case of AI systems. The focus of the present paper is on a
specific form of cognitive extension that involves the incorporation of
human agents into machine-based cognitive processing routines. This is
not something that is explicitly addressed by Jonker.



5 One exception, perhaps, is the issue of non-derived content (or intrinsic
intentionality), as discussed by Adams and Aizawa (2010). Adams and
Aizawa may wish to reject the possibility of machine cognition on the
grounds that the representational elements manipulated by a conventional
computational system do not exhibit intrinsic intentionality (i.e., their
contents are all derivative and fixed by convention). A couple of points are
worth noting here. The first is that it is far from clear that intrinsic
intentionality is beyond the reach of all forms of machine-based
processing. Certain kinds of computational system (e.g., those whose
computational economy is organized along more ‘neural’ lines) may be
capable of trading in representations with non-derived content. Secondly,
inasmuch as the proponents of intrinsic intentionality are willing to accept
that only some of the representational elements of a cognitive system need
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2. Machine cognition

One of the ways in which we might seek to the challenge
the HEMC thesis is by questioning the foundational notion
of machine cognition. We might thus seek to undermine the
validity of the HEMC concept by questioning the extent to
which machine-based processes could (ever?4) count as
‘cognitive’. At the very least, we might wonder what are
the conditions under which we are justified in seeing a
specific instance of machine-based processing as a genuine
instance of machine cognition. The challenge might be
somewhat crudely characterized as follows:

``This idea of cognitive processing being distributed across
a motley collection of human and machine components is all
very well, but show us what it is that makes such forms of
information processing worthy of their `cognitive' status.
What is it that enables us to speak of some form of
machine-based processing (extended or otherwise) as a gen-
uine case of machine cognition?”.

This, it should be clear, is an important question. If we
cannot identify a set of conditions that enable us to distin-
guish cognitive from non-cognitive phenomena, then the
HEMC concept seems to be of limited scientific and philo-
sophical value. Ideally, then, what is required is an under-
standing of what Adams and Aizawa (2010) dub the ‘‘mark
of the cognitive” (i.e., the set of features that enable us to
distinguish cognitive phenomena from their non-cognitive
counterparts) (see also Adams, 2010; Adams & Garrison,
2013; Rowlands, 2009). Such an understanding looks to
be of crucial importance when it comes to claims about
the cognitive status of some episode of machine-based
processing.

As is perhaps obvious from the fact that the issue is being
raised, there is (as yet) no definitive answer to the question
of what it is that makes a particular process a cognitive pro-
cess (or, more generally, what makes some phenomenon a
cognitive phenomenon). For their part, Adams and Aizawa
attempt to limn the realm of the cognitive by appealing to
the idea that ‘‘cognition is constituted by certain sorts of
causal processes that involve nonderived content” (Adams
& Aizawa, 2010, p. 67). Such a view leads Adams and
Aizawa to countenance a form of contingent intracranial-
ism about the (human) mind. They suggest that only neural
processes, as a matter of contingent fact, are able to give rise
to cognitive phenomena. Such claims, it should be clear, are
largely inimical to ideas about extended cognition in the
case of human cognizing, as well as (perhaps) the cognitive
status of extant forms of machine intelligence. There are,
however, a number of reasons to doubt the integrity of
the claims made by Adams and Aizawa. Clark (2008,
4 For present purposes, I will assume, in accord with functionalist
intuitions about the mind (Polger, 2009), that machine cognition is
materially possible. In other words, I will assume that cognitive phenom-
ena are, in principle at least, subject to non-biological realization.
2010a, 2010b), for example, has mounted a spirited defense
of active externalism in the wake of Adams and Aizawa’s
critique. Such defenses, I suggest, are just as applicable to
machine cognition (extended or otherwise) as they are to
extended forms of human cognition.

Another view of cognition is proposed by Rowlands
(2006). He suggests that a cognitive process should be seen
as a process that is ‘‘(i) required for the accomplishing of a
cognitive task, (ii) involves information processing, and (iii)
is of the sort that is capable of yielding a cognitive state”
(p. 32). One of the problems with this definition is that it
introduces two new terms (i.e., ‘‘cognitive task” and ‘‘cog-
nitive state”), neither of which are particularly well under-
stood. Rowlands suggests that we can resort to ostensive
definitions in individuating cognitive tasks from their
non-cognitive counterparts. However, inasmuch as we
accept that cognitive tasks can be afforded ostensive defini-
tions, then it is unclear why a similar ostensive strategy
cannot be applied to the problem of discriminating
between cognitive and non-cognitive processes.

Finally, Clark (2010a) has suggested that the notion of a
cognitive process might be ‘‘best unpacked as the notion of
a process that supports certain kinds of behavior (actual
and counterfactual)” (p. 93). In this case, Clark appeals to
the idea that our ability to individuate the realm of the cog-
nitive is linked to the way in which a particular process con-
tributes to the expression of intelligent behavior. He
suggests that ‘‘[t]o identify cognitive processes as those pro-
cesses, however many and varied, that support intelligent
behavior may be the best we can do” (Clark, 2010a, p. 93).

I will not attempt to adjudicate between these different
approaches to cognition in the present paper. What mat-
ters, for present purposes, is that none of these different
ways of conceptualizing (human) cognition are incompati-
ble with the basic possibility of machine cognition.5 Clark
and Rowlands are both happy to place considerable
emphasis on our intuitive grasp of what it is that makes
something a cognitive process (e.g., a cognitive process is
something that we identify as relevant to the expression
to have non-derived contents, then HEMC may fit the bill even if non-
extended forms of machine cognition do not. This is because, in the case of
HEMC, we confront a system in which some of the representational
elements of the larger system are likely to be located in the brains of
human agents. Such representations, it seems, are ideally placed to exhibit
intrinsic intentionality.



6 Just to be clear on this particular point, the issue is not whether a
particular form of machine-based processing could be subject to neuro-
logical realization, i.e., implemented by the biological brain. Rather, the
issue is whether we would regard such a process as cognitive if it were, in
fact, implemented by the biological brain. It may, of course, be the case
that certain forms of machine-based processing could never be subject to
standard forms of neurological realization on the grounds of (e.g.)
computational efficiency. In these cases, our intuitions as to the cognitive
status of a process are perhaps, at best, unclear: we might conclude that
the process is sufficiently ‘alien’ as to impugn it’s cognitive status, or we
might regard it as a novel form of cognitive processing that is worthy of
further cognitive scientific attention. We should not thus assume that the
PPMC gives us a ‘‘mark of the cognitive” for machine-based systems. Nor
should we assume that the PPMC will be applicable to all forms of
machine intelligence. In spite of these constraints, however, the PPMC
may be of value in helping us determine the cognitive status of at least
some forms of machine-based processing (see, for example, Section 7).
7 In fact, claims of material heterogeneity are sometimes overplayed by

proponents of active externalism. In the case of socially-extended
cognition, for example, the cognitive processing routines of an individual
human agent are materially extended as a result of their interactions with
another human agent (Tollefsen, 2006). There is, in this case, no material
heterogeneity in the underlying realizing mechanisms, since the mecha-
nisms are all located in the neural (or at least the biological) realm.
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of intelligent behavior), and Rowlands makes an additional
claim about the importance of information processing to
cognitive status. These claims, I suggest, are entirely com-
patible with the basic possibility of machine cognition.
For all that the notion of machine cognition requires, in
these cases, is (1) that we encounter a process that can be
analyzed from a computational and information theoretic
perspective, and (2) that we encounter a process that we
are content to gloss as cognitive based on its contributions
to intelligent behavior. Neither of these conditions, it
should be clear, pose any problem for the claim that some
kinds of machine-based system can function as cognitive
systems. Indeed, the current interest in so-called cognitive

computing systems (Hurwitz, Kaufman, & Bowles, 2015;
Kelly & Hamm, 2013; Modha et al., 2011) is testament to
the fact that at least some forms of intelligent system can
be viewed in cognitive terms.

In order to help guide our intuitions about machine cog-
nition, I suggest that it helps to draw on a philosophical
instrument that was originally proposed by Clark and
Chalmers (1998) as part of their seminal work on the active
externalist position. This instrument comes in the form of
what is called the Parity Principle:

Parity Principle

If, as we confront some task, a part of the world functions as a
process which, were it done in the head, we would have no
hesitation in recognizing [it] as part of the cognitive process,
then that part of theworld is (sowe claim) part of the cognitive
process (Clark & Chalmers, 1998 p. 8; original emphasis).

The Parity Principle is intended to motivate the case for
extended cognition by encouraging us to ignore issues of
material constitution in determining whether or not some
part of the physical world should be counted as part of
the supervenience base for cognitively-relevant phenomena.
We can use this approach, I suggest, to help guide our intu-
itions about the cognitive status of machine-based process-
ing. I thus propose a variant of the Parity Principle that is
intended to motivate the case for machine cognition:

Parity Principle for Machine Cognition (PPMC)
Whenever we encounter a putative case of machine cogni-
tion, we should ask ourselves whether the target process is
one that we would be content to label as a cognitive process
if such a process were—contrary to all the facts—to have
occurred within the head of a human agent. If the answer
to this question is ``yes,” then the process performed by
the machine should be counted as a form of cognitive
processing.

What this particular form of the parity principle asks us
to do is imagine a state-of-affairs in which some episode of
machine-based processing (e.g., machine vision) is subject
to neurological realization. With this state-of-affairs in
mind, we can then ask ourselves whether we would be
happy to view this counterfactual case of neural informa-
tion processing as a genuine form of cognitive processing.
If the answer to this question is ‘‘yes” (in the counterfactual
case), then why should we revise our judgments about the
cognitive status of the process just because it is realized
(in the actual case) by some alternative nexus of material
elements? As should be clear, the aim of the PPMC—just
like the original Parity Principle—is intended to shield
our evaluative efforts from any form of bio-centric preju-
dice or bias.6

3. Extended cognition

The most popular expression of active externalist theo-
rizing within the philosophy of mind comes in the form
of extended cognition (or the extended mind) (Clark, 2008;
Clark & Chalmers, 1998). The term ‘‘extended cognition”
identifies an important and influential body of philosophi-
cal and cognitive scientific work that seeks to advance our
understanding of the mechanistic underpinnings of the
human mind. In particular, a key claim of the extended
cognition movement is that the causally-active physical
vehicles of human cognition can sometimes include (in
addition to the standard neurological elements) a range
of non-biological, extra-organismic resources, such as tech-
nological artifacts (Clark, 2008; Clark & Chalmers, 1998).
Extended cognition is thus a claim about the nature of the
realization base for some episode of intelligent behavior. In
the non-extended case, the realizers of human mental states
and processes are deemed to be the standard set of neuro-
logical realizers—the neural machinery of the intra-cranial
realm. In the case of extended cognition, however, the real-
ization base is deemed to be an extended one. In this case,
mental states and processes are seen to supervene on a col-
lection of materially-heterogeneous7 elements, which
includes both the usual biological suspects (i.e., the brain



8 A multi-modal network is a network that consists of multiple kinds of
nodes, where the nodal elements are (typically) individuated with respect
to material criteria (see Contractor, Monge, & Leonardi, 2011).
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and body) as well as a set of non-biological resources (e.g.,
resources drawn from the surrounding social, physical and
technological environment).

In order to help motivate the case for extended cogni-
tion, it helps to have a concrete example. With this mind,
imagine that you are confronted with the task of explaining
how a typical individual manages to perform the task of
multiplying two four digit numbers. One option, here, is
to focus on the role of neurally-encoded, imaginative
manipulations of the problem-space. One kind of explana-
tory account might thus seek to explain how we first derive
some symbolic encoding of the visual (or auditory) input
corresponding to the two numbers. It would then appeal
to a computational story, according to which the inner
symbols are manipulated in such a way as to achieve the
correct mathematical outcome.

Now contrast this sort of account with what is surely a
more accurate (and ecologically-realistic) picture of how we
implement long multiplication in the real world. This alter-
native picture involves the active manipulation of external
symbols in such a way that the kind of problem con-
fronting the biological brain is profoundly simplified. In
place of the purely inner, environmentally-decoupled com-
putational operations we now see a pattern of world-
involving perception-action cycles, ones in which single
digit numbers are compared and intermediate computa-
tional results are stored in an external medium using
(e.g.) pen and paper.

This example, described in Wilson and Clark (2009), is a
nice example of what might be called environmentally-
extended computation or wide computationalism (see
Kersten, 2017; Wilson, 1994). It takes what is, ostensibly,
an inner cognitive capability (an ability to do long multipli-
cation) and shows how crucial aspects of the problem-
solving process can be (and usually are) delegated to
aspects of the external, extra-organismic environment. A
key feature of this world-involving explanatory account is
that non-neural resources are sometimes seen to play a
functional role that resembles that which would have been
played by the neural elements if the process in question had
been implemented solely in the inner, neural realm. In the
case of long multiplication, for example, the paper can be
seen to play the role of the visuo-spatial sketchpad compo-
nent of working memory, while the human agent, in their
interaction with the bio-external environment, can be seen
to play a role akin to the central executive.

What the notion of extended cognition gives us, there-
fore, is the idea that extra-neural and extra-corporeal
resources can, on occasion, form part of the
explanatorily-relevant physical fabric that accounts for
our success (or failure) in performing certain kinds of cog-
nitive task. The explanatory story is, if you like, spread
across the biological (brain and body) and non-biological
(pen and paper) elements of an integrated nexus of infor-
mation processing elements. This is important, for when-
ever we encounter a case of explanatory spread, we are
also obliged to give explanatory weight to forces and fac-
tors that might otherwise have been deemed to be
causally-irrelevant to some target phenomenon (see
Wheeler & Clark, 2008). And in cases where the target phe-
nomenon is a cognitive phenomenon (e.g., a cognitive pro-
cess), explanatory spread will often require us to see the
causally-relevant mechanisms as extending beyond the neu-
ral realm.

What seems to be important, then, is that in cases of
extended cognition we confront a set of components (brain,
body and worldly elements) that are connected together in
such a way as to ensure that they form part of a
functionally-integrated (yet internally differentiated) sys-
tem—one that is relevant to the mechanistic realization
of some cognitive phenomenon of interest. This emphasis
on connectivity establishes a potentially fruitful link with
work in network science. In particular, it seems that at least
some kinds of extended cognitive circuitry can be thought
of as a multi-modal network8 (Smart, Engelbrecht,
Braines, Strub, & Giammanco, 2010). We thus encounter
a case of extended cognizing when the information process-
ing circuits that realize a particular cognitive phenomenon
are seen to extend beyond the traditional biological borders
of the individual human agent. The time-variant structural
profile of this ‘extended’ network is, of course, poised to
influence the shape of specific (extended) cognitive perfor-
mances, just as the time-variant structural profile of
brain-based neural networks is poised to influence the
shape of neurally-realized (non-extended) cognitive perfor-
mances. In spite of all this, however, the biological agent is
still seen to occupy a position of central importance when it
comes to issues of cognitive ownership, control and respon-
sibility (Clowes, 2015; Roberts, 2012). It is thus the
(human) biological agent that is deemed to be responsible
for the success (or failure) of a cognitive process, and it is
the cognitive abilities of the (human) biological agent that
are deemed to be enhanced as a result of the cognitive
incorporation of extra-organismic elements. As we will
see in Section 5, issues of ownership, control and responsi-
bility are likely to be of similar importance when it comes
to the attempt to evaluate putative cases of HEMC.

4. Human-extended machine cognition

Now that we have a better understanding of what is
meant by the terms ‘‘machine cognition” and ‘‘extended
cognition,” it is time to turn our attention to the concept
of HEMC. Perhaps the best way of creeping up on this
concept is to imagine a conventional case of extended cog-
nition in which the cognitive performances of a specific
human individual are materially-extended as a result of
their interaction with some kind of computational device.
Now imagine that instead of the device being factored into
the processing routines of the human agent, it is, instead,
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the human agent that is factored into the processing routi-
nes of the computational device. In this case, it is the
human agent that is supporting the device with respect to
whatever tasks the device is attempting to perform. The
concept of HEMC thus requires something of a ‘mental
flip’ relative to conventional forms of extended cognition.
In particular, HEMC requires us to reverse the usual per-
spective that we adopt with respect to the biological and
technological elements of an extended cognitive organiza-
tion. Instead of the non-biological elements being factored
into the cognitive processing routines of a human agent, we
are instead required to see the human agent as a resource
that is incorporated into the cognitive processing routines
of a synthetic (technological) system. A useful way of
thinking about HEMC is thus to see it as a form of wide
computationalism in reverse. In the case of HEMC, we
are still confronted with a bio-technologically hybrid sys-
tem that arguably participates in some form of cognitive
processing. All that has changed, relative to the conven-
tional case, is that our primary focus of attention has
shifted away from the biological (i.e., human) elements
and settled on the technological elements of the larger sys-
tem. In other words, it is the ‘cognitive’ capabilities of the
technological elements that we now see as being extended
(and perhaps enhanced) as a result of the specific form of
techno-biological bonding that takes place.

The HEMC concept, it should be clear, is a concept that
is firmly rooted in contemporary philosophical debates
about the extended character of human cognition. The
HEMC thesis thus embraces the familiar notion of
extended realization bases for processes that we recognize
as, in some sense, cognitive in nature (see Section 2). What
it adds to existing debates in this area is the idea of
extended supervenience bases for the cognitive states and
processes of machine-based systems. In other words,
HEMC encourages us to take an extended view of machine
cognition. There are a number of reasons why this view is
important.

Firstly, the HEMC concept is able to highlight the
philosophical relevance of recent work regarding human
computation systems (Law & von Ahn, 2011; Michelucci,
2013) and crowdsourcing techniques (Michelucci &
Dickinson, 2016). A common focus of interest in these
areas is the extent to which human agents can be incorpo-

rated into computational tasks that are managed, moni-
tored and maintained by some form of technological
(typically Web-based) system. A virtue of the HEMC con-
cept is thus the way it helps to identify points of conceptual
contact between otherwise disparate areas of research.
Work on human computation, for example, has typically
proceeded independently of work in philosophy of mind.
Likewise work on extended cognition within the philoso-
phy of mind and cognitive science has typically paid little
attention to work on human computation. The HEMC
concept provides us with a useful means of linking work
within these areas, helping us detect points of interest that
are shared by the computer science, cognitive science and
philosophy of mind communities. One example concerns
the value of bio-technological hybridization for cognitive
and computational processing. Issues of complementarity
and hybridization are a prominent focus of attention for
proponents of extended cognition (Clark, 2006; Menary,
2010; Sutton, 2010), with the inner (i.e., neural) and outer
(e.g., material artifact) resources often seen to make dis-
tinct, albeit complementary, contributions to cognitive pro-
cessing. HEMC enables us to align this body of
philosophical work with work in computer science, espe-
cially that relating to complementary computing
(Kapoor, Tan, Shenoy, & Horvitz, 2008), mixed-initiative
systems (Horvitz, 2007), joint human–machine cognitive
systems (Woods, 1985), interactive machine learning
(Fogarty, Tan, Kapoor, & Winder, 2008), symbiotic inter-
action (Jacucci, Gamberini, Freeman, & Spagnolli, 2014),
and heterotic computing (Kendon, Sebald, & Stepney,
2015).

A second reason why the HEMC concept is important is
because of its potential to broaden philosophical debates
concerning extended cognition (and, more broadly, active
externalism). A key example of this occurs in respect of
what is called the Hypothesis of Organism-Centred Cogni-
tion (HOC) (Clark, 2008). This is the idea that:

Human cognitive processing (sometimes) literally extends
into the environment surrounding the organism. But the
organism (and within the organism, the brain/CNS) remains
the core and currently the most active element. Cognition is
organism centered even when it is not organism bound
(Clark, 2008, p. 139).

The HOC thus situates a biological (human) organism
at the heart of an extended cognitive system. This leads
to a somewhat bio-centric and human-centric view of
extended cognition. That is to say, the HOC encourages
us to see extended cognition as something that is always

centered on a particular biological agent, typically a human
individual. In fact, this particular point serves as a source
of controversy within the philosophy of mind (see Clark,
2011). Hutchins (2011), for example, argues that the
HOC cedes too much to the biological brain, and that
philosophers would do well to adopt a more decentralized
and biologically-neutral perspective. But now notice that in
the wake of claims about HEMC, we are able to identify a
different sort of problem with the HOC. This problem is
revealed once we recognize that, in cases of HEMC, it is
no longer a human agent (or even a biological agent) that
lies at the heart of an extended nexus of cognitively-
relevant, information processing elements. Instead, the
agent that lies at the heart of an episode of extended
machine-based cognizing is, of course, a machine agent.
Inasmuch as we accept the notion of HEMC, therefore,
the HOC does, indeed, look to be overly bio-centric. A
revised version of the HOC should probably attempt to
respect the core idea of agential control, while simultane-
ously relinquishing any lingering vestige of bio-centric bias.
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In the wake of such revisionary efforts, which (importantly)
are both instigated and informed by the concept of HEMC,
the HOC may very well be transformed into something that
is better able to ease conceptual tensions that have arisen
within the active externalist camp.

Finally, note that by extending the notion of extended
cognition to the realm of machine cognition and AI sys-
tems, we are provided with a potentially important oppor-
tunity to advance the state-of-the-art in machine
intelligence. For if it is indeed our ability to engage in
cognitively-potent bio-technological unions that best
explains human-level cognitive success (see Clark, 2003),
then perhaps the route to synthetic forms of human-level
intelligence lies in the development of computational sys-
tems that are able to press maximal cognitive benefit from
the environments in which they are materially embedded.

5. When is machine cognition extended?

Assuming that we accept the basic possibility of HEMC,
we need to address an important question: When is a par-
ticular instance of machine-based processing a bona fide
case of HEMC? In other words, what are the conditions
under which we should see an episode of machine-based
processing as materially-extended?

In addressing this issue, I suggest it pays to consider the
following criteria. We encounter a case of HEMC, I sug-
gest, when:

1. we are confronted with a process that we are prepared to
accept as a cognitive process,

2. the process in question is realized by a mixture of human
and technological elements (i.e., the realization base for
the process is bio-technologically hybrid), and

3. the technological elements serve as a particular focus of
attention when it comes to issues of agential control and
coordination (this helps to ensure that it is the cognitive
profile of the technological system that is being
enhanced by the human elements, rather than the other
way round).

Unfortunately, none of these criteria are entirely
unproblematic. The first criterion obviously raises issues
about the cognitive status of tasks and processes, which,
as we have seen, are a point of contention in the philosoph-
ical community (see Adams & Aizawa, 2010; Clark, 2010a).
Given that we have already discussed this issue at some
length (see Section 2), let us direct our attention to the sec-
ond criterion—the criterion that deals with extended real-
ization bases. This is the (by now familiar) idea that the
vehicles of some cognitive process can extend beyond the
typical (biological or technological) borders of a cognitive
agent. In the case of HEMC, the idea translates to the
claim that human agents should be seen as part of the
supervenience base for machine-based cognitive states
and processes. In order to help us gain a better understand-
ing of this criterion, imagine that you encounter a seem-
ingly self-contained cognitive computing system that
exhibits an intelligent processing capability. Presumably,
you would, in this case, be content to see the material ele-
ments of the system (the circuit boards, central processing
units, storage disks, and so on) as part of the physical sub-
strate (the physical machinery) that realizes the ‘cognitive’
capabilities of the target system. But now imagine that a
particular part of the computational process—a particular
subroutine, let’s say—is performed by a human agent
instead of the usual medley of technological elements.
The involvement of the human agent, in this case, let us
assume, makes no difference to the actual performance pro-
file of the larger system: the human agent thus takes the
same amount of time to perform the task and produces
outputs that are identical to those that would have been
observed in the purely technological case. With this state-
of-affairs in mind, we can now ask ourselves whether the
human agent should be included in the network of material
elements that realizes the performances of the target cogni-
tive computing system. I suggest that in such situations we
should, indeed, see the human agent as part of the physical
fabric that realizes the performances in question. The rea-
son for this, I suggest, relates to the functional role of the
human agent in the larger cognitive economy of the system.
Given that the functional contribution of the human agent
is the same as that which would have been performed by a
technological element (in the non-extended case), it seems
fair to conclude that the human agent is (from a functional
perspective, at least) no different to any other component
of the relevant system. Functional parity is thus one of
the things that guides our sense as to whether the human
agent is part of the realization base for some episode of
machine-based cognizing. If the cognitive computing sys-
tem had resorted to a back-up processor as a means of per-
forming the desired computation (the one undertaken by
the human agent), we would, I assume, have had no prob-
lem in seeing the back-up processor as part of the physical
fabric that realized the target process of interest. But given
that the human agent is playing a role that is functionally
identical to that performed by the backup processor, why
should our view of the human agent, in the hybrid case,
be any different? If we are content to see the backup proces-
sor as part of the realization base for a particular perfor-
mance, then why not see the human agent as part of the
realization base for what is, in effect, the same
performance?

If this example doesn’t grab you, perhaps it will help to
consider a more concrete case. Let us therefore turn our
attention to an existing system called Galaxy Zoo
(Lintott et al., 2008). Galaxy Zoo is a Web-based citizen
science system that aims to support the classification of a
large number of galaxies, as imaged by the Sloan Digital
Sky Survey. As it is described by Lintott et al. (2008), the
Galaxy Zoo system relies on the ability of human agents
to classify galaxies based on a range of morphological cri-
teria. But now let us suppose that in the wake of recent
developments in computer vision technology (see
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Dieleman, Willett, & Dambre, 2015), the services of the
human agents are no longer required. In this case, all the
relevant classification processes are ported to the techno-
logical realm and are thus subject to conventional forms
of computational realization. Now, inasmuch as we accept
that the galaxy classification task is a cognitive task, there
seems little reason to reject the claim that the automated
(computerized) version of the task is also a cognitive
task—it is, after all, the same basic task. In addition, there
can be little doubt that, in this situation, we should view the
technological elements of the machine-based system as rel-
evant to the mechanistic realization of the system’s classifi-
catory capabilities (for what else could be realizing the
process in question?). But now note that once we concede
these points, it seems reasonable to conclude that the orig-
inal bio-technologically hybrid system was, in fact, imple-
menting a cognitive process that was realized by a
combination of human and machine elements.

Now let us turn our attention to the third of the afore-
mentioned HEMC criteria—the one relating to agential
control. This criterion is perhaps the most problematic
for the HEMC thesis. The general idea is that we should
see some set of technological or machine-based elements
as being credited with the ownership or possession of speci-
fic cognitive capabilities. This is where issues of extended
cognition come face-to-face with issues of cognitive agency.
In the case of human cognition, it is the human individual
(the human agent) that is the focus of our ascriptive
endeavors regarding the possession of specific cognitive
capabilities. This is so, even in situations where the cogni-
tive states and processes of the relevant individual are sub-
ject to material extension. Thus, even in cases of extended
cognition, it is still the biological person that deserves
credit for achieving a specific cognitive outcome (e.g., writ-
ing an academic paper), and this is despite the fact that
such achievements are often seen to rely on an extended
nexus of extra-organismic (i.e., extra-agential) elements
(see Clark, 1997, pp. 206–207). Similarly, when it comes
to ascriptions of knowledge, it is ‘I’—the biological
agent—that deserves credit (or blame) for the beliefs that
I hold, despite the fact that the physical machinery that
underlies my epistemic capabilities may, on occasion,
include all manner of non-biological props, aids and arti-
facts (see Smart, 2018). Our ascriptions of skill, knowledge
and cognitive ability thus seem to pick out a particular part
of the causally-relevant physical matrix that realizes some
phenomenon of interest. Such ascriptions, I suggest, are
guided by our sense of what parts of the system are respon-
sible for influencing the flow of information within the sys-
tem, as well as (perhaps) the parts of the system that are
doing the bulk of the information processing work.

There is, therefore, an appeal to issues of cognitive
agency when it comes to our understanding of HEMC.
In the human case, we see the biological agent as playing
a crucial role in creating, coordinating and controlling
the circuits that manage to bring an extended cognitive
organization into being. As Clark (2008) notes:
Just as it is the spider body that spins and maintains the web
that then (following Dawkins 1982) constitutes part of its
own extended phenotype, so it is the biological human
organism that spins, selects, or maintains the webs of cogni-
tive scaffolding that participate in the extended machinery
of its own thought and reason (p. 123).

In the HEMC case, of course, we can reverse the usual
order of things and see the machine elements as playing a
role akin to that played by the human agent in more con-
ventional (i.e., human-centered) cases of cognitive exten-
sion. In particular, when it comes to HEMC, it is the
machine-based system that plays a substantive role in cre-
ating, coordinating and controlling the extended circuitry
that realizes cognitively-relevant performances. As is noted
by Clark (2015, 2016), a useful way of thinking about these
processes of creation, coordination and control is to per-
haps see them as meta-cognitive processes, i.e., as processes
that embody knowledge concerning, among other things,
the relationship between different information processing
strategies and their associated outcomes. The function of
these meta-cognitive processes (in both the human and
machine cases) is thus to monitor and control the shape
of cognitive processes in ways that meliorate the chances
of cognitive success. The processes are, in effect, supporting
the selection and adoption of particular cognitive strategies
based on the nature of the task at hand and the relative
strengths and weaknesses of whatever ecological resources
(biological and non-biological) are available for use.

When it comes to HEMC, therefore, it is important that
machine-based elements are seen to bear the bulk of the
responsibility for the creation, monitoring and mainte-
nance of the information processing loops that incorporate
one or more human agents into the machine’s own cogni-
tive processing routines. This is important, I suggest,
because we need to be sure that it is the capabilities of
the machine-based system that are materially-extended
(and hopefully enhanced) rather than the other way around
(i.e., the technological elements enhancing the cognitive
capabilities of the human agent). A HEMC system is thus
a system in which the machine elements are the primary
focus of our attention when it comes to issues of agential
control and coordination. Such ascriptions of ownership,
responsibility and control may very well be based on the
extent to which we see some subset of elements as playing
an active role in shaping the information processing profile
of the larger systemic organization. We will encounter
some specific examples of these forms of machine-based
‘meta-cognitive control’ in later sections (see Sections 7
and 8).

6. Neural wideware

The term ‘‘wideware” is used by proponents of extended
cognition to refer to the physical elements that comprise an
extended cognitive circuit (Clark, 1999). Typically, of



9 Both of these processes are, in fact, demonstrated by recent attempts to
apply image processing techniques to the crater mapping task (see Barata,
Alves, Saraiva, & Pina, 2004).
10 Although this is a purely hypothetical system, the capabilities being
described here are largely consistent with a body of work that seeks to
make use of the human brain as a means of enhancing the current state-of-
the-art in image processing (see Mohedano et al., 2014; Wang et al., 2015).
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course, it is assumed that the elements targeted by the
notion of wideware are of a non-neural nature. This is
because the conventional focus of active externalist theoriz-
ing concerns the elements that lie outwith the neural realm.
In discussing the notion of wideware, for example, Clark
(1999) suggests that we should see the term as referring
to an item that:

. . .must be in some intuitive sense environmental: it must
not, at any rate, be realized within the biological brain or
the central nervous system. Bodily aspects and motions,
as well as truly external items such as notebooks and calcu-
lators, thus fit the bill (p. 11).

But now notice how a consideration of HEMC chal-
lenges this conventional portrayal of the wideware concept.
In the case of HEMC, it no longer makes any sense to
exclude neural elements from the suite of resources that
can participate in the realization of extended cognitive pro-
cessing routines. This is because, in the case of HEMC, it
seems that the human biological brain could itself form
part of the supervenience base that realizes the cognitive
states and processes of a machine-based system, such as a
cognitive computing system, a robotic platform, or some
other form of AI system. A consideration of HEMC thus
encourages us to consider the possibility of neural wide-

ware: a specific form of wideware in which it is the biolog-
ical brain of a human individual that is playing an
explanatorily-significant role in accounting for the cogni-
tive capabilities ascribed to another entity (either another
human agent or an AI system).

In order to help us develop a better understanding
about what is being proposed here, consider Clickwork-
ers (Kanefsky, Barlow, & Gulick, 2001), one of the early
demonstrations of the power and potential of crowd-
sourcing techniques for the purposes of citizen science.
Clickworkers was a project that sought to engage human
volunteers in the task of identifying craters on the sur-
face of Mars, based on images taken by the Mars Global
Surveyor spacecraft. As part of the task, users were pre-
sented with a series of satellite images and asked to man-
ually annotate the images so as to record crater
locations.

As it is presented, the Clickworkers crater mapping
task is clearly one that relies on the visuo-cognitive capa-
bilities of human subjects; in particular, their ability to
identify distinct visual features (i.e., craters) from a set
of satellite images. There should, in this case, be little
doubt as to the importance and relevance of the humans’
biological brains in generating the informational out-
comes that are delivered back to the machine-based sys-
tem for further processing. But now consider an
alternative approach to the realization of the crater map-
ping task. This approach would, let us assume, involve a
form of image preprocessing in which the raw photo-
graphic images were first modified to highlight the rele-
vant features of interest (e.g., the crater outlines). The
images would then be subject to automated image seg-
mentation routines that decomposed the original image
array into a set of image tiles.9 Next let us imagine that
the processed image tiles are presented to a group of
human volunteers using the rapid serial visual presenta-
tion paradigm described by Huang, Erdogmus, Pavel,
Mathan, and Hild (2011). Here, a series of images are
presented in quick succession (e.g., at a rate of 5 images
per second) to a human subject, and EEG recording
techniques are used to detect the event-related potentials
that indicate the presence of target features. Such tech-
niques draw on the pattern recognition capabilities of
the biological brain in order to process a large number
of images within a relatively short timeframe (e.g., at a
rate of 5 images per second an individual can process
300 images per minute). The final step in the processing
routine is to feed the results of the EEG recordings back
to the machine-based system, whereupon the machine
attempts to reconcile the recordings with the results
obtained from other human subjects, as well the outputs
of its own image processing algorithms (see Barata et al.,
2004).10

The resulting (hypothetical) system is, I suggest, a sys-
tem that exhibits a form of HEMC. The system is clearly
one in which we encounter a productive interplay between
the processing capabilities of material elements that are
spread across both the biological and technological
domains. It is, moreover, a system that taps directly into
the neuro-computational capacities of the human biologi-
cal brain. In this case, it seems appropriate to say that
the cognitive routines of the machine-based system are
ones that supervene, at least in part, on the biological
brains of the human subjects. As a means of reinforcing
this particular point, suppose that the state-of-the-art in
image processing advanced to the point where the kinds
of operations performed by the human participants of
the aforementioned system were able to be implemented
by a suite of fully automated image analysis and annota-
tion services. Would we, in this situation, be inclined to
say that the image analysis services should not be seen as
a legitimate part of the physical machinery that realized
the crater mapping task? This seems unlikely. But once
we accept this point, then there seems little reason to reject
the claim that the brains of the human agents in the bio-
technologically hybrid case are functioning as part of the
material fabric that realizes the relevant process.

HEMC thus opens the door to claims about neural
wideware—the idea that neurological elements can, on
occasion, serve as constituent elements of an extended
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cognitive circuit.11 It might be thought that this idea is one
that is in some tension with the original, Clarkian notion of
wideware presented above—Clark (1999), recall, appears
to suggest that the notion of wideware excludes the possi-
bility of brain-based forms of realization. The tension,
however, is merely illusory; for in developing the wideware
concept, Clark’s (1999) focus of interest lies squarely in the
realms of individual human cognition. It is, as a result,
somewhat unfair to see claims of HEMC—and thus of neu-
ral wideware—as representing a form of ‘philosophical
assault’ on the original wideware concept. A more produc-
tive approach, in my view, is to see the present discussion
as expanding our understanding of the various forms of
wideware that can exist in a variety of different contexts.
The notion of neural wideware thus helps us see how the
original wideware concept can be adapted and applied to
a ‘new’ kind of cognitive organization, one that perhaps
lies beyond the typical purview of the basic active external-
ist position.12

7. Humans in the loop

One response to the HEMC concept is to see it as iden-
tifying a futuristic class of AI systems that, quite literally,
have people as their parts. This is certainly one way to view
the HEMC concept. The value of the HEMC concept is,
however, also apparent in the way it helps us approach a
number of existing systems. Consider, for example, a sys-
tem described by Branson, Horn, Wah, Perona, and
Belongie (2014) and Branson et al. (2010), which relies on
a combination of machine vision algorithms and human
input to perform a complex image classification task. Bran-
son et al. were interested in developing a system that could
identify the species of bird depicted in a series of photo-
graphic images. This, it should be clear, is a task that is dif-
ficult for both humans and machines to perform. When
presented with the photograph shown in Fig. 1a, for exam-
ple, it is unlikely that many people (excluding those with
ornithological expertise) would be able to identify the bird
depicted in the photograph as the Indigo Bunting (Passer-
ina cyanea). Similarly, the task of species identification is
11 Such claims, it seems to me, make perfect sense in the wake of research
involving so-called neurocomputers. Here, the computational capabilities
of some neural resource (typically an in vitro preparation) are used to
assist with the information processing tasks performed by some larger
system (e.g., a robotic agent) (DeMarse & Dockendorf, 2005; DeMarse,
Wagenaar, Blau, & Potter, 2001; Pizzi et al., 2009; Ruaro, Bonifazi, &
Torre, 2005).
12 Interestingly, the notion of neural wideware looks to be applicable to
debates regarding socially-extended cognition. Socially-extended cognition
is a particular form of cognitive extension in which one or more human
individuals are deemed to form part of the extended cognitive circuitry of
another human individual (e.g., Tollefsen, 2006). HEMC, in this case,
emerges as a particular form of socially-extended cognition. The only
difference with conventional (i.e., human-centered) forms of socially-
extended cognition is that HEMC replaces the central human agent (i.e.,
the human agent whose cognitive capabilities are deemed to be extended)
with a cognitive agent of the technological (or at least non-human) variety.
one that challenges the capabilities of contemporary
machine vision systems. The key insight of Branson et al.
was to recognize that the task of species identification
could be decomposed into a series of smaller, more tract-
able steps, each of which could be assigned to either the
human or machine elements of a larger bio-
technologically hybrid system (see Fig. 1b). For example,
one of the steps in the species identification task relates
to the extraction of specific features. These include the
color of the bird’s plumage (‘‘Does the bird have a blue bel-
ly?”) and the shape of the bird’s beak (‘‘Does the bird have
a beak that is conical in shape?”). Extracting these features
from a natural scene using automated techniques is a task
that is notoriously difficult for machine-based systems;
however, it is a task that is relatively easy for humans to
perform. The result is that the feature extraction task is
one that ends up being delegated to a community of human
agents. The delegation task, however, is one that is itself far
from straightforward. In particular, the efficiency of the
classification process is linked to the optimal selection of
specific feature-related questions. There is, for example,
no point in attempting to solicit information about beak
shape if the machine-based system can already infer (on
the basis of previous processing) that the beak can only
be of one particular shape. Similarly, there is no point in
soliciting input about features that do not reduce the prob-
ability distribution associated with candidate classifica-
tions. The selection of appropriate feature-oriented
questions is thus something of a knowledge-intensive task
in its own right—one that requires an ability to calculate
the relative optimality (in an information theoretic sense)
of different feature-related question sequences. Conven-
tional computers, of course, are able to deal with the math-
ematical challenges posed by this particular problem, and it
is for this reason that the task (or sub-task) of feature selec-
tion is one that ends up being assigned to the machine-
based elements of the larger system (see Fig. 1b).

The upshot of all this is that we have a hybrid intelligent
system that interleaves the activity of multiple human
agents with a collection of machine-based processing rou-
tines. Such a system is, I suggest, a system that trades in
a genuine form of HEMC. Firstly, there can be little doubt
that the target task is one that we should recognize as cog-
nitive in nature. A human agent who performed the task in
the absence of any kind of technological assistance would
undoubtedly be seen to be engaged in a cognitive task. In
addition, the successful performance of the task would
invariably be deemed to indicate the presence of some sort
of cognitive ability. The fact that the task is, in the current
case, realized by a nexus of materially-heterogeneous ele-
ments should not make any difference to our judgments
regarding the actual nature of the task that is being per-
formed. Here we see the value of the Parity Principle for
Machine Cognition (see Section 2) in guiding our intuitions
as to the cognitive status of a particular task.

Secondly, there can be little doubt that the realization
base for the cognitive performances are, in the majority
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Fig. 1. The classification of images based on the species of bird shown in the image is a task that is difficult for both humans and machines (a). The larger
task can, however, be broken down into a series of smaller steps and assigned to the human and machine elements of a functionally-integrated socio-
technical system (b). The result is a hybrid knowledge-based system that relies on the distinctive (and, in this case, complementary) capabilities of the
human and machine elements.
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of cases,13 bio-technologically extended. If we were to
replace the contributions of the human agents with an
intelligent (albeit automated) Web service that responded
in exactly the same manner as the human agents, we would
have no problem, I suggest, in concluding that the Web ser-
vice should be seen as part of the physical fabric that real-
izes the larger task of species identification.

Finally, the technological elements of the system are
playing an active role in shaping the organization of the
information processing loops that determine the perfor-
mance profile of the larger system. In particular, it is the
technological elements that determine what sort of ques-
tions get presented to the human community, and it is
the technological elements that determine when these par-
ticular questions are actually asked. These questions are
ones that not only respect the specific capabilities (and lim-
itations) of the human agent, they are also ones that work
in concert with the machine’s own information processing
capabilities so as to solve the target problem in the most
13 In some cases, the task was solved solely by the machine-based
components of the system. This occurred in cases where the machine
vision algorithms were able to process the target image and yield an
acceptable result.
efficient manner. Crucially, the system designed by Branson
et al. exhibits a form of what we might call active engage-

ment. By this I mean that the nature of the informational
contact that is established with the human user community
is determined dynamically (at runtime) as a specific result
of the machine’s evaluation of the current problem state.
It is thus the machine that is responsible for selecting ques-
tions that are likely to be the most informative based on the
results of previous information processing. It is also the
machine that is primarily responsible for determining the
structure of the processing loops that realize the target
task. In simple cases—where the machine vision algorithms
are able to return an answer with high confidence—no
human agents are recruited into the task. In more difficult
cases, however, the machine might establish connections
with the human community as a means of improving its
confidence in particular response options. And in the most
difficult cases, the machine vision algorithms might be of
no use whatsoever in terms of identifying the relevant bird
species. In these cases, the machine agent is utterly depen-
dent on the responses of the human participants to derive a
correct solution to the image processing problem. But even
in these situations, the machine is far from cognitively inert
with regard to the performance of the task. In particular,
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the machine is still required to select specific questions and
process the responses it receives from the human agent
community.

Here, then, we see that the technological components of
Branson et al.’s system are playing a crucial role in control-
ling the organization of the information processing circuits
that realize the cognitive performances of the larger sys-
temic organization. In particular, the technological compo-
nents are playing a crucial role in determining what is
sometimes referred to as the ‘‘effective connectivity” of
the system (see Friston, 2011). This, I suggest, suffices for
us to see the technological components as the primary
focus of attention when it comes to issues of agential con-
trol and coordination. It is, I suggest, the technological
components that determine the moment-to-moment config-
uration (and, indeed, the moment-to-moment material con-
stitution) of the information processing system that realizes
the target task, and it is, as a result, the technological com-
ponents that should bear the primary credit (or blame) for
whatever task-related successes (and failures) are exhibited
by the larger, bio-technologically hybrid ensemble.

The result of all this is that all of the HEMC-related cri-
teria presented in Section 5 are now satisfied: we have a dis-
cernible cognitive task, the task features the involvement of
both human and machine elements, and the primary locus
of agential control seems to reside with the machine ele-
ments as opposed to the human elements. In view of all
this, I suggest that we should see the system described by
Branson et al. (2014) as providing us with a real-world
example of HEMC.

8. Ecological assembly

One of the interesting features of Branson et al.’s system
is that it exhibits of form of contingent connectivity, i.e.,
connections with the human community are only estab-
lished in situations where the machine’s own visual process-
ing routines are deemed to be inadequate (something that is
determined by the machine itself). In this sense, Branson
et al.’s system can be seen to participate in processes that
are relevant to the creation of extended cognitive circuits.
In particular, when the system detects a state-of-affairs in
which its own capabilities are likely to be deficient, it auto-
matically switches to a mode of operation that factors in
the contributions of the human community.

All of this will no doubt strike a chord with those who
work in the area of extended cognitive systems. For issues
concerning the creation or assembly of extended cognitive
circuits are a popular focus of attention for both the sup-
porters and detractors of active externalism. Often, issues
of creation and assembly arise in relation to the HOC
(see Section 4); however, they also surface in relation to
what is called the Principle of Ecological Assembly
(PEA) (Clark, 2008). The basic idea behind the PEA is that
human cognizers are seen to engage in the active selection
(and incorporation) of resources that best meet their
requirements in respect of a particular task. According to
the PEA, ‘‘the canny cognizer tends to recruit, on the spot,
whatever mix of problem-solving resources will yield an
acceptable result with a minimum of effort” (Clark, 2008,
p. 13). The image that emerges, here, is one in which the
human biological agent is seen to play an active role in
the creation of the world-involving informational circuits
that subsequently realize some aspect of the agent’s cogni-
tive processing.

It is here, I suggest, that we begin to see the philosoph-
ical and cognitive scientific relevance of a number of
strands of work that are the current focus of attention in
contemporary computer science. For the HEMC-based
variant of the PEA encourages us to see the process of
assembly as one that is undertaken by machine-based sys-
tems, specifically for the purposes of improving or enhanc-
ing their performance profile. The assembly process is also
one that is oriented to the human social environment. In
other words, when it comes to HEMC, the ecological back-
drop to the assembly process is a world populated by the
likes of you and me—we humans are thus the resources
that are, in one way or another, co-opted into the informa-
tion processing routines that work to extend the cognitive
reach of some of our most advanced forms of technological
contrivance.

Such insights dovetail with the focus of recent work in
computer science, especially that which goes under the
heading of human computation (Law & von Ahn, 2011;
Michelucci, 2013). This includes work that aims to improve
the access that machine-based systems have to the human
social environment, typically via the technological infras-
tructure of the Web and Internet. Consider, for example,
recent work relating to what is called the ‘‘human cloud”
(Kaganer, Carmel, Hirschheim, & Olsen, 2013; Miller
et al., 2010). The human cloud, in this case, is the human
analogue of the conventional arsenal of online computing
services that aims to provide individuals and organizations
with remotely-located information processing and storage
capabilities (Hayes, 2008). In essence, the notion of the
human cloud introduces us to the idea that the human
social environment can be seen as something of a computa-
tional resource in its own right, one that can be used to
assist with certain kinds of information processing activity
and (perhaps) the storage of certain kinds of information.
This is useful, not just because it helps us think of the
human social environment as a potential target of
techno-biological bonding, but also because it enables us
to appreciate the philosophical relevance of an array of
current engineering efforts, especially those that seek to
harness the representational and computational potential
of the global human community. Here, we see the use of
service-oriented techniques as a means of supporting vari-
ous forms of socio-computational processing (Schall,
2013; Schall, Truong, & Dustdar, 2008), the extension of
traditional Web service description languages to accommo-
date the possibility of human involvement (Schall, 2013),
and the emergence of programming frameworks that are
specifically intended to deliver ‘‘complex computation sys-



14 This is important because the Internet and Web might be seen to
support the practical realization of HEMC (see Section 7) in a manner that
is seldom, if ever, the case with socially-extended cognition of the human-
centered kind (see Clark & Chalmers, 1998).
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tems incorporating large crowds of networked humans and
machines” (Minder & Bernstein, 2012, p. 124). Progress in
these various areas of research is likely to improve the
extent to which machine-based systems can select and
recruit human agents as part of their attempt to assemble
extended cognitive circuits. The value of the PEA, in this
respect, is that it helps us see how a range of contemporary
research and development efforts are providing a techno-
logical substrate that is largely conducive to the emergence
of future forms of HEMC.

9. Conclusion

HEMC is a specific form of extended cognition that is
applicable to the realm of AI. In particular, the HEMC
thesis states that machine-based cognitive states and pro-
cesses may, on occasion, be realized by a nexus of material
elements that includes one or more human agents. Cast in
this light, the HEMC concept enables us to extend the
reach of conventional active externalist theorizing to the
realm of AI systems and machine intelligence. Beyond this,
however, the concept of HEMC enables us to entertain the
possibility that human agents could form part of the phys-
ical machinery that realizes the cognitive capabilities of cer-
tain kinds of machine. The idea, in essence, is that certain
forms of machine intelligence could be grounded in a mech-
anistic substrate that includes human agents as constituent
elements. This is an idea that dovetails with the focus of
recent work in computer science, especially that concerning
hybrid systems (Demartini, 2015), human computation
(Law & von Ahn, 2011; Michelucci, 2013), heterotic com-
puting (Kendon et al., 2015), crowd computing (Murray,
Yoneki, Crowcroft, & Hand, 2010), and collective intelli-
gence (Bigham, Bernstein, & Adar, 2015; Weld, Lin, &
Bragg, 2015).

In the present paper, I have attempted to provide an ini-
tial defense of the HEMC thesis, arguing that we should
accept the idea that human agents can, on occasion, form
part of the physical machinery that realizes the cognitive
states and processes of machine-based systems. I have,
moreover, sought to identify the conditions under which
we should recognize the existence of HEMC (see Section 5),
and I have subsequently applied these conditions to evalu-
ate a specific real-world system (see Section 7). As a result
of this analysis, I suggested that the HEMC concept is
more than just a matter of theoretical interest and specula-
tion for the philosophy community, it is also concept that is
potentially applicable to an ever-expanding array of socio-
computational and socio-technical systems.

The HEMC concept has implications that are spread
across a number of disciplines. Firstly, the concept is of
interest and value to the philosophy of mind community,
especially for those who embrace active externalist
approaches to the mind. Here, the HEMC thesis promises
to progress (or at least stimulate) philosophical debates
regarding the notion of extended cognition. We saw, for
example, that the HEMC thesis poses a challenge to the
HOC (see Section 4), and we saw how it expands our
understanding of the kinds of resources that can be incor-
porated into extended cognitive routines (see Section 6).
The HEMC thesis also supports the effort to develop a con-
ceptual taxonomy of extended cognitive systems (see
Wilson & Clark, 2009). Thus, in addition to conventional
forms of extended cognition (i.e., those centered on a single
human individual), we are now in a position to consider a
separate class of systems, viz., those centered on some form
of technological agent. Finally, the HEMC concept enables
us to revisit (and perhaps reinvigorate) philosophical
debates regarding the notion of socially-extended cogni-
tion; for cognitive extension of the HEMC variety is easily
construed as a specific form of socially-extended cognition
(see Section 6).14

The HEMC concept is also important in the sense that it
helps to reveal points of contact between otherwise dis-
parate areas of research. With the concept of HEMC to
hand, we are thus able to appreciate the philosophical sig-
nificance and relevance of work relating to (e.g.) human
computation (Law & von Ahn, 2011; Michelucci, 2013)
and the human cloud (Miller et al., 2010). We are also able
to gain a better understanding of the cognitive significance
of the Internet and Web. For example, the cognitive signif-
icance of the Internet has typically been judged relative to
its actual or potential effects on human cognition (Carr,
2010; Smart, Heersmink, & Clowes, 2017; Staley, 2014).
However, when we look at the Internet through the con-
ceptual lens of HEMC, we are afforded a rather different
(and novel) perspective. In particular, we can see the Inter-
net as providing an unprecedented form of access to the
human social environment, profoundly altering the oppor-
tunities that are available for cognitively-potent forms of
techno-biological bonding. Inasmuch as we link human
intelligence to an ability to exploit the features of the envi-
ronment in which humans are materially embedded (Clark,
2003), then perhaps the advent of the Internet should be
seen as marking an important milestone in the develop-
ment of AI systems. For if it is indeed the case that intelli-
gence is as much about the environment in which an agent
is embedded as it is the properties of the agent itself (see
Simon, 1996), then perhaps there is no better way to
advance the cause of AI than to embed our future machi-
nes in an environment that provides ever-more intimate
forms of cognitive contact with a significant proportion
of humanity.
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