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• We present an analysis about the main features of human–humanoid interaction.
• We conduct an extensive test with 142 people employing the Telenoid android robot.
• The Telenoid is perceived as a cooperative agent for a shared environment.
• Perception and believability make the Telenoid a socially acceptable robot.

a r t i c l e i n f o

Article history:
Available online 30 April 2014

Keywords:
Telenoid
Geminoid
Social robot
Human–humanoid robot interaction

a b s t r a c t

The present paper aims to validate our research on human–humanoid interaction (HHI) using the
minimalist humanoid robot Telenoid. We conducted the human–robot interaction test with 142 young
people who had no prior interaction experience with this robot. The main goal is the analysis of the
two social dimensions (‘‘Perception’’ and ‘‘Believability’’) useful for increasing the natural behaviour
between users and Telenoid.We administered our customquestionnaire to human subjects in association
with a well defined experimental setting (‘‘ordinary and goal-guided task’’). A thorough analysis of the
questionnaires has been carried out and reliability and internal consistency in correlation between the
multiple items has been calculated. Our experimental results show that the perceptual behaviour and
believability, as implicit social competences, could improve the meaningfulness and the natural-like
sense of human–humanoid interaction in everyday life task-driven activities. Telenoid is perceived as
an autonomous cooperative agent for a shared environment by human beings.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

Since humanoid robots are going to be part of the life of human
beings, specific studies are oriented to investigating collaborative
and social features related to human–humanoid interaction (HHI)
[1–3]. The HHI is oriented nowadays towards a cohabitation
environment where human and humanoid will share common
tasks and goals [4]. In particular Kanda et al. [5] focused their
attention to the concept of ‘‘communication’’ humanoid robot
thinking as a partner to facilitate some human activities. Oztop
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et al. [6] put their attention to understand the perceptual relation
between human and humanoid robots. The iCat developed by
Poel et al. [7], is a user-interface robot able to display a range of
emotions through its facial features and it is mostly controlled by
predefined animations. The ICub [8], is a child humanoid robot
that it is used in embodied cognition research. In contrast to
these typical humanoid robots, Geminoid HI-1 is a humanoid robot
with the external appearance of its inventor, Prof. Hiroshi Ishiguro
and it is thought to be indistinguishable from real humans at first
sight [9–11]. In particular, much relevant literature appeared on
the features of the natural role of agent interaction [12,13]. The
minimal agency includes a key aspect that is defined as ‘‘sense of
co-presence’’ [14], [15]. We oriented our research in the HHI field
in the direction of ‘‘the sense of being together with other people in
a shared virtual environment ’’ [16]. In particular we are interested
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Fig. 1. Telenoid robot.
Fig. 2. The two stages of interaction setup.
in the study related to the sense of a person to be present in
a remote environment with a robot (‘‘Telepresence’’) and to the
sense of a person to be present in a common environment with
a robot where humans and humanoid are ‘‘accessible, available
and subject to one another ’’ [17]. In this paper we introduce our
research that aims at investigating the social-cognitive and the
underlying perceptual skills, which are likely to contribute to
the sociability in the human–humanoid interaction (HHI). We
construed perceptual and social abilities as indicators that allow
to assess the nature of interaction from the human agent’s point
of view, the extent of recognition of the humanoid robot as an
actual agent in free and task-driven contexts of interaction. The
assumption is that the HHI is a context of interaction in which
the perceptual and social-cognitive abilities of ordinary day-life
are specialized. Therefore, the naturalness and the efficacy of the
HHI interaction depend onhowmuchhuman agents can recognize,
albeit implicitly, and exploit these skills which correspond to our
indicators.We arranged the indicators into two distinct constructs,
according to their mainly perceptual or social nature, whose sub-
dimensions correspond to the perceptual and social-cognitive
skills which make ordinary interaction effective in daily life. Then,
the constructs were modelled on the structure of a questionnaire,
which was administered to subjects in controlled interaction
conditions. Hence the indicators were formulated as various items
of a structured questionnaire. As a consequence, the degree of
naturalness and efficacy of the HHI interaction is considered
equivalent to the favourableness that ismeasured on the ground of
the sum of subjects’ scores of agreement on an ordinal Likert scale.
This paper does not only deal with the principles and assumptions
underlying the constructs, rather it specifies the perceptual and
social-cognitive sub-dimensions of the two constructs, it describes
how the indicators work if embedded in an HHI set with the
Telenoid robot, finally it provides a complete descriptive analysis
of the results.

2. Telenoid robot

Telenoid, as shown in Fig. 1, is a teleoperated android robot [2]
with a minimal human likeliness design that can resemble
anybody. Telenoid was created by choosing features useful for
communication with humans and eliminating the non-neutral
ones. Due to its minimal design, it allows people to feel as if a
distant acquaintance is actually close.

A GUI button or a GUI tablet controls the specific movements of
the arms and head to remotely embody the operator’s behaviours
and emotions. The aim is to create a minimal human embodiment
that allows any individual to transfer her/his own presence or, bet-
ter, to visualize it in a distant location by mediation. Our research
is primarily centred on the human agent’s point of view in or-
der to investigate whether the humanoid robot is considered not
merely as amonitor or a screenonwhich another agent is projected
rather as an artificial but at the same time actual agent whose
behaviour displays the sense of co-presence which contributes
substantially to the experience of a meaningful and effective inter-
action. Our research deals with the perceptual and social-cognitive
abilities underlying the HHI. Therefore Telenoid’s movements pro-
vide a suitable test bed for a minimal set of the perceptual’s and
social-cognitive’s abilities.

3. The proposed approach

In the Experimental Setup section we describe the phases of
the interaction scenario, the characteristics of the participants’
samples, the perception and social-cognitive constructs of the
questionnaire. In theQuestionnaire sectionwedescribe in detail the
constructs and their sub-dimensions.

3.1. Experimental setup

Students of the Faculty of Architecture and Engineering (Uni-
versity of Palermo) who did not have prior interaction experience
with humanoid robots were recruited for the tests. All participants
(142 total, 85 males and 57 females) have been introduced to the
Telenoid, to the interaction setting structure with the robot that
required a two stage interaction, as shown in Fig. 2, and to fill in a
questionnaire. All interactions were videotaped.

A first free interaction stage was meant to allow subjects to
adapt either to interact with the humanoid robot or to acquire,
as early as possible, the skills for operating the robot through the
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Table 1
Subject samples characteristics.

Subjects:

-Male 59.85%
-Female 40.15%
-Average age 21.77

Previous knowledge or general acquaintance and robotics issues

Personal attitude to robotics
-Real interest 51%
-Significant knowledge 9%
-Curiosity 37%
Degree of agreement on the Acceptance of Robots in the near Future
-Accept as useful tools in everyday life 73%
-Accept as useful tools in jobs 69%
-Accept as companions in the other’s life 47%
-Accept as companions in one’s own lifetime 51%
-Accept with suspicion 28%
Table 2
The Perception construct and the questions modelled after its sub-dimensions.

Perception construct (P)

Sub-dimension P1: Sense of HHI and of shared environment
• P1.1 At which distance does a successful interaction obtain?
• P1.2 Which activity did you perform to obtain a face value optimal interaction after taking the robot away from its initial position?
• P1.3 Which is the description that fits how you felt the interaction set up?
• P1.4 What should you do to make the interaction more effective and understandable?

Sub-dimension P2: Perceptual clues of apparent behaviour
• P2.1 Which part of the Telenoid’s face caught your attention?
• P2.2 Is the coupling between the Telenoid’s head movement and voice reproduction natural-like and effective?
• P2.3 Is the Telenoid’s gaze focused on you during the interaction?
• P2.4 What does the Telenoid’s gaze make it look like?
• P2.5 How much is the Telenoid’s eye–head–lips coordination consistent with discourse parsing and turn taking?
Table 3
The believability construct and the questions modelled after its sub-dimensions.

Believability construct (B)

Subdimension B1: Valence
• B1.1:What makes the Telenoid interact?

Subdimension B2:Motivation
• B2.1:What is the apparent motivation of the telenoid’s interest in the

interaction?
Subdimension B3: Value

• B3.1:Why does the Telenoid tune its behaviour to yours?
Subdimension B4: Naive reason of reliability

• B4.1: The Telenoid looks reliable when?
Subdimension B5: Social Attitude

• B5.1: How does the Telenoid’s behaviour look like?

control box. A second interaction stage was instead task driven.
Participants were allowed to choose one interaction scenario
among those which were available that ranged from the ones
related to: booking a hotel reservation, making a phone call to
a mobile company to obtain a contractor services information,
to matriculate or to enter his/her name or one of his/her fellow
ones for a course examination by talking directly with the robot.
Table 1 illustrates the subject sample characteristics, the degree of
familiarity with robots and of robots acceptance.

Table 2 and Table 3, show the constructs (Perception (P) and
Believability (B)), their sub-dimensions and the questions used for
the layout of the questionnaire.

3.2. Questionnaire: constructs and sub-dimensions

The construct Perception was built according to a cognitive in-
terpretation of perceptual abilities, that is to say the perceptual as-
pect of the interaction was considered not primarily to verify the
embodiment of the robot, rather to investigate which perceptual
features are used by human agents to understand the overt be-
haviour of the robot in the course of the interaction. Therefore, we
decomposed the construct Perception into the following two sub-
dimensions: sub-dimension P1 which refers to the sense of HHI
on the ground of phenomenal distance and shared environment
and sub-dimension P2which refers to the apparent behaviour. It is
composed by a set of perceptual clues which on the one hand al-
low agents to understand behaviour, by coupling effective actions
with meanings and intentions, and on the other hand enable a hu-
manoid agent to appear as an actual agent rather than solely as
an artificial intermediary between humans. We reasoned that the
issues of HHI can profit from the debate on mind reading and be-
haviour understanding abilities, in particular in connection with
the discussion on the theory of mind, which is based both on theo-
retical arguments and experimental evidence [18,19]. We derived
the principled assumption that the interaction among agents, bi-
ological or artificial, always occurs in an interactive space whose
distances and regions are fixed in terms of possible actions and
effects from the agents’ point of view. A noteworthy implication
is that it is reasonable to claim that agents recognize mutually as
such and, in the particular case of humanoids, robots’ behaviour
is taken as meaningful and effective if some perceptual clues are
coherent and consistent. The construct Perception was designed
accordingly. The P1 sub-dimension concerns first the distance as a
perceptual feature of the interaction and the environment where
the interaction obtains. The distance is meant not as metric rather
as proxemic and, in particular, as it looks like from the human
agent’s point of view. The value it holds as a perceptual clue for
agents depends on thepossibility it grants them to focus onpercep-
tual clues,whichmay convey the intentions andmeanings. Second,
P1 concerns how the environment is perceived, which is a feature
that can determine the role agents play in it. The P2 sub-dimension
regards clues for understanding behaviour, which are provided by
theperception of face, gaze focusing andgaze contact, aswell as the
apparent mutual coherence of eye movements with head move-
ments and voice sound emission. These clues could affect the attri-
bution of intentions, the discourse parsing and how agent’s general
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attitudes to interaction is inferred. In conclusion, P1 concerns the
perceptual space of the interaction, P2 concerns the relevance and
coherence of a minimal set of perceptual clues by means of which
a humanoid robot can be considered as a real agent. The construct
Believability was designed on the basis of the relevant literature
to the social character of HRI [20]. The discussion in literature fo-
cuses on highlighting the social-cognitive skills which allow robots
to obtain a useful and effective social interaction with man. In ac-
cord with the approach of the first construct, we tried to specify
the sub-dimensions of the construct Believability in such a way to
link the social abilities to the extent at which they can be displayed
in the robot’s apparent behaviour. The sub-dimension B1 concerns
whether human agents perceive the Telenoid to have a sort of value
system on whose ground it may consider suitable to interact with
a human agent. The sub-dimension B2 concerns whether human
agents recognize the Telenoid as able to display some social ca-
pability which motivates its behaviour. The sub-dimension B3 is
about whether human agents take the Telenoid as displaying a
value for tuning its behaviour to them, hence which value may it
be. The sub-dimension B4 concerns the reliability of the Telenoid.
In other words, B4 is about whether human agents use a social-
cognitive yardstick to judge the reason why the Telenoid seems to
tune its behaviour to theirs and if this reasonmay be considered as
a sort of determinant of the Telenoid’s behaviour in the interaction.
In agreementwith this approach, the research ismainly centred on
the human agent’s point of view in order to investigate whether
the humanoid robot is considered not merely as a monitor or a
screen on which another agent is projected rather as an artificial
but at the same time actual agent whose behaviour displays the
sense of co-presence which contributes substantially to the expe-
rience of ameaningful and effective interaction. The perceptual in-
dicators that are certainly the substantial element of our research
were crucial with no doubt starting from the grades of freedom
of movement (DOF) of the Telenoid as well as their demonstra-
tion in the course of interaction depending on the decisions and
actions carried out by the human in charge of tele-operating the
robot. The tele-operating aspect of working on the robot was not
underrated nor missed. We provided a further section of our ques-
tionnaire solely to subjects who had tele-operated the Telenoid.
However, our interests from a technical point of view are ad-
dressed primarily to the part that concerns the necessary and ef-
fective control conditions by the robot’s tele-operator in order to
let the Telenoid perform its behaviour which should make the in-
teraction with human agents successful. In the same way, the Te-
lenoid’s movements of the eyes, mouth, head and arms provided
a suitable test bed for a minimal set of the perceptual and social-
cognitive abilities, which are essential for any effective instance
of interaction to occur, either in human–human everyday-life or
in human–humanoid specialized condition. On the basis of the
tele-operator’s evaluation of the Telenoid’s DOF suitability and its
movements to display the perceptual indicators, which are strictly
connected to an effective social behaviour, we wanted to know
how much the Telenoid could appear independent in the human
agent’s eyes. In the future research we aim at introducing some
degrees of semi-autonomy, which will make the robot even more
reliable in the course of interaction, providing it with a control on
the attention of the interacting human agent, with topic recogni-
tion and question answering skills. Furthermore, a promising re-
search area can be that of improving the capacity of the robot to
display explicitly the emotions of the tele-operating subject to cre-
ate a natural-like context of interaction in which the use of the
social-cognitive abilities can be more easily specialized.
4. Experimental results

We obtained results by having subjects answer the question-
naire which was structured according to the sub-dimensions of
the perceptual and social-cognitive abilities of the constructs. The
questionnairewas composed of single forced choice and five points
Likert questions. We treated Likert item scores as ordinal data. Ac-
cordingly, we visualized subjects’ responses bymeans of bar charts
and, for the Likert questions, bymeans of a box plot representation
which allows to evaluate central and dispersion measures of ordi-
nal data.

4.1. Evaluation of the reliability and the internal consistency of the
questionnaires

The constructs were formulated as the items of the question-
naire which was administered to the subjects. The questionnaire
is composed of single-forced choice and five point Likert ques-
tions. Questions represented the distinct sub-dimensions of the
constructs.

Once the subjects’ responses were codified, a standard analysis
of internal consistency and reliabilitywas performed on these data.

The questionnaire is assumed to provide information about the
two constructs if in the sum of the subject’s response scores the er-
ror is minimized in contrast to the values that measure the latent
sub-dimensions of the constructs. Calculating Cronbach’s alpha is
a standard method to assess the internal structure of the ques-
tionnaire with respect to the relationship between the variance for
each response score and the variance of their sum [21]. This re-
lation gives us an estimation of the proportion of the true score,
viz. the values of the responses which measure the constructs. The
greater the variance of the sum is as compared with the sum of the
variance of each response, the more the questionnaire is internally
consistent.

Since we designed a questionnaire for two constructs, we
calculated Cronbach’s alpha for both sections of questions for each
of the two constructs. The alpha value is ≈0.88 for the items of the
questions grouped under the construct Perception. The alpha value
is≈0.77 for the items of the questions grouped under the construct
Believability (see [22] for the acceptable thresholds for alpha).

As an additional indicator of reliability,we computedhowmuch
the Cronbach alpha values were a consistent assessment of the
two constructs of interest by means of the Pearson coefficient of
correlation. Given the nature of the responses in our Likert scale
questionnaire, we used the odd–even split-half method in order to
reduce the component of uncertain variance in the two sums, for
each of the two constructs. The reliability of the questionnaire is
assumed to correspond to the inter-correlation of response scores
for the items of the questions in either section of the questionnaire.
For the items of the construct Perception the Pearson coefficient
value is ≈0.97. For the items of the construct Believability the
Pearson coefficient value is ≈0.59. Finally, we corrected these
measures by the Spearman–Brown formula and obtained the value
of ≈0.98 for Perception and the value of ≈0.74 for Believability.

4.2. Analysis of questions responses

The first two questions (Figs. 3 and 4) concern the distance as
a perceptual feature that contributes to establishing the sense of
interaction.

P1.1: Which is the best distance to keep in order to obtain a
successful interaction?

Very few subjects (4%), as we have shown in Fig. 3 report to
prefer the Telenoid to remain in its initial standard position as
well as a small number of them claim the Telenoid’s position,
hence its distance and allowance into a subject’s interaction space,
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Fig. 3. Question P1.1.
Fig. 4. Question P1.2.
Fig. 5. Question P1.3.
to be indifferent. Higher percentages are reported for selecting
a distance that allows the robot to access the inner zones of
a subject’s personal space. The preference is given to the near
distance of the face position (30%), which presumably is connected
with the possibility of looking for relevant information directly in
the robot’s face where most ordinary clues for intention reading
are usually located, as well as to the ‘‘at arm’s length’’ position,
which presumably allows subject to have as itwere at a glance such
perceptual clues as those provided by the eyes in connection with
head and armmovement. It is noteworthy that given the weight of
the robot a more physically comfortable position would have been
located at subjects’ knees. Actually 18% of our subject reported to
prefer this distance.

P1.2:Which action did you perform to obtain a face value optimal
interaction after taking the robot away from its initial position?

Half of our subjects (50%), as we have shown in Fig. 4, report
to have preferred letting somehow the Telenoid getting closer to
them after taking the robot from its initial standard position, in or-
der to have an optimal interaction with the robot. Only 11% report
to have preferred pushing it away. This finding can be connected to
the responses to the previous question. If the distance is a percep-
tual feature of the interaction space, rather than a metrical prop-
erty, its contribution to the sense of interaction comes about by
adequately and pro-actively selecting it. It is interesting however
to highlight the response of 38% of the subjects who claim to have
no preference in selecting somehow a distance to optimize the
interaction with the Telenoid. It could mean indifference to the al-
ternative which is given in the question rather than to the issue
itself.

P1.3:Which is the description that fits how you felt the interaction
set up?

This question concerns the perception of the interaction
space where HHI occurs. To assess the alternative views on the
interaction space, which can be either accessed from distinct
reference points or felt as a sort of shared environment, these views
were formulated as distinct items aboutwhich subjectswere asked
to score their rate of agreement. 68% of subjects, as we have shown
in Fig. 5, agree or strongly agree that they felt the interaction set up
as a shared environment where they and the Telenoid act on a par.
Only 22% disagree and the percentage of strongly disagreement
is very low (9%). 37% of subjects agree that they felt to be
the reference point of the environment in which the interaction
occurred. This seems plausible in the light of the task-driven part
of the interaction set up, which was designed so that the Telenoid
was required to meet subjects’ requests. It is then noteworthy that
in comparison with the first item the score of strongly agreement
decreases, while the rate of indifference raises and almost doubles
(from 22% to 40%), which can be a sign of a high likelihood that
this description is not meant as adequately fitting the perception
of the interaction space. This seems to be the case for the third
itemwhich proposed the description according towhich it was the
Telenoid to be felt as the reference point of the interaction space.
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Fig. 6. Question P1.4.
Fig. 7. Question P2.1.
42% rate of indifference means that regarding the Telenoid as the
access point to the environment of interaction it is actually not
at all discriminating rather than misleading or openly wrong. This
interpretation is justified by the fact that almost the same number
of subjects (a fourth of them) either agree or disagree.

P1.4: What should you do to make the interaction more effective
and understandable?

The items of this question are formulated to investigate how
subjects approach the perceptual options, which are available to
them to make the interaction effective, according to the sense
of the interaction space. 50% and 55%, as we shown in Fig. 6, of
subjects agree, correspondingly 11% and 10% strongly agree, that
looking at and touching the Telenoid at a variable distance helps
understand the robot’s behaviour. This estimate is meaningful be-
cause it refers to the fact that among the allowed sensory modali-
ties the most important one for the human user is the selection of
the optimal distance in order to allow a long lasting and success-
ful interaction. This approach can be consistent with the sense of a
shared environment inwhich the agents act on a par. 34% agree and
8% strongly agree that a feasible option amounts to looking at the
robot from a fixed distance. 23% agree and 6% strongly agree that
touching the robot at a fixed position is a feasible option. The dif-
ference in agreement can be due to the distinct sensory modality:
visual perception accommodates better with a fixed standpoint,
albeit momentarily, than tactile perception. However, these two
items which refer to the persistence of the standpoint report ei-
ther an increasing rate of disagreement (29% and 32% respectively)
or an increasing rate of indifference in the case of touch, which at
37% is the highest score for the item. It is to be highlighted how-
ever that the same rate of indifference (25%) is obtained by looking
from both a fixed and a variable standpoint for the visual modal-
ity, even though this score is given within two different overall
response score profiles. The next group of questions is about the
perceptual clues of apparent behaviour that are ordinarily used to
understand the other agents’ intentions.

P2.1:Which part of the telenoid’s face caught your attention?
It is well known that face perception is essential in understand-

ing behaviour. This question addressed the issue of which part
was considered to be more informative, albeit implicitly, by hu-
man agents in the course of the interaction, since that the upper
and the lower part of the face seem to convey distinct information.
50% of subjects, as we have shown in Fig. 7, paid attention to the
eyes of the robot, while 37% to the whole face. It is not surprising
that subjects attend to such ameaningful clue both in everyday life
and in this setup. The attention to the whole face attests the will to
getmuch of the information, which is available in the other agents’
face as it were at the same time. It is striking that only 6% claimed
to have attended to the mouth. One of the Telenoid’s effectual fea-
ture is the lip movement which is synchronized with the sound
reproduction of the tele-operator’s voice. It is likely that for tech-
nical reasons due to the elasticity of the silicon skin on the robot
the lip movements are not so manifest to agents who interact with
the robot for the first time.

P2.2: Is the coupling between telenoid’s head motion and voice
reproduction natural-like and effective?

The range of the distribution shows that subject scores are
nearer to one another than the responses to other questions on
similar issues about the other perceptual clues. The central 50%,
as we have shown in Fig. 8, is concentrated on the positive side of
the agreement rate. Actually, 44% agree and25% strongly agree (not
shown) that this coupling is perceived as natural-like and effective.
Themedian location and the relative index of dispersion show that
the distribution is negatively skewed.

P2.3: Is the telenoid’s gaze focused on you during the interaction?
This question tries to investigate whether subjects perceived

the Telenoid’s gaze as able to be focused that is a prerequisite
of such a meaningful perceptual clue for understanding the role,
which agents can play in any interaction, as the gaze contact. If
compared to the scores of the previous question, the increased
difference between the first and the third quartile (Inter-quartile
Range) shows that the dispersion of the 50% of central rating
scores is increased with reference to the median. The figure of the
distribution is symmetrical. Actually, 18% of subjects, as we have
shown in Fig. 9, neither agree nor disagree that the gaze focus is
perceivable despite that 41% of subjects agree and 15% strongly
agree (not shown).

P2.4: How is the telenoid’s gaze affected in relation to its
behaviour?

This multi-item question, as we have shown in Fig. 10, is meant
to cover which is the effect, if any, on how the gaze of the robot
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Fig. 8. Question P2.2.
Fig. 9. Question P2.3.
Fig. 10. Question P2.4.
Fig. 11. Question P2.5.
makes it look like with respect to its general attitude towards
the interaction with human agents. The positive item of looking
like expert covers a spread range. The Inter-quartile range shows
that the 50% of the score are less dispersed with reference to the
median score in the positive ratings of agreement, besides the
scores of the last upper quartile aremore bunched than those of the
first lower quartile (14% strongly agree and 9% strongly disagree).
The distribution is positively skewed. Subjects were asked also to
claim their agreement on negative items. The acquiescence and
hostility of the Telenoid as the attitude, which could be carried
by its gaze, score a low rating of agreement. The central 50%
of responses is located below the indifference middle point, the
inter-quartile range show that they are concentrated around the
low median with negative scores bunched in the first quartile. As
to the apparent indifferent attitude of the robot, the dispersion
of the 50% ratings and the fact that the coefficient of quartile
deviation is greater than for the former two negative items could
attest that this item was not feel as much as discriminating by the
subjects.

P2.5: How much is the telenoid’s eye–head–lips coordination
consistent with discourse parsing and turn taking?

This multi-item question, as we have shown in Fig. 11, is meant
to investigate at which extent, if any, the perceived coordination
of the eye, head and lip motions of the Telenoid can be used as
a perceptual clue for discourse parsing and turn taking, which
are abilities that have been emphasized as substantive aspects
of a successful interaction also in virtual environments or verbal
interaction with artificial agents. This coordination seems to be
not very effective in acting as such a perceptual clue for these
demanding cognitive skills. 50% of the scores with reference to its
use as a signal of the beginning of the discourse is dispersed and
positively skewed. In the other item ratings, the distribution tends
to becomemore symmetrical and has virtually the same coefficient
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Fig. 12. Queston B1.1.
Fig. 13. Question B2.1.
of quartile deviation. The following questions are about the sub-
dimensions of the Believability construct.

B1.1: What makes the telenoid interact?
This multi-items question, as we have shown in Fig. 12, is

about the valence of the Telenoid as it can appear in the course of
the interaction. Intuitively, subjects are asked about whether they
perceive the Telenoid’s source of action. Does it depend on a sort
of value system, which somehow suggests it to interact? If any, is
it internal or external?

Low scores of agreements are shown by the item that the
Telenoid’s behaviour appears to depend on a sort of inner value
system according to which it could be able to tell what he likes
from what he dislikes. The central 50% is concentrated on the
lower side below the indifference middle point. Most scores have
values that are lesser than the median and greater than those of
the respondent scores of the first quartile. A similar picture is
given for the item that the Telenoid reacts to the human agent’s
behaviour on the ground of its evaluation of what happens in the
external environment. This is not such a surprising result, given the
design of the interaction and what subjects actually knew about
the Telenoid’s real working.

The item fares better in subjects’ rate of agreement that the
Telenoid reacts according to the human agent’s behaviour. The
distribution is still positively skewed and the range is more
dispersed, however 50% of the responses shift to the positive side
of the scores, data aremore bunched in the upper last quartile than
in the lower first.

The last item that the Telenoid looks like to behave in order
to give a correct answer to the human agent’s requests seems to
be felt as not discriminating, since the distribution and form of
the scores show a flattening of the frequency of responses across
the various rating modalities, with a greater coefficient of quartile
deviation. The characterization of the answer as the correct one,
which the robot is deemed to give, is taken by the subject as
requiring a more demanding and complex system of decision
making and evaluation that they know the robot cannot have.
B2.1: What is the apparent motivation of the telenoid’s interest in
the interaction?

This multi-items question, as we have shown in Fig. 13, is about
the motivation of the Telenoid’s behaviour during the interaction.
Intuitively, subjects are asked about what moves the robot in
displays interest in the requests of human agents. Subjects’ ratings
score agreement on the apparent ability of the Telenoid to pay
attention, show to be interested in and looking like competent,
notwithstanding the noticeable difference that the responses to
the latter two items show a greater range dispersion, even though
the inter-quartile range is the same. The distribution of the central
50% of responses for these three items is negatively skewed. The
responses to the item that the Telenoid shows to be motivated by
its ability to understand the human agent’s needs show a greater
frequency of scores which are lesser than the median and greater
than those of the first quartile. This result is explained by the fact
that there is an increase of the percentage of the disagreement
rating as well as of the indifference rating, though in this case it
is more moderate.

B3.1: Why does the telenoid tune its behaviour to yours?
This multi-items question, as we have shown in Fig. 14, is

about the value of the Telenoid’s behaviour under the particular
respect that it appears to tune its behaviour to human agents.
Intuitively, subjects are asked about whether they recognize an
apparent value for Telenoid to coordinate its behaviour to theirs?
If any, which is this value? The items that regard the Telenoid
to attach value to cooperate, being friendly and fair with the
human agents record a positive agreement rating. With reference
to the central 50% of score responses, the items record much more
frequent responses which have a higher score than the median.
For the item that qualifies the Telenoid as somewhat appreciating
being fair, the agreement reaches such percentages of 65% of
agree and 13% of strongly agree (percentages not shown). As to
the item that the Telenoid considers to be important to give the
most suitable answer to human agents, the range increases though
the distribution of the central 50% does not change, the lower
first quartile data become much more spread and, above all, the
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Fig. 14. Question B3.1.
Fig. 15. Question B4.1.
Fig. 16. Question B5.1.
distribution inverts the skewness, which is due to a significant
increase of indifference ratings.

B4.1: The telenoid looks like reliable if:
This multi-items question, as we have shown in Fig. 15, is about

the reliability of the Telenoid as it can be assessed in so far as
subjects can identify a yardstick to judge it on the ground of its
overt behaviour. Intuitively, subjects are asked on whose apparent
grounds they feel comfortable in attributing reliability to the robot.
Subjects incline to not give their full agreement to the fact that
the Telenoid can look reliable if it shows to feel autonomously
emotions. This does not appear to be a sensible determinant of its
behaviour and cannot count as a yardstick of reliability. The central
50% is shifted to the low ratings of agreement, the distribution
of the response scores is almost symmetrical, the lowest quartile
data are bunched. Nor do they agree that the Telenoid looks
reliable because it shows the ability to match the information
about its one’s own and human agents’ states. The items fare better
scores which propose more overt characteristics as yardsticks of
reliability such as being able to react as to satisfy the human agent
requests or to adapt its own behaviour according to the interaction
needs. The inter-quartile range decreases, the central 50% is shifted
towards more positive agreement ratings, the skewness of the
distribution is reversed.
B5.1: What does the telenoid’s behaviour look like?
Finally, this last question, as we have shown in Fig. 16, asks

subjects to rate their overall agreement on the behaviour of the
Telenoid in connection with their judgements on some social
attitude, which ordinarily can contribute to improve the way
agents interact with one another. Subjects’ responses emphasize
the enjoyable character of their experience as it can be easily
determined by the distribution of the scores to the item according
to which the behaviour of the Telenoid is funny. It is noteworthy
that this description does not hinder subjects to acknowledge
some social attitudes, which contribute in making the interaction
efficient and successful. Honesty is rated with high scores of the
agreement. The central 50% is concentrated above the middle
point and the distribution is negatively skewed. The ease of
understanding the robot’s behaviour has the same pattern of
response scores. The attitudes of sociability and efficacy have a
larger range variation, but the inter-quartile difference and the
coefficient of variation are the same as the former two items.
The same holds for the inspiring trust character of the Telenoid’s
behaviour, although the agreement scores are positively skewed.
The item about the social ability of appearing persuasive does
not score rates of agreement. 75% of the responses is below the
middle point of indifference. A plausible explanation of this score
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Table 4
List of questions on teleoperation side of interaction.

List of Questions to evaluate the part of experiments of user teleoperating the telenoid

D1: How do you evaluate the capacity to replicate the movements of the head through the Telenoid?
D2: The movements of the Telenoid transmit your intentions
D3: The movements of the Telenoid transmit your emotions
D4: The direct view of the interlocutor is effective interaction
D5: The overall vision of the environment makes the interaction effective to the interlocutor
Fig. 17. Question: D1, D2, D3.
Fig. 18. Question: D4.
may be a certain amount of ambiguity in the meaning of the
word ‘‘persuasive’’. A further clarificationmay be required to factor
the component meanings of being plausible, cogent, convincing,
impressive.

4.3. Analysis of questions on the teleoperation side of interaction

The following set of questions, aswe have shown in Table 4,was
designed to gather information on the judgement on the usability
of the Telenoid with particular reference to the connection
between the technical characteristics of the control and the
possibility of letting the Telenoid behave in such a way to
match the tele-operator’s presence in the robot’s overt behaviour
and the expectations of the users on what make the behaviour
understandable and effective.

The first multi-item question, as is shown in Fig. 17, concerns
the capability and the ease to match some intended perceptual
clues with the actual motions and aspects of the Telenoid in
order to let the human agents gain some useful information on
the ongoing interaction. The items score a sufficiently positive
agreement, which are about the ability to reproduce head
movements, which are coupled to the perceptual clues that are
retrieved in the robot’s face, and in general to visualize one’s own
intention as to the successful development of the interaction.
50% of the scores, as we have shown in Fig. 17, is above the
middle point of indifference, its distribution is not spread, andmost
frequent responses are given which are higher than the median
with overall 75% of responses which lies on the positive side of
the agreement. The item fares worse which is about the ability of
the Telenoid’s motions to visualize the tele-operator’s emotions.
Scores are shifted below the indifference point.

D4:Did you notice a delay among the voice andmotion commands
and the telenoid’s reaction?

This question D4, as we have shown in Fig. 18, means to acquire
some information about what could disturb thematching between
the tele-operator’s intentions and its visualization for the human
users during the interaction.

D5:Does the overall view of the interaction space fit your needs for
a successful interaction?

This questionD5, aswehave shown in Fig. 19, ismeant to gather
information concerning the view that the control devices allow the
whole interaction space. This question is then ideally coupled with
one of the aspect of the sense of interaction from the human agent’s
point of view, that is to say the perception of a shared environment
of the interaction. Subjects highly agree that the direct view of the
user is effective for the matching and visualization of intentions
to obtain, which is likely required for a successful interaction, and
above all for the ability of adjusting the Telenoid’s behaviour as the
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Fig. 19. Question: D5.
interaction goes along. The issue about the efficacy of the direct
view of the overall environment is not as good. The dispersion is
around themedian,which ismeasuredby the coefficient of quartile
deviation is greater, though 75% of the scores are located in the
regions of agreement or strongly agreed.

5. Discussion

Our research deals with the perceptual and social-cognitive
abilities underlying the HHI. As far as the social aspect of in-
teraction is concerned, our assumption agrees with Dauten-
hahn [23] who emphasizes that social intelligence is an essential
aspect of human intelligence. As a consequence, in order to build
human-like and believable robots it is required to take the social
intelligence into account as a fundamental prerequisite for any ar-
tificially intelligent robot. However, we try to specify further these
social-cognitive abilities in connection with the perceptual abili-
ties, which are the perceptual basis on whose ground the robot’s
behaviour can become understandable and believable. Therefore,
the issue of the sociability is restricted to how agents perceive the
apparent behaviour of the humanoid robot. The present research
abides by the fundamental assumption of the human-centred HRI,
according to which the robot has to be believable, acceptable,
comfortable to humans as well as appearing to share a common
environment with them. Since we are interested in the social ac-
ceptability of the humanoid robot in the context of an efficient
interaction, the perceptual basis of behaviour is not restricted to
the exterior aspect of the robot [24]. The Perception construct is
meant to investigate the cognitive means by which agents are able
to understand behaviour as it is displayed during the interaction.
The social-cognitive dimension of the interactionwas dealt with in
the work of [25] who emphasizes that the social–emotional intel-
ligence is a useful means for understanding the behaviour. How-
ever, this work assumes that mental social models are required
to attribute mental states to other agents, while we suggest that
any agent’s behaviour has to satisfy in a consistent and coherent
way the perceptual features and clues, which are already effective
in everyday-life ordinary contexts. This argument touches upon
the heavy debated issues of the theory of mind as an explana-
tion of the folk psychological ability of other minds reading [19].
Given that the mental states are not inferential constructs that are
derived by means of a naïve inner theory of mind. Gallese et al.
construe the experimental evidence on the so-called neurobiolog-
ical mirror system such that the conclusion is drawn that men-
tal states are attributed to other agents if their motor behaviour
corresponds to what the subject wants to do and experiences if
he/she had the same intention. Therefore, the mind reading would
amount to simulating other agents’ apparent behaviour which be-
comesmeaningful once it is as itwere transposedwithin one’s own
point of view. Graziano [26] shows how socially meaningful infor-
mation is encoded in neurons which respond selectively to move-
ments, actions of agents in a spatial multiple coordinate system
that is centred in agents’ body parts. From the overt behaviour’s
standpoint, the conclusion can be made that the spatial frames
at arm’s, limb’s, hand’s, face’s length are as many as maps for in-
tentions–actions meaning. Gallese [18] argues that recent neuro-
scientific findings point out that understanding behaviour and at-
tributing mental states is founded on a multi-level experience of
how agents’ bodies interact in a shared space. Some specified neu-
ronal systems allow social ontology and action to be mapped in
‘‘social perception’’ by which intentions of other agents are con-
veyed in the phenomenal content of perceptual behaviour. Social
cognitive mental skills allow subjects to retrieve mental contents
of others by means of the features of apparent behaviour. Calí [27]
suggests that these arguments and evidence can be construed as
implying that a direct (and not knowledge-dependent) access for
agents obtains to their shared phenomenal content of behaviour.
This access is essential to understand the intentions and actions of
other agents on the ground of the features of apparent overt be-
haviour. Some of these features can be exploited by agents as they
were a perceptual mapping of behaviour on whose ground a func-
tional equivalence between the mental states of the observer and
of other agents’ is extracted through the interaction. The main dif-
ference between agents would primarily rest on the different lo-
cations of their points of view from which a shared environment
is accessed. On this basis, our assumption is justified according to
which the perceptual appearance is notmerely the outward aspect
of the robot [24]. Rather it plays a substantive cognitive role, which
distinguishes our approach from those characterized by the oppo-
sition appearance vs. reality [25].

6. Conclusion and future works

In this paper the research aims at finding whether perceptual
and social-cognitive abilities, which underlie ordinary day-life, can
be specialized and exploited by agents in HHI contexts tomake the
interaction natural-like and effective. The assumption was made
that the perceptual indicators and the social cognitive abilities
constitute a sort of implicit specialized competence which con-
tributes to a successful interaction with humanoid robots. Then,
the specification of the perceptual and the social cognitive indica-
tors for interaction can provide a principled approach for the study
of the cognitive characteristics of HHI and pave the way for ex-
ploiting the potentiality of these clues to improve the naturalness
and efficacy of interaction with robots in the future. This research
abides by the view that the sense of ‘‘togetherness’’ between per-
sons and Humanoid considered as Robot Agent is ‘‘inherently so-
cial’’ and is highly connected with the concepts of particular be-
haviour defined ‘‘sensible’’ because [4] capable to express cognitive
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functionality. We built two constructs able to cover these percep-
tions and social-cognitive indicators in order to transpose some of
these cognitive dimensions of ordinary everyday life and to em-
bed them in a controlled interaction set up. By administering a
questionnaire we wanted to discover whether and at which ex-
tent some clues of these dimensions contribute to the originating
of the intentions and meanings of a humanoid’s behaviour pro-
vided which should be prepared to make it look like consistent
and coherent from the human agent’s point of view with whom
interaction occurs. The humanoid robot Telenoid was used be-
cause its technical and apparent characteristics make it suitable
to carry out our research. According to the present stage of our
research, this study is to be sure still exploratory. Nevertheless,
some findings emergewhich emphasize the role played by the per-
ceptual and social-cognitive clues in making the interaction ac-
ceptable and efficient in task driven contexts. We found that the
sensation of sharing a common environment is of essential impor-
tance to the view that interaction occurs in a space in which hu-
man and humanoid agents are on a par. In this interaction space
each participant selected his/her own distance in order to exploit
usual perceptual clues to read off the meaning of interaction from
apparent behaviour. We found that such clues provided by face,
gaze, eye–head–voice coordination are perceived as meaningful
by human agents, even though they are not sufficient to trans-
pose a demanding task such as for instance discourse parsing.
The present research does not restrict the study of the perceptual
basis of interaction to the outward appearance of the robot.
Accordingly, the sub-dimensions of the Believability have been
investigated and so far chosen as they are displayed in an ap-
parent behaviour. Notwithstanding a full interpretation of all the
results for the Believability items may require further clarifica-
tion. An important result is that subjects significantly inclined to
perceive the Telenoid as cooperative and competent event though
this favourableness seems to be not associated with the use of a
clear cut yardstick to assess the reliability of the robot. Further re-
search is needed to take into account a different characterization
of the various meaning such a yardstick may assume, its robust-
ness across various tasks and distinct interaction contexts as well
as in experimental conditionswhere subjects do not actually know
how the Telenoid really works. The design of conditions which
allow a longitudinal study of subjects’ responses may be further
needed. Though exploratory this research stage may be, evidence
can be found that subjects who are involved in experiments with
the robot do not seem to need such a strong yardstick, at least inso-
far as it is intended as an external standard to assess the reliability
of the robot that would compel the attribution to the humanoid
robot of an inner determinant for its behaviour. Provided that per-
ception and social-cognitive clues are consistent and fit the inter-
action task, subjects favourably inclined to accept the humanoid’s
behaviour as tuned to their requests, albeit within the bounds of
our controlled interaction, and motivated by the commitment to
satisfy their requests. It is sufficient that the Telenoid shows to be
able at a certain degree to satisfy the human agent requests and
to adapt its own behaviour according to the interaction needs. The
Telenoid also appears to embody such valuable traits as being in-
terested, friendly, fair and in taking care of subjects, which help in
making the task driven interaction successful. It is to be noted that
more demanding clues seem to be not supported by current Te-
lenoid’s apparent behaviour. The questionnaire, which was mod-
elled after the constructs sub-dimensions, is reliable and internally
consistent. The complete descriptive ordinal analysis of subjects’
responses allows to obtain a high degree of favourableness and ac-
quaintance capability of subjects to the humanoid. This prelimi-
nary research could be a first step to build a scale to assess the
nature and efficacy of interaction with humanoid robots either
in free spontaneous or in task driven contexts. Future research
is needed to analyse whether item responses cluster within and
across constructs, whether the constructs sub-dimensions could
form a cognitive continuum or are instead two distinct cognitive
scaffolds for interaction, whether all the features which are sym-
bolized by the perceptual and social-cognitive clues reinforce mu-
tually ormay also come into conflictwith one another. Caution is in
order when the intent of constructing a scale is concerned, hence a
further experimental probe of the balance, validity and face value
meaning of the constructs is required. This exploratory descriptive
analysis can provide a starting point for future research in the field.
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