










310 Chapter 19 

relations to other concepts and to things that it does or does not make sense to do 
and say. In the current context, our concepts of life and death, and the deliberate 
taking-or conscious sacrificing-of human life, are intimately connected to our sense 
of the unique value of each individual human life, the appropriateness of grieVing for 
the dead, and the possibility of feeling remorse for one's deeds (Gaita 1990). They are 
also crucially connected to the forms that grief, remorse, and the recognition of the . 
individuality of others can take. That is to say, in order to be able to make sense of 
claims about the life and death of moral persons, we must make reference to the 
corttexts in which it would make sense to make similar claims, and to the various 
ways in which we might distinguish in ptactice between subtly different claims (for 
instance, about grief, remorse, or regret) and between appropriate and inappropriate 
uses of relevant concepts, We need to have access to the distinction between serious 
claims, which both express and implicate the authority of the utterer, and claims made 
in jest, in passing, or in other distorted and derivative registers. This will, in tum,

require paying detailed attention to things like the tone of voice in which it would 
be appropriate to make a particular claim, the emotions it would express and presup
pose, and the facial expressions and demeanor that we would expect of someone 
making such a claim. In short, it will require paying attention to the subtle details of 
our shared moral life. 

When it comes to the question as to whether or not it might ever be reasonable 
for us to experience a moral dilemma when forced to make a choice between the life 
of a person and a machine,· then, we must think not just about-what we would 
ordinarily understand to be-the philosophical quality of arguments in favor of the 
moral standing of machines, but also about what would be involved in seriously 
asserting�the various claims therein in more familiar everyday contexts. I am inclined 
to believe that this makes the burden of the argument that machines could be persons 
that much heavier. It also suggests that before machines can become persons they will 

need to become much more like human beings, in the sense_ of being capable of a 
much richer, subtler, and more complex range of relationships than was involved in 
the original Turing Test for intelligence.9 

19.7 The Limits of Human Understanding? 

Some readers will undoubtedly balk at the manner in which my discussion has linked 
the question of the moral standing of machines, and other nonhuman entities, to the 
ways in which we ffiight acknowledge and recognize such standing. Surely, it is pos
sible that human beings could just be inclined toward something akin to �acism, such 
that our failure to recognize the moral.personality_of intelligent machines might reflect 
only our own bigotry and limitations, rather than any truth about the qualities (or 
lack thereof) of machines? 
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I am confident that at least one common form of this objection is misguided. I 
have not claimed here that the moral standing of machines depends upon our actu
ally, in fact, recognizing them as having moral standing. Indeed, I have deliberately 
allowed for the possibility that contingent human responses to intelligent machines 
might diverge from the responses that we should have toward them. Instead, my 
argument has rather concerned the conceptual possibility of recognizing machines as 
persons: I have suggested that the issue of the moral standing of machines cannot be 
divorced from the question of the proper conditions of application of the only con
�epts that we possess that might allow us to recognize "machine persons." Any con
clusions that we wish to draw about whether or nOt machines might be persons or 
what would be required for them to become persons must be drawn from this fact, 
rather than from claims about empirical human psychology. 

It may still seem that this concedes too much to a destructive relativism by leaving 
open the possibility that there might be machines with moral standing that we simply 
could not recognize as such. Whether this is the case or not-and whether it would 
reflect a deficit in the argument if it did-will depend.upon what we can legitimately 
expect from a philosophical argument and from the reasoning of necessarily contin
gent and embodied creatures such as ourselves. This is a much larger.question than I 
can hope to settle here. In the current context, I must settle for the observation that 
the idea that we might be ultimately limited in our ability to believe seriously some 
of the things that We can imagine, seems no less. implausible than the idea that we 
could reach reliable conclusions through arguments that deploy concepts in the 
absence of the judgments that give them their sense. 

19.8 Thinking Seriously about Machines ... 

The larger argument I have·made here insists that it is essential to distinguish between 
what we can mean seriously and what we can merely say when we begin trying to 
extend the application of our concepts in the course of philosophical arguments. In 
particular, claims that we can make, and appear to understand, in an academic or 
philosophical context may prove to be much more problematic once we start to think 
about what it would mean to assert them in more familiar (and important!) circum
stances, such as in the context of a practical dilemma. 

There are powerful cultural and institutional forces at work in the academy today
and at the intersectioil between the academy and the broader society-which discour
age paying attention to this distinction. It is easier to win a government grant if orie 
promises extraordinary things rather than admit that one's contributions to the prog
ress of science are likely to be marginal and incremental. Similarly, it is easier to attract 
media attention, which itself helps attract grant money, if one describes one's research 
results as heralding a revolti.tion or if one predicts discoveries or outcomes that accord 








