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Monash University

ABSTRACT
A novel advantage of the use of machine learning (ML) systems in medicine is their potential 
to continue learning from new data after implementation in clinical practice. To date, 
considerations of the ethical questions raised by the design and use of adaptive machine 
learning systems in medicine have, for the most part, been confined to discussion of the 
so-called “update problem,” which concerns how regulators should approach systems whose 
performance and parameters continue to change even after they have received regulatory 
approval. In this paper, we draw attention to a prior ethical question: whether the continuous 
learning that will occur in such systems after their initial deployment should be classified, and 
regulated, as medical research? We argue that there is a strong prima facie case that the use 
of continuous learning in medical ML systems should be categorized, and regulated, as 
research and that individuals whose treatment involves such systems should be treated as 
research subjects.

INTRODUCTION

Machine learning has the potential to generate exciting 
advances in medicine. It also raises many ethical issues 
(Char, Shah, and Magnus 2018; Grote and Berens 
2020; Sparrow and Hatherley 2019; Svensson and 
Jotterand 2022; Vayena, Blasimme, and Cohen 2018). 
In this paper we identify an ethical—and regulatory—
question regarding the use of adaptive machine learn-
ing in medicine that has not, to our knowledge, 
previously been discussed. An advantage of the use of 
machine learning (ML) systems in medicine is their 
potential to continue learning from data gathered in 
clinical practice. To date, considerations of the ethical 
questions raised by the use of adaptive machine learn-
ing systems in medicine have, for the most part, been 
confined to discussion of the “update problem,” which 
concerns how regulators should approach systems 
whose performance and parameters continue to change 
even after they have received regulatory approval. We 
draw attention to a prior ethical question: whether the 
continuous learning that will occur in such systems 
after their initial deployment should be classified, and 
regulated, as medical research? We argue that there is 
a strong prima facie case that the use of continuous 

learning in medical ML systems should be categorized 
as research and that individuals whose treatment 
involves such systems should be regarded as research 
subjects. We also discuss some implications of, and 
possible responses to, this conclusion.

ADAPTIVE MACHINE LEARNING IN MEDICINE

Machine learning is a subdiscipline of Artificial 
Intelligence (AI) research that “addresses the question 
of how to build computers that improve automatically 
through experience” (Jordan and Mitchell 2015, 255). 
It is widely believed that ML has the potential to rev-
olutionize medicine (Esteva et  al. 2019; Rajkomar, 
Dean, and Kohane 2019; Rajpurkar et  al. 2022; 
Sparrow and Hatherley 2020). ML systems are being 
developed for a diverse range of clinical tasks, includ-
ing diagnosis, prognostication, and patient monitor-
ing. They are being pursued with especial vigor in 
radiology, pathology, and oncology, which make 
extensive use of medical imaging technologies 
(Rajkomar, Dean, and Kohane 2019). The pace of reg-
ulatory approvals for such devices has accelerated sig-
nificantly in recent years (Lyell et  al. 2021).
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ML for medical use can be divided into two 
kinds—“locked” and “adaptive” systems. Locked sys-
tems have parameters and functions that are fixed 
prior to their clinical application: they “provide the 
same result each time the same input is provided” 
[Food and Drug Administration (FDA) 2019, 5]. 
Recently, however, researchers have become increas-
ingly interested in the use of “adaptive” ML systems in 
medicine (Li et al. 2023; Vokinger, Feuerriegel, and 
Kesselheim 2021). An adaptive ML system has the 
capacity to change and improve in performance over 
time through exposure to the new data that it gathers 
after it is deployed and as it is used in practice: it 
engages in “continuous learning”. We shall refer to 
such (Medical) Adaptive Machine Learning System(s) 
as “MAMLS.”

A virtue of MAMLS is that they can be progres-
sively “tuned” to the physiology of an individual 
patient or to patient demographics at a clinical site.1 
ML is already being combined with a variety of other 
emerging technologies (e.g. wearables, implantables, 
and microfluidics) to develop forms of “precision 
medicine” based on the data of particular individu-
als. For instance, ML-enabled devices are being 
investigated for personalized monitoring and detec-
tion of hypoglycemic events in diabetic patients 
(Porumb et  al. 2020), for personalized detection of 
ventricular arrythmias (Jia et  al. 2020), and to pre-
dict seizures in patients with drug resistant epilepsy 
(Cook et  al. 2013; Pinto et  al. 2021). Permitting such 
devices to learn continuously would allow them to 
adjust to changes in the patient’s condition over their 
lifetime and might also make it easier to personalize 
them to patients in the first place. MAMLS could 
also be applied to improve knowledge of, and out-
comes at, particular sites or institutions, by training 
them on data collected from the relevant cohort 
(Ong et  al. 2021). For instance, they might be used 
to predict which patients might require readmission 
within some period if they are discharged from a 
particular hospital, or to identify individuals at high 
risk of suffering a heart-attack within a particular 
community (Yu et  al. 2015).

1 Our argument below implies that individuals whose treatment involves 
such devices should be understood to be primarily research subjects 
rather than patients. However, for ease of expression in what follows 
we will continue to refer to them as patients until we have presented 
the argument for this conclusion. Similarly, in what follows, we shall 
refer to MAMLS as being used in the “treatment” of patients although 
in many cases such systems are likely to be used primarily for diagno-
sis or prognosis: this usage is justified by the fact that the (for instance) 
diagnostic use of MAMLS will inevitably play an important role in 
shaping the course of the patient’s treatment.

THE UPDATE PROBLEM

Discussion of the ethical challenges associated with 
adaptive ML systems has centered around what Babic 
and coauthors (2019) refer to as the “update problem.” 
Existing regulatory processes for medical products are 
ill-suited for regulating the manufacture and use of 
devices, such as MAMLS, the operations, and capaci-
ties, of which may change over time in the course of 
their clinical use. Left to continue learning 
post-deployment, MAMLS may adopt erroneous asso-
ciations from new data that could jeopardize patient 
health. Indeed, adaptive medical ML systems are sus-
ceptible to the phenomenon of “catastrophic forget-
ting,” in which a model completely overwrites itself 
during an update (Kirkpatrick et  al. 2017; van de Ven 
and Tolias 2019). For this reason, regulatory approvals 
of medical ML have, for the most part, been restricted 
to locked systems.

The US Food and Drug Administration (FDA) 
grappled with the update problem in its 2019 Proposed 
Regulatory Framework for Modifications to ML-Based 
Software as a Medical Device (SaMD) and subsequent 
Artificial Intelligence/Machine Learning (AI/ML)-Based 
Software as a Medical Device Action Plan (FDA 2021). 
Under the FDA’s proposed framework, manufacturers 
would be required to submit Algorithmic Change 
Protocols (ACPs) for review, as part of their applica-
tion for pre-market approval of any medical AI 
device.2 The function of ACPs is to delineate how an 
AI can be expected to change and learn over time, 
and how manufacturers plan to mitigate the risks 
associated with these changes.

The FDA’s proposal has itself been subject to criti-
cism on a number of grounds (Babic et  al. 2019; 
Gerke et  al. 2020). In particular, the FDA offers little 
information as to how they propose to monitor the 
performance and use of these systems post-deployment: 
the FDA even suggests that such monitoring be per-
formed by the manufacturers themselves. We are sym-
pathetic to many of these criticisms. However, we 
believe that there is an important prior ethical and 
regulatory question, which has so far received little 
attention: whether the post-deployment learning that 
will proceed in these systems should be classified, and 
regulated, as medical research?3

2 The FDA document Clinical Decision Support Software: Guidance for 
Industry and Food and Drug Administration Staff (FDA 2022) is also 
relevant here insofar as it provides guidance as to the scope of FDA 
regulation of Clinical Decision Support Software as a medical device.

3 The nearest thing to a discussion of this question that we have been 
able to identify in the literature is a discussion of what appropriate 
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THE MORAL SIGNIFICANCE OF THE 
DISTINCTION BETWEEN CLINICAL PRACTICE 
AND RESEARCH

Medical activities are traditionally categorized as either 
clinical practice or clinical research. According to the 
authoritative Belmont Report, clinical practice

refers to interventions that are designed solely to 
enhance the wellbeing of an individual patient or cli-
ent and that have a reasonable expectation of success. 
The purpose of medical or behavioral practice is to 
provide diagnosis, preventive treatment or therapy to 
particular individuals [National Commission for the 
Protection of Human Subjects of Biomedical and 
Behavioral Research (NCPHSBBR) 1978: Part A].

By contrast, “research”

designates an activity designed to test an hypothesis, 
permit conclusions to be drawn, and thereby to 
develop or contribute to generalizable knowledge 
(expressed, for example, in theories, principles, and 
statements of relationships). [NCPHSBBR 1978: Part 
A; see Council for International Organizations of 
Medical Sciences (CIOMS) 2016, xii].

This difference between the purposes of clinical 
research and clinical practice explains why this dis-
tinction is morally significant. Undertaking an activity 
aimed at developing generalizable medical knowledge 
involves adopting a role the governing values of which 
differ significantly from the values that govern the 
role of a medical doctor in clinical practice (Churchill 
1980; Litton and Miller 2005; Oakley 2019). Indeed, 
the pursuit of knowledge sometimes requires individ-
uals who are both physicians and clinical researchers 
to act in ways that they would not if motivated by a 
concern for—and that are perhaps even contrary to—
the best interests of their own patients.4

It is precisely because the purpose of research is 
something other than the best interests of the research 
subject that such activity requires ethical oversight by, 
for example, an Institutional Research Board (IRB) 
(NCPHSBBR 1978: Part A). Research can often gener-
ate risks and non-clinical burdens to research subjects 
that are not compensated for by expected clinical 

oversight of clinical decision support systems might look like (Evans 
and Whicher 2018). However, this paper does not discuss the issues 
associated with continuous learning with which we are concerned here.

4 For example, it is important for physician-researchers to avoid com-
promising the scientific integrity of a clinical trial through ‘selection 
bias’, by selectively enrolling their own patient in a clinical trial likely 
to benefit that patient despite the fact that the patient does not meet 
the inclusion criteria of the study.

benefits. The nature and dynamics of the relationship 
between researchers and researcher subjects differ 
from those between clinicians and patients. The ben-
efits and burdens associated with research can also be, 
and often historically have been, distributed unequally 
and inequitably. For all these reasons, the conduct of 
research deserves especial ethical scrutiny and the 
classification of an activity as medical research rather 
than clinical practice brings into play a distinct schema 
of intuitions, institutions, and regulations.

IS CONTINUOUS LEARNING “RESEARCH”?

There has been a flurry of interest in the last 5 years 
in research governance of activities in biomedicine 
involving AI and the ethical issues that arise in the 
course of them (See, for instance: Angus 2020; Cruz 
Rivera et  al. 2020; Genin and Grote 2021; Grote 2022; 
Liu et  al. 2020; Park et  al. 2020; Topol 2020). Writing 
in this journal, Melissa McCradden and coauthors 
have recently put forward a research ethics framework 
for the clinical evaluation of medical ML systems 
(McCradden et  al. 2022; see also McCradden, 
Stephenson, and Anderson 2020).5 Although 
McCradden and coauthors’ research ethics framework 
provides support for our argument here, insofar as it 
assumes that the initial training of ML systems should 
be understood as research, their primary focus is on 
the question of whether human efforts to clinically 
validate ML systems should be classified as research 
and how they should be regulated. Our concern is 
quite different and relates to how we should under-
stand the learning that goes on in—or, better, via—the 
ML system itself as it continues to gather data and 
refine its algorithm or model as people use it.

Prima facie grounds for thinking that this activity 
should be understood, and regulated, as research is 
provided by the fact that the post-deployment pro-
cesses of adaptive learning in such systems are essen-
tially the same as the processes involved in training 
them in the first place, which, as McCradden et  al. 
argue, should be categorized as research (McCradden, 

5 Their framework consists of three phases. First, the exploratory ML 
research phase involves applying ML techniques to retrospective data-
sets with the aim of developing models that can identify and predict 
health-related patterns and events. Second, the silent evaluation phase 
involves the non-interventional evaluation of a model’s performance on 
prospective data in a real-world clinical setting. Third, the prospective 
clinical evaluation phase involves the evaluation of an ML model’s 
influence upon patient health outcomes in a real-world clinical envi-
ronment through observational, quasi-interventional, and/or interven-
tional studies, with the aim of determining whether using an ML 
system generates superior outcomes to an existing standard of care.
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Stephenson, and Anderson 2020; McCradden et  al. 
2022). If collecting and using medical data to train a 
model is research, then continuing to collect data gen-
erated during the application of the MAMLS in clini-
cal practice and training the model on that data 
should also be considered research. Moreover, there is 
a clear sense in which the continuous learning of an 
MAMLS is “an activity designed to test a hypothesis” 
and to “permit conclusions to be drawn”: the patient’s 
data is not being used solely to inform his/her treat-
ment; it is also being used to refine the model upon 
which the MAMLS relies. In most cases, although the 
patient stands to benefit from using a system informed 
by machine learning, they would get the same benefit 
out of a system that did not use their data to facilitate 
continuous learning. The aim of the continuous learn-
ing is therefore to produce generalizable knowledge, 
which might benefit other patients in the future, rather 
than to serve the best interests of the particular 
patient.

Granted, it can be difficult to identify the hypoth-
eses that ML systems are testing as they gather more 
data or the improvement in understanding of the 
world that is achieved when they revise their algo-
rithms or models, especially where the systems are 
essentially “black boxes” by virtue of the involve-
ment of deep learning (Burrell 2016). The difficulty 
in doing so is one reason to be cautious about the 
use of such systems. The popular, and influential, 
demand that AI should be “explainable” is justified, 
in part, by the concern that unless we understand 
how and why systems are producing the outputs 
they do, we will not be justified in relying on them 
(Shortliffe and Sepúlveda 2018; Vayena, Blasimme, 
and Cohen 2018). This demand is also revealing, we 
believe, insofar as it implies that AI—including 
ML—systems generate and contain knowledge about 
the world, albeit in a form that can be hard for 
human beings to access (Bjerring and Busch 2021, 
349–351). Indeed, the very description of what goes 
on in ML systems as machine learning implies that 
such machines produce knowledge about the world. 
The process whereby ML systems develop and 
expand this knowledge is, prima facie, a continua-
tion of a program of research initiated by the 
designers of the MAMLS.

There is an important class of exceptions to this 
claim, which consists in those devices wherein con-
tinuous learning is used to personalize a device to an 
individual over an extended period. For instance, 
continuous learning might be employed in implant-
able medical devices to predict the onset of epileptic 
seizures or ventricular arrythmias in a particular 

patient and to revise and refine the capacity to do so 
over the life-course of that patient. In such cases, it 
is plausible to hold that the aim of the continuous 
learning is to serve the interests of the individual 
patient and that the use of the MAMLS would there-
fore constitute clinical practice—or perhaps quality 
improvement—rather than research: there would be 
no attempt to discover generalizable knowledge. In 
order to remain securely within this category though, 
it must not be the case that the results of the contin-
uous learning are also used to improve the function-
ing of systems used by people elsewhere or in the 
future. This would, for instance, exclude devices that 
contribute to “federated learning” for the sake of 
improving other, or future, devices (Rieke et  al. 2020).

Another reason for thinking that continuous learn-
ing is research is that individuals engaging with 
MAMLS will be entering into a morally significant 
relationship with people who are not directly involved 
in their care. The goal of the designers of the sys-
tem—or of those overseeing the continuous learning—
is to improve the model of the world instantiated in 
the ML system, rather than to treat or diagnose the 
individual patient, and the user is being enlisted in 
this project.

These relationships generate moral hazards (Rowell 
and Connelly 2012). That is, they create a situation in 
which one party (the researcher) has incentives to dis-
regard risks that they impose on another (the patient/
subject).

Manufacturers of MAMLS have a financial interest 
in their products improving via continuous learning. 
The more people use their product, the better it will 
get. There is, therefore, a risk that researchers will 
encourage patients to use an MAMLS when it is not 
clinically indicated, for the sake of being able to use 
their data to train the MAMLS. This may be espe-
cially tempting where a patient is from a rare demo-
graphic or has an unusual disease progression and/or 
set of symptoms, such that their data would be espe-
cially useful for training the system. This risk is argu-
ably higher with ML systems than with other medical 
products due to the larger role played by “network 
effects” (Katz and Shapiro 1985) in the market for the 
former. Particularly when a MAMLS is first being 
deployed, then, designers and manufacturers have a 
powerful incentive to try to increase the number of 
people using it.

Conversely, the goal of improving the performance 
of the MAMLS via continuous learning may some-
times be served by excluding particular patients, or 
classes of patients, from using the system even if they 
might stand to benefit from doing so. More generally, 
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as with medical research elsewhere, the pursuit of 
generalizable knowledge via continuous learning may 
require acting in ways that are not in the best inter-
ests of the individual patient.

It might be objected that the continuous learning 
of MAMLS—or at least continuous learning that will 
only lead to changes that the FDA is willing to 
approve—does not generate risk of harms to patients 
and that, for this reason, there is no need to ensure 
that patients are protected by being classified as 
research subjects.

However, this objection neglects the fact that the 
presence of risk is not the only grounds for distin-
guishing research from clinical practice: the nature of 
the relationship between the researcher and the 
research subject also matters. For instance, where a 
clinician is required to have the best interests of the 
patient at the forefront of their mind, it is appropriate 
for the researcher to be primarily motivated by the 
desire to generate new findings. The different roles of 
clinicians and researchers mean that there are differ-
ent characteristic virtues and vices associated with 
these roles: it also means that the relations between 
clinicians and patients and researchers and research 
subjects tend to flourish or go wrong in different ways 
(Oakley 2019).

Moreover, the claim that continuous learning does 
not involve risk to patients is false. As we noted above, 
“continuous learning” does not necessarily mean con-
tinuous improvement: there is a chance that MAMLS 
may learn erroneous—and therefore dangerous—asso-
ciations in the course of this learning. Even if it is 
possible to be confident that the performance of the 
MAMLS will evolve only as stipulated in the 
(approved) APC, the existence of risk is why there is 
an APC, and risk management plan, in the first place. 
It would be disingenuous to suggest that the fact that 
efforts had been taken to reduce the risk meant that 
there was not a risk.

Indeed, the mere fact that the operations of these 
systems will change as they learn does generate risks 
to those whose care is impacted by their use. 
Clinicians’ understanding of how the system operates, 
acquired when they first encounter the system, and 
how the system actually operates may come apart 
over time as the system continues to evolve in 
response to data gathered in the course of its use, 
which in turn may lead to medical errors (Hatherley, 
Sparrow, and Howard 2022). This risk is especially 
high if the ML is a “black box”—if the details of its 
internal operations are not available to users—and 
remains even if the performance of the MAMLS itself 
only improves as it accumulates more data. For 

instance, if clinicians do not understand the extent of 
this improvement, they may over-trust or under-trust 
the outputs of the MAMLS, at the expense of the best 
interests of their patients.

Finally, the use of MAMLS, as opposed to ML sys-
tems that do not engage in continuous learning, may 
generate extra clinical, and non-clinical, burdens for 
patients. For instance, doctors or administrators will 
often need to collect information about patients and 
their health outcomes in order to provide and/or label 
new data to facilitate the MAMLS’ continuous learn-
ing. The collection and storage of this data may pose 
an extra risk to the privacy of patients (Price and 
Cohen 2019). Facilitating the system’s continuous 
learning may also require that patients undergo tests 
and examinations beyond that which would typically 
be required to serve their individual medical interests, 
which may expose them to risk of iatrogenic harms 
(for instance, as a result of the generation of inciden-
tal findings); it may also require them to attend clinic, 
or even incur extra expenses, where they would not 
otherwise need to do so. We acknowledge that this 
concern is somewhat speculative, but deny that it is 
excessively so: it is hardly unprecedented for research-
ers to require that research subjects undergo extra 
tests or procedures for the sake of gathering data for 
research purposes.

Both separately and together, these considerations 
establish a strong case that the use of MAMLS is 
research rather than treatment, by virtue of the con-
tinuous learning that will go on in these systems, and 
that the individuals whose data is being used to 
improve these systems are research subjects rather 
than patients.

AN ALTERNATIVE FRAMING? LEARNING 
HEALTHCARE SYSTEMS

As we discuss further below, acknowledging that the 
post-deployment training that occurs in MAMLS is 
research would have large ramifications for how the 
use of these systems would need to be regulated. For 
this reason, manufacturers of MAMLS, as well as cli-
nicians who are keen to use them, have a strong 
incentive to resist the classification of the use of 
MAMLS as research. Moreover, both the distinction 
between research and clinical practice, and the ethical 
significance of this distinction, are more-and-more 
contested as a result of increasing awareness of the 
ways in which existing and emerging technologies and 
institutional practices elide or blur the line between 
them (Kass et  al. 2013). In particular, some authors 
now defend the pursuit of knowledge in the context 
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of “learning healthcare systems”, or—more narrowly—
quality improvement, and/or surgical innovation, and 
argue that such should not be categorized as “research”. 
In this section we therefore consider whether MAMLS 
might be better conceptualized via one of these alter-
native framings.

According to the Institute of Medicine, a learning 
healthcare system (LHCS) is one “in which knowledge 
generation is so embedded into the core of the prac-
tice of medicine that it is a natural outgrowth and 
product of the healthcare delivery process and leads 
to continual improvement in care” (Olsen, Aisner, and 
McGinnis 2007).

In a LHCS framework, a “learning activity” “(1) 
involves the delivery of health care services or uses 
individual health information, and (2) has a targeted 
objective of learning how to improve clinical practice 
or the value, quality, or efficiency of the systems, 
institutions, and modalities through which health care 
services are provided” (Faden et  al. 2013, S19). This 
broad category includes clinical activities that lie in 
between the traditional categories of clinical research 
and clinical practice, such as quality assurance and 
improvement, auditing, and surgical innovation. 
According to Faden et  al. (2013), the need for 
third-party ethical oversight should be evaluated on 
the basis of the risks and benefits of the learning 
activity in question, rather than the classification of 
the activity as either “research” or “practice” (See also 
Kass et  al. 2013).

It might therefore be suggested that the continuous 
learning that occurs in MAMLS should be adduced to 
the idea a learning healthcare system (LHCS). Where 
MAMLS train continuously on the data of an individ-
ual user with the sole purpose of improving outcomes 
for that user—and that user alone—then it may well 
be appropriate to view these as an instance of a learn-
ing healthcare system and, more specifically, as a form 
of quality improvement (see below). However, as we 
have observed, many MAMLS will learn for the sake 
of improving the treatment of other patients by refin-
ing the model instantiated in the ML system. That is, it 
is the generalizable knowledge encoded in the model 
that allows the MAMLS to serve the interests of 
patients: the purpose of continuous learning is the 
pursuit of this generalizable knowledge. Again, we 
would emphasize that if the initial training of an ML 
system counts as research, as McCradden et  al. sug-
gest (and we agree), then further training of the sys-
tem after it is deployed should also be classified as 
research.

In any case, classifying the use of MAMLS as a 
learning activity would do little to resolve all the 

problems with their use that we highlight here. A 
number of authors have argued that, in at least some 
contexts, learning activities themselves should be gov-
erned by research protocols, or something similar, 
especially when participation in the activity places 
extra burdens on patients (Finkelstein et  al. 2015; 
Largent, Miller, and Joffe 2013). We have suggested 
that this will often be the case with MAMLS. Second, 
as Brody and Miller (2013) have argued, even under 
a LHCS framework, it remains important to pay 
attention to the distinction between research and 
clinical practice in order to protect patient-subjects 
from exploitation or manipulation, since the activities 
associated with each entail significantly different rela-
tionships between patient-subjects and clinician- 
investigators. Again, we have suggested that the rela-
tionship between the designer of a MAMLS and the 
user differs significantly from that between clinician 
and patient. Finally, though it is possible that classi-
fying the use of adaptive ML as a learning activity 
would reduce the administrative burden involved in 
using MAMLS, it does not resolve the problem that, 
as we discuss further below, such systems will some-
times impose burdens on particular patients, or 
classes of patients, that will be difficult to justify 
given the likelihood that a consequence of the con-
tinuous learning will be that the patient, or people 
relevantly like them, will actually get worse treatment 
in the future.

Quality Improvement?

One set of practices that sit with the broader category 
of learning healthcare systems are those associated 
with “quality improvement” (QI). QI refers to “system-
atic, data guided activities designed to bring about 
immediate, positive changes in the delivery of health 
care in particular settings” (Baily et  al. 2006, S5). 
Unlike research, QI does not seek to produce general-
izable findings. For this reason, QI activities are often 
understood to occupy a methodological and ethical 
“grey zone” between research and clinical practice. In 
many institutional contexts, classifying an activity as 
QI enables clinician-investigators to bypass research 
oversight mechanisms in order to carry out 
research-adjacent tasks more easily. It might therefore 
be suggested that MAMLS should be understood 
through the lens of a quality improvement framework.

However, again, except in the special case where a 
MAMLS is intended to train on the data of a single 
patient for the sake of improving that individual’s 
care, the learning that occurs as a result of the con-
tinuing refinement of the model instantiated in the 
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MAMLS is both more fraught in terms of risk and 
more generalizable than that which occurs in QI. In 
some cases, the learning that goes on in MAMLS will 
help shape the treatment of all the patients that engage 
with it, or a similar system, in the future. Admittedly, 
where adaptive learning is used to train a system on 
data from a particular site, or cohort of patients, in 
order to improve their care, a QI improvement frame-
work looks more plausible. However, even in these 
cases, the use of adaptive learning entails some risk as 
well as ethically significant changes in the relation-
ships between patient-subjects and clinician- 
investigators that we ignore at our (and the users) 
peril. For this reason, we believe that any broad clas-
sification of the use of MAMLS as QI rather than 
research should be strenuously resisted.

Surgical Innovation?

Finally, it might be suggested that the use of MAMLS 
could be understood as analogous to the practice of 
surgical innovation. Surgical innovation is also typi-
cally understood to occupy a “grey area” between clin-
ical research and clinical practice (Rogers, Hutchison, 
and McNair 2019). Specifically, surgical innovation is 
distinguished from clinical research on the grounds 
that the goal of surgical innovation is to provide bet-
ter outcomes to individual patients, rather than to 
produce generalizable knowledge. Surgical exceptional-
ism is further defended on the grounds that random-
ized controlled trials and standard IRB oversight of 
surgical innovations generate serious ethical concerns. 
For instance, in order to generate a control group in 
a surgical trial, some patients may need to receive 
“sham” surgeries. Surgical innovations also typically 
lack clinical equipoise (Angelos 2010). Furthermore, 
randomized controlled trials of surgical innovation  
are often held to be methodologically impractical due 
to challenges associated with small sample sizes,  
measuring surgical outcomes, and standardizing pro-
cedures (Angelos 2010; Broekman, Carrière, and 
Bredenoord 2016).

However, few, if any, of these reasons for exempting 
surgical innovation from the category of research 
apply to MAMLS. First, as noted earlier, although 
using MAMLS is likely to contribute to patient care, 
the use of these systems also produces generalizable 
knowledge insofar as “continuous learning” involves 
improving the model instantiated in the MAMLS in 
order to benefit other users. Second, while it may be 
reasonable to expect—or at least hope—that an inno-
vative surgery will provide benefits to the particular 
patient compared to the existing standard of surgical 

care, in the vast majority of cases the use of a patient’s 
data for continuous learning does not offer them a 
clear benefit relative to a “locked” system. Nor do 
randomized controlled trials of MAMLS generate 
methodological and ethical concerns analogous to 
those generated by surgical innovation. Thus, the eth-
ical obstacles used to justify “surgical exceptionalism” 
cannot be used to justify rejecting the claim that using 
MAMLS ought to be classified as research.

IF MAMLS ARE RESEARCH…

The conclusion that the process whereby MAMLS 
learn from data gathered during their use should be 
conceptualized as research is disconcerting for a num-
ber of reasons.

First, it implies that the use of these systems should 
be regulated by the institutions, and under the legisla-
tive and regulatory frameworks, that exist to protect 
the interests of human research subjects. In particular, 
as with other medical research, it should be subject to 
scrutiny by IRBs, or the local equivalents thereof. As 
the Belmont Report suggests,

the general rule is that if there is any element of 
research in an activity, that activity should undergo 
review for the protection of human subjects 
(NCPHSBBR 1978: Part A).

IRBs are the mechanisms that most nations have set-
tled on to scrutinize and thereby regulate medical 
research in order to protect human subjects and so if 
the use of MAMLS is medical research then it will fall 
under their purview as per other research involving 
ML (McCradden et  al. 2022). This may impose signif-
icant administrative burdens on clinicians and institu-
tions that wish to use them.

Second, and relatedly, there is a strong prima facie 
case that patients would need to provide written 
(informed) consent to participation in such research. 
Given that it is likely that many adaptive ML devices 
will be diagnostic systems, which are often employed 
in the absence of formal procedures to ensure and 
document patient consent, this will significantly 
increase the costs of using these systems, perhaps 
even to the point of rendering some impractical or 
uneconomic. However, depending on the level of risk 
judged to be involved to patients/research subjects, it 
is possible that it would be appropriate for IRBs to 
waive the need for consent, to permit clinicians to 
secure only oral—rather than written—consent to par-
ticipation in research, or to assume that the consent 
to use the MAMLS in a clinical context includes 
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consent to participate in the research that is con-
ducted while the device continues to gather data and 
to learn from it.6 These mechanisms would make it 
more plausible to use MAMLS by reducing the admin-
istrative burden associated with the continuous learn-
ing that goes on in them being classified as research. 
It is, though, worth re-emphasizing that, as we 
observed above, the risks involved in the use of sys-
tems that learn continuously are not necessarily insig-
nificant. We strongly doubt that any general, or a 
priori, conclusion as to the relative weight of the com-
peting imperatives to permit patients to access the 
improvements in care facilitated by continuous learn-
ing and to protect the interests of those who become 
research subjects by virtue of the continuous learning 
that goes on in MAMLS is possible, at least in the 
short-to-medium term. Until we have much more 
experience with the use of MAMLS, IRBs will need to 
resolve the question of whether, or how, to solicit and 
record consent on a case-to-case basis in the context 
of a larger deliberation about the relative weight of 
these imperatives, which itself will need to be informed 
by consideration of the risks and benefits involved in 
the use of the particular MAMLS.

Finally, understanding continuous learning as 
research will have dramatic implications for the feasi-
bility of certain otherwise desirable choices when it 
comes to the design of these systems.

Although the literature on the ethics of MAMLS is 
cognizant that such systems may evolve over time 
(“diachronic” evolution), it is less often recognized that 
such evolution is also likely to generate variation 
across space (“synchronic” variation) (Hatherley and 
Sparrow 2023). Small variations across training data-
sets can result in significant differences between the 
end states of different instantiations of the same ML 
system. MAMLS will be used by, or implanted in, 
individuals with different physiologies and/or disease 
progressions and deployed in clinical settings with dif-
ferent data collection policies and patient demograph-
ics, which will affect the datasets upon which these 
systems learn. For this reason, copies of the same 
base-level MAMLS deployed at different sites may 
eventually come to differ significantly in their opera-
tions and in their accuracy.

6 In the US, the Health Insurance Portability and Accountability Act of 
1996 (HIPAA) permits the use of de-identified patient data for research 
without the explicit authorization of the patient. Importantly, however, 
whether it will be possible to achieve continuous learning with 
de-identified data and what counts as de-identified data in the context 
of the training of a MAMLS are likely to differ between differ-
ent MAMLS.

The potential of MAMLS to lead to synchronic 
variation generates a range of pressing ethical issues, 
which two of the authors have discussed elsewhere 
(Hatherley and Sparrow 2023). For current purposes, 
it will suffice to observe that some of these issues are 
so troubling that, we anticipate, designers of MAMLS 
may prefer to take steps to prevent synchronic varia-
tion from arising. In many—although perhaps not 
all—cases they will be able to do this by instituting a 
collective learning approach, wherein the systems 
would “pool” their data so that they all train on the 
same data and evolve in step.

However, as Futoma et  al. (2020, e489) note, “the 
demand for universal rules—generalizability—often 
results in [AI] systems that sacrifice strong perfor-
mance at a single site for systems with mediocre or 
poor performance at many sites”. Indeed, the applica-
tion of a one-size-fits-all model across different sub-
populations can result in a model that is sub-optimal 
for all groups, or optimal only for the dominant sub-
population—a phenomenon known as “aggregation 
bias” (Suresh and Guttag 2019).

Consequently, a significant proportion of the peo-
ple who contribute to the training of MAMLS that 
use collective learning will stand to gain nothing when 
the system “improves”. Some research subjects will 
receive worse treatment once the MAMLS with which 
they engage updates (Hatherley and Sparrow 2023). 
This will also be true of people relevantly like them. 
Despite a long history of IRBs devoting concerted 
attention to the “risk-benefit” ratio present in research 
(King and Churchill 2011; Rajczi 2004), recent schol-
arship tends to reject the idea that there need be any 
expectation of personal benefit from participation in 
research or that there is a threshold of risk that it is 
unethical to ask research subjects to incur (Miller and 
Brody 2007). Nevertheless, it will be very hard to jus-
tify asking research subjects to incur risks and bur-
dens in the course of research that not only holds out 
no prospect of benefitting them but is likely to mean 
that people like them get worse treatment in the 
future: to do so is to contravene the fundamental eth-
ical prohibition on using people as mere means 
(Hatherley and Sparrow 2023). If MAMLS are research, 
then, this will place severe ethical limits on the use of 
collective, including federated, learning in such 
systems.

CONCLUSION

We have argued that there is a strong prima facie case 
that the use of continuous learning in medical ML 
systems should be categorized, and regulated, as 
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research, and that individuals whose treatment involves 
MAMLS should be recognized to be research subjects, 
except where continuous learning is used solely to 
improve the care of an individual patient over time. 
The extra costs and burdens imposed by the need to 
conduct ethical review of this research and to secure 
consent to participation in research from those using 
the systems may significantly reduce the incentives 
healthcare providers have to adopt MAMLS, that cli-
nicians have to utilize them, and, thus, that manufac-
turers have to develop these systems. Given the 
potential benefits associated with the use of machine 
learning in medicine it is worth considering how 
designers—and regulators—might respond to this 
conundrum.

One option would be to give up on the project of 
continuous learning in medical ML systems entirely. 
Alternatively, the use of continuous learning in medi-
cal ML might be abandoned except where it will be 
used solely to improve the care of an individual 
patient over time. Patients might still benefit from the 
use of ML but would miss out on many of the bene-
fits associated with continuous learning. Given that 
the benefits of continuous learning might be substan-
tial, this would be disappointing. However, it is possi-
ble that other ethical issues arising from the use of 
continuous learning in medicine, beyond those we 
have discussed here, may force the same conclusion.

Another option would be to carve out a regulatory 
exemption for the continuous learning of ML systems 
or adduce them to the category of learning healthcare 
systems (or some subset of learning healthcare sys-
tems such as quality improvement or surgical innova-
tion). To do the former seems unprincipled: it neglects 
the distinctive features of the relationship between 
the designers and the research subjects whose data is 
being used to train these systems and the 
not-insignificant risks and burdens associated with 
continuous learning. A case can always be made for 
the benefits of research, but this is insufficient to 
establish that it should not be regulated. Adducing 
MAMLS to learning healthcare systems, or some sub-
set thereof, seems more defensible, although the sig-
nificance of doing so remains unclear while the 
debate about how best to regulate learning activities, 
including quality improvement, and surgical innova-
tion, continues. Moreover, many MAMLS are likely to 
be an uneasy “fit” for this description: not every 
practice that involves learning is properly described 
as a “learning healthcare system”. If this option is to 
be pursued, care will need to be taken to ensure that 
it does not lead to a general lowering of standards of 
regulation of research.

Finally, designers and regulators might choose to 
permit continuous learning to proceed in a subset of 
devices—and treat it as research—before rolling out 
the results to other devices. This would allow users to 
receive some—if not all—of the benefits of continuous 
learning but also ensure that the research was con-
ducted ethically, with adequate protections for research 
subjects in place. It would, however, mean that the 
developers of MAMLS would need to address the 
challenges associated with the conduct of research that 
we have identified here whenever they seek to improve 
their products by means of continuous learning.

Carving out an exemption for MAMLS from the 
regulation of research, or allowing research to proceed 
in a subset of devices, would leave the original update 
problem intact. A full reckoning of the ethical and 
regulatory implications of continuous learning awaits 
a more extended philosophical engagement with the 
update problem and with other ethical issues that are 
likely to be raised by this technology. Our investiga-
tion here, then, is only a part of what is required 
before we can be confident that we can use MAMLS 
ethically. However, we hope that by drawing attention 
to the question of whether the use of MAMLS should 
be categorized—and regulated—as research, this paper 
has made a useful contribution to this larger project.
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