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Although a few pioneers in psycholinguistics hat,rhore than twenty years,
approached various pragmatic issues experimentiaityonly in the past few years that
investigators have begun employing the experimen&thod in testing pragmatic hypotheses
(see Noveck & Sperber 2004). We see this emergefre@roper experimental pragmatics as
an important advance with a great potential fothfeir development. In this chapter we want
to illustrate what can be done with experimentarapches to pragmatic issues by presenting
one case, that of so-called ‘scalar inferenceséralthe experimental method has helped
sharpen a theoretical debate and has provided elgigeievant evidence. We will focus on
work done by the first author and his collaboratmrsvork closely related to theirs, but other
authors have also made important contributionkeédapic (e.g. Papafragou and Musolino,
2003; Guasti, Chierchia, Crain, Foppolo, Gualm&nMeroni, 2005; De Neys & Schaeken, in

press).

Methodological background: the limits of pragmaticintuitions as evidence

Theoretical work in pragmatics relies heavily —-eafexclusively — on pragmatic
intuitions. These are rarely complemented with oket@nal data of a kind more common in
sociologically oriented pragmatics. The use ofistiadl data from corpuses and from
experiments is even less common. This situatiomtsepartly from the fact that most
theoretical pragmatists have been trained in deqaants of linguistics where, quite often,
linguistic intuitions are the only kind of data swtered. Optimally, of course, one would
want pragmatists to use whatever kind of datartreat significantly confirm or disconfirm
hypotheses. Moreover, a sensible methodologicahjin is not the only reason to diversify
the types of evidence used in pragmatics. Theralaceprincipled limits to the use of
pragmatic intuitions.

It makes sense (even if it is not uncontrovers@judge a semantic description by its
ability to account for semantic intuitions. Of ceaythe use of semantic intuitions and of
linguistic intuitions generally, raises methodokmjiproblems and calls for methodological
caution. For instance, a linguist’s intuitions nimeybiased by prior theoretical commitments.
Also, one may mistake what are in fact pragmatigiiions for semantic ones (as, Grice
argued, ordinary language philosophers systembtidal). Still, there are good reasons why
semantic intuitions are so central to semanticea®ic intuitions are not justboutsemantic

facts; they are semantic facts themselves. Foariost the intuition that sentence (1) entails



(2) is notaboutsome semantic property that this sentence wowd hayhow, regardless of

its accessibility to speakers’ intuitions.

(1) John knows that it is raining

(2) it is raining

Rather, for (1) to have the meaning it lesamong other aspects, to be intuitively understood
as entailing (2). A semantic analysis of linguigtipressions that accounts for all the speaker-
hearer’'s semantic intuitions about these expressitay not be the best possible analysis, but
it is descriptively adequate (in Chomsky’s sensa-explanatory adequate description of the
semantics of a given language, on the other harndMes hypotheses about the capacities
that make the acquisition of this semantics possdohd here observational and experimental
evidence should be of relevance).

The use of pragmatic intuitions raises the saméadeiogical problems as does the
use of semantic intuitions and then some. It idsdake to believe that pragmatic intuitions of
the kind used in pragmatics are data of the samee&s$ semantic intuitions used in semantics.
Genuine pragmatic intuitions are those that addesskave about the intended meaning of an
utterance addressed to them. Quite generally, paagmtuitions invoked in theoretical
pragmatics are not about actual utterances addrésslee reader of a pragmatic article, but
about hypothetical cases involving imaginary oregeninterlocutors. Pragmatic intuitions on
hypothetical utterances have proved useful in getyaof ways, but it is important to keep in
mind that these are not about how an utteranceegpreted, but about how an utterance
would beinterpreted if it were produced in a specific attan by a speaker addressing a
listener, with referring expressions having acteérents, and so on. These intuitions are
educated guesses — and, no doubt, generally gasd-oabout hypothetical pragmatic facts,
but are not themselves pragmatic facts and theywedlyin error. That is, we may be wrong
about how, in fact, we would interpret a given r&tee in a given context.

Besides helping compensate for the inherent liofifgragmatic intuitions, an
experimental approach can provide crucial evideviten deciding between alternative
theories that may agree on the content of theprgéations of utterances, but that have
different implications regarding the cognitive manlsms through which these interpretations
are arrived at. Of course, for their contributiorbe of value, experimentalists must conform

to fairly strict methodological criteria and meassijust what they are intent on measuring—



typically the effect of one ‘independent’ varialole another ‘dependent’ variable without
other uncontrolled variables affecting the resi¥e will show how this plays out in the

study of ‘scalar inferences’.

Theoretical background: Scalar implicatures as Genalised Conversational
Implicatures (GCIs)

The experiments we will present are relevant tosthidy of so-called ‘scalar
implicatures.” Here we just remind readers of treemieatures of the Gricean and neo-
Gricean account of scalar implicatures, and focuthe claim that scalar implicatures are
Generalized Conversational Implicatures, or GCtal& implicatures are illustrated by cases

such as (3a) which is said to implicate (3c), @) @aid to implicate (4c):

(3) (a) It is possible that Hillary will win
(b) It is certain that Hillary will win
(c) Itis not certain that Hillary will win
(4) (a) Some of the guests have arrived
(b) All of the guests have arrived
(c) Not all of the guests have arrived

Proposition (3b) is more informative than (3a), evhit entails. If the more informative
proposition would make a greater contribution #® ¢bmmon purpose of the conversation,
then, a speaker obeying Grice’s first Maxim of Qutsr{“Make your contribution as
informative as is required”) would be expectedxpress it unless she could not do so
without violating the Supermaxim of Quality (“Trg thake your contribution one that is
true”). Hence, on a Gricean account, a speakangtéa) typically implicates (3c) (i.e., the
negation of (3b)). For the same reasons, a spstktang (4a) typically implicates (4c) (i.e.,
the negation of (4b)).

Such implicatures are described as ‘scalar’ be¢acs®rding to an account developed
by neo-Griceans and in particular Lawrence Horry 2)9the derivation of these implicatures
draws on pre-existing linguistic scales consisting set of alternate terms or expressions
ranked by order of informativenesgessible, certain and some, alt are examples of such
scales. When a less informative term is used iatmance in a way that does not satisfy the

first maxim of quantity, the speaker can be takeimiplicate that the proposition that would



have been expressed by the use of a stronger netime scale is false. This account of
implicatures such as those carried by (3a) oré4tnd to a wide variety of cases and has
some intuitive appeal. It should not be seen howasebviously correct or without
alternatives. In particular, its implications faopessing are less attractive. According to such
an account, the inference from the utterance tscédar implicature goes through a
consideration not just of what the speaker saidthaaontext but also of what the speaker
might have said but did not. It is this type of ames inference that makes the Gricean
account of implicature derivation seem implausfbben a cognitive and developmental point
of view.

Levinson draws on another idea of Grice, that afi€salized Conversational
Implicatures, to offer an account that might prevalsolution to the problem posed by the
derivational complexity of scalar implicatures. €&rinoted that some implicatures are
generally valid (from a pragmatic rather than lagjjgoint of view, of course) and therefore
could be inferred without consideration of the eomtexcept in cases where the context
happens to make them invalid. Grice contrastecktBEneralized Conversational
Implicatures with Particular Conversational Imptio&s, which are valid only in specific
contexts. In his booRresumptive Meanings: The Theory of Generalizedv€wational
Implicatures(Levinson 2000), Levinson elaborates Grice’s oiajiand somewhat vague
notion. For Levinson, GCls adefault inferenceghat, is, inferences that are automatically
generated and that can be cancelled if there artextoal reasons to do so. Levinson treats
scalar implicatures as paradigmatic cases of Gfhiereas Grice’s own examples of GCls
don’t include scalar implicatures). This has theaadage of making the inference of these
implicatures a relatively light one-step proceskiclv needs to access neither contextual
premises nor the full Gricean rationale for thairidation.

Levinson’s own rationale for GCls so conceived toago with the optimization of
processing. The existence of GCls speeds up tleegsmf communication that is slowed
down, Levinson argues, by the need for phoneticudation: some unencoded aspects of the
speaker’s meaning can be inferred from metalingusbperties of the utterance such as the
choice of a given word from among a set of closelsited alternatives. For instance the
speaker’s choice of “some” rather than the strofigrin (4a) (“Some of the guests have
arrived”) justifies inferring that (4c) is part bér meaning. These are non-demonstrative
inferences, or course. There are cases whereitifesences are invalid. For instance, if it

were contextually established that the speaked4aflijas only partial information about the



arrival of the guests, then (4c) would not be péaher meaning. Still, given that GCls are
valid in most contexts (or so it is assumed), therall speeding up of communication made
possible by the automaticity of GCls is not compised by the rare cases where contextual
considerations force the hearer to countermand.them

The theory of scalar implicatures as default G@Islsines four claims:

(@) These inferences are made by default, irrespecfittee context, and cancelled

when the context demands

(b) The fact that these inferences are made by dedddk to the speed and efficiency

of communication

(c) These inferences contribute implicatures to therpretation of the utterance, as

opposed to contributing enrichments of its expkoibtent (‘what is said’ in
Grice’s terms or ‘explicatures’ in relevance théstgrms)

(d) These inferences are scalar: they exploit preiegisicales such asemeall>,

<or, and>, <possible necessary
We doubt all four claims. The bulk of this chapielt be devoted to explaining how
experimental evidence has cast strong doubts am ¢&g. First, however, we briefly present
an argument that also casts doubt on (b), and Weethe relevance-theoretic approach,
which is in contradiction with all four claims.

This idea that default implicatures or GCls wouddmit more efficient and speedier
communication may seem sensible and capable oihngrmsdipport to the whole theory. It
raises however the following empirical issue. & trequency of GCI cancellations were too
high, their cost would offset the benefit of denyiGCls by default. Suppose for instance
that a given type of GCI had to be cancelled altbfrthe time. The cost of the use of such a
GCI would be that of deriving it by default in akhses plus the cost of cancelling it in one
third of the cases. This would have to be compaigidthe cost of deriving the implicature as
a ‘particularized conversational implicature,’ tigtin a contextually sensitive and therefore
more costly way, in two thirds of the cases, buhwiit any cost of default derivation
followed by cancellation in the other third of tb&ses. It is not clear that, with such
frequencies, the rationale given for GCls in tefre@nomy would make much sense.

To show that this kind of calculus is not unre@istonsider the example of “P or Q”
and its alleged GQiot (P and Q)We are not aware of any statistical data reggrthe
frequency of exclusive uses of “or” and we shaeedbmmon intuition that quite often, when

people utter a sentence of the form “P or Q” thay lbe taken to consider tHatand Qis



excluded. This exclusion however need not be darer meaning. In most cases this
exclusion follows from real world knowledge and fraim the interpretation of “or”, as
illustrated in (5)-(7):

(5) He is a bachelor or he is divorced
(6) Jane is in Paris or in Madrid

(7) Bill will arrive Monday or Tuesday

If “P or Q” implicates by default thatot (P and Q)then, in all cases such as (5)-(7) where
the two disjuncts cannot both be true for commosseaasons, people automatically
compute a GCI that causes the speaker's meanmggitmdantly implicate what is already
part of the common ground, and surely, this isst wathout associated benefit. Moreover, if
one carefully excludes cases where mutual exclysi¥ithe disjuncts is self-evident and
need not be communicated, and looks at cases su@)-éL0) where neither the inclusive nor
the exclusive interpretation is a priori ruled duis not at all obvious that the exclusive

interpretation of “or” is dominant:

(8) She wears sunglasses or a cap
(9) Our employees speak French or Spanish

(10) Bill will sing or play the piano

We have no hard statistical data to present, lmgams less than obvious that a disposition to
understand by default utterances of the form “Bbas implicatinghot (P and Q) would
render communication speedier or more efficientré/generally, the effect that GCls would

have on the efficiency of communication shouldrbeestigated rather than assumed.

Relevance theory’s approach
We will assume that the basic tenets of relevaheert are familiar (see Wilson &
Sperber 2004 for a recent restatement), and fotum®w it applies to what neo-Griceans
describe as ‘scalar implicatures.” Two basic id@ay a crucial role here:
(@) Linguistic expressions serve notdncodethe speaker’'s meaning butitwlicateit.
The speaker’'s meaning is inferred from the lingaisteaning of the words and

expressions used taken together with the context.



(b) Inferring the speaker’s explicit and implicit meagi(her explicatures and
implicatures) is not done sequentially but in patallhe final overall
interpretation of an utterance results from a muadgustment of implicatures and
explicatures guided by expectations of relevance.

Here is a simple illustration of these two points:

(11) Henry. Do you want to go on working, or shall we gohie tinema?

Jane | am tired. Let’s go to the cinema.

Jane’s describing herself as “tired” achieves @hee as an explanation of her acceptance of
Henry’'s suggestion. For this it must be understibiad she is not just tired, but too tired to go
on working, and at the same time not too tiredddaythe cinema. Her used of “tired” serves
to indicate an ad hoc concept TIRED* with an ext@ms&arrower than that of the

linguistically encoded concept TIRED. Whereas TIR&Dends from a minimal level of
tiredness to complete exhaustion, TIRED* extendtguer those levels of tiredness that
explain why Jane would rather go to the cinema thark. Henry correctly understands Jane
explicature to be (12) and her implicature to &) (¥ielding an optimally relevant

interpretation:

(12) | am TIRED*
(13) The reason why | would rather go to the cinénaa work is that | am TIRED*

Note that explicature (12), and in particular thiefpretation of “tired” as indicating TIRED*
is calibrated so as to justify implicature (13).eTéxplicature therefore could only be inferred
once the implicature had been tentatively assumée fpart of Jane’s meaning. The overall
interpretation results from a process of mutualisitipent between explicature and
implicature.

Consider now an expression typically supposedue gse to ‘scalar implicatures’ such
as “some of the Xs”. From a semantic point of viéseme of the Xs” has as its extension the
set of subsets of n Xs where n is at least 2 anibat the total number of the Xs. From a
relevance-theoretic pragmatic point of view, the akan expression of the form “some of the
Xs”, just as that of any linguistic expressionvesrnot to encode the speaker’s meaning, but

to indicate it. In particular the denotation of dwncept indicated by a given use of “some of



the Xs” may be an ad hoc concept SOME OF THE Xghwidenotation different from that
of the literal SOME OF THE Xs. Rather than rangovgr all subsets of Xs between 2 and
the total number of the Xs, the extension of SOMETBIE Xs* may be narrowed down at

either end, or it may be extended so as to inchuthsets of one.

Imagine (14) uttered in a discussion of the spadatientific knowledge in America:

(14) Most Americans are creationists and some beéave that the Earth is flat

Clearly, the speaker is understood as meaningathamber of Americans much greater than
two believe that the earth is flat. Two Americanthwsuch a belief—say two inmates in a
psychiatric hospital—would be enough to make htarance literally true, but not, and by a
wide margin, to make it relevant. Given that theadr can be assumed to know that it is
common knowledge that not all Americans believé tha earth is flat, there is no ground to
assume that this is a part of her meaning (infgntinvould not add any cognitive effect and it
would involve a processing cost, hence it wouldatgtfrom relevance). On the other hand,
the speaker’s contrastive use of “most” and “soarel her use of “even” make it part of her
meaning that the Americans who believe the eartietiat are fewer than those who believe
in creationism (this, of course, entails that ribAanericans believe that the earth is flat, but
not every entailment of a speaker’'s meaning is @iaftat meaning). So the denotation
indicated by “some” in (14) is narrower than itedal denotation at both ends: the subsets of
Americans in the denotation of this occurrencesoifie” are large enough to be relevant and
hence much larger than sets of two Americans, amdraaller than the set of American
creationists.

Let us now go back to a version of example (4)eJard Henry have invited a few
friends to a dinner party. Suppose first that is\agreed that Henry would go and get the
desert from the pastry shop as soon as the guasisdsarriving. Henry is in the garage, he
hears the bell ring and then Jane shouting (16jnto

(15) Jane to HenrySome of the guests have arrived
Henry does not know whether one, many, or alginests have arrived, or, for that matter,

whether Jane has already opened the door and seemany of them there are, and the

question need not even come to his mind. What madees’s utterance relevant is that it



implies that he should go now and this does noeddmn the number of guests at the door.
Henry's construal of “some” is compatible with amymber of guests having arrived, even
just one, and hence is an extended construal ofiéso

Consider now a different scenario. Henry is alonthe kitchen cooking. Jane comes in
and tells him (15). The consequences that Henrgiders are that he should come and greet
the guests and bring the finger food he has predp@sen appetizer. The value of “some” is
taken to be a value for which these are the mamseguences. If all the guests had come,
what he should do would be not just to greet thessgand bring the finger food, but also and
even more importantly, to put the fish in the oaeid make the ultimate preparations for the
meal itself. The fact that Jane’s utterance aclsieglevance without bringing to mind
consequences more typical of the arrival of allghests causes Henry to construe “some”
with some vague cardinality above one and belowHahry need not actively excludé, he
may just not even consider it. If however Henrwandering whether all the guests have
arrived, then he will take Jane’s utterance tonlgeethe inference that not all of them have. If
moreover Henry had asked Jane whether all the gbhastarrived, or if he knew that she
knew that it was particularly relevant to him astpoint in time, he would take that inference
to be intended. He would also do so if she hacamgintrastive stress on “some”, causing an
extra effort and suggesting an extra effect. Ireothords, if there is some mutually manifest,
actively represented reason to wonder whethehalgtiests have arrived, then (15) can be
taken to implicate that not all of them have.

From a relevance theory point of view, (11), (I&)d (15) are just ordinary
illustrations of the fact that linguistic expressscserve to indicate rather than encode the
speaker’s meaning and that the speaker’'s meaniaggiéde often a narrowing down or
broadening of the linguistic meaning. Taking “son@indicate noat least two and possibly
all butat least two and fewer than al a common narrowing down of the literal mearohg
“some” at the level of the explicature of the wt@re. It is not automatic but takes place when
the consequences that render the utterance relasa@axipected are characteristically carried
by this narrowed down meaning.

We are not denying that a statement of the formdms...” may, in some cases carry
an implicature of the form not all... (or, in other cases we will not discuss here, an
implicature of the form..some...not.). This occurs when the “...some...” utterance
achieves relevance by answering a tacit or exgliséistion as to whethal items satisfy the

predicate.The fact that it does not answer it padit implicatesa negative answer and
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therefore a narrowed down construal of “some” adughng all. Standard accounts of ‘scalar
implicatures’ fail to distinguish the cases whédre éxplicature merely entailsnot all...and
the much less frequent cases where, moreoverttir@mnce implicates.not all....

In all the cases where the meaning of “some” inié@rance is narrowed down so as to
excludeall, this is the result of an inferential process thaks at consequences that might
make the utterance relevant as expected, anddhegts the meaning indicated by “some” to
these consequences. In particular if what may ntaketterance relevant is an implication
that is true of some Xs but not of all Xs, thentieaning of “some” is adjusted so as to
excludeall. These inferential processes result from the aatemattempt by the hearer to find
an interpretation of the utterance that meetspgeation of relevance and they all follow
the same heuristics. There is nothing distinctivehe way ‘scalar’ inferences are drawn.
Moreover, the class of cases described in theatitee as scalar inferences is characterised by
an enrichment at the level of the explicature (vehéor instance, “some” is reinterpreted in a
way that excludeall) and only in a small sub-class of these is théusian of the more
informative concept not just entailed but also iicgtied.

According to relevance theory, then, so calledlacanplicatures’ are not scalar, nor
necessarily implicatures. Of course, the notiofscdlar implicature’ could be redefined to fit
just cases where there is an explicit or impliciesfion as to whether the use of a more
informative expression than the one employed bysgieaker (e.g. “all’ instead of “some”)
would have been warranted, and in such cases,ial @@ more informative claim can
indeed be implicated by the use of the less inftinaaxpression. However, ‘scalar
implicatures’ in this restricted sense depend artexdual premises (linked to the fact that the
stronger claim was being entertained as a relguassibility) rather than on a context-
independent scale, and are not candidates therfeiotiee status of GCI.

From the point of view of relevance theory them, thassical neo-Gricean theory of
scalar implicatures can be seen as a mistakenamadion of the relatively rare case where a
weaker claim genuinelynplicatesthe denial of a stronger claim that is contexjuatider
consideration to the much more common case wherdéghotation of an expression is
narrowed down so as to exclude marginal or limitmgjances carrying untypical
implications. For instance “possible” as in (3d} (§ possible that Hillary will win”) is often
construed as excluding, on one side, mere metagalysossibility with very low empirical
probability, and, on the other side, certainty godsi-certainty. The trimming of “possible”

at both ends results in an enriched and generailhg melevant meaning. Since the trimming
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at the very high probability end is not differerdarh that at the very low probability end, both
should be explained in the same way, ruling oussttedar aspect of the ‘scalar implicature’
account, which works, if at all, only at the upped. On the other hand, if (3a) were uttered
in reply to the question: “Is it certain that Hiyawill win?”, then it would indeed implicate
(3c) (“It is not certain that Hillary will win”) beause it would achieve relevance by implicitly
answering in the negative a question that had beked. From a relevance theory point of
view, the two cases should be distinguished.

This is not the place to compare in detail the @@ the relevance-theoretic
approaches. We focus rather on a testable differemprediction between them. Levinson
writes: “GCI theory clearly ought to make predicsoabout process. But here the predictions
have not yet been worked out in any detail” (Lesim2000:370). There is however one
prediction about process that follows quite dine@itbm GCI theory since it is hardly more
than a restatement of some of the tenets of treryhAccording to the theory, GCls are
computed by default and are contextually cancellbdn needed. Both the computation of
GCls and their cancellation are processes andftitershould take each some time and effort
(even if the default character of GCI should mdlertcomputation quite easy and rapid).
Everything else being equal, less effort shouléX@ended and less time taken in the normal
case where a GCI is computed and not cancelledinhiiue exceptional case where a GCl is
first computed and then cancelled. Relevance theagicts just the opposite pattern.

From a relevance-theoretic perspective, the spsakeaning is always inferred, even
when it consists in a literal interpretation of timguistic expressions used. The inferences
involved, however, differ in the time and efforethrequire. Both the sentence meaning and
the context contribute to making some interpretetimore easily derived than others. If only
sentence meaning were involved, one should préthtthe smaller the distance between it
and the speaker’s meaning it serves to indicageletsser would be the time and effort
required to infer the speaker’s meaning. ContexXtacbrs, however, must be taken into
account. For instance, an enriched interpretatiag be primed by the context and, as a result

may be easier to infer than a literal interpretatidonsider a variation of example (11):

(16) Henry. You look tired, let's go to the cinema”
Jane | am tired, but not too tired to go on working
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A natural interpretation of Henry’s utterance inxes the ad hoc concept TIRED* such that
being TIRED* is a sufficient reason to stop workingd not a sufficient reason to stay at
home. Jane could have answered, “No, | am not,tiltdo on working” meaning that she
was not TIRED*. When Jane, rather, asserts thaisdired, Henry is primed to interpret
“tired” as TIRED*. A relevant interpretation of Jais whole utterance, however, imposes a
broader, more literal and, in this situation, meffertful construal of the term.

Even when an enriched interpretation of an uttexasi@ot primed, it may require less
processing effort than would the literal interptieta because the contextual implications that
render relevant the enriched interpretation areemeasily arrived at than those that would
render relevant the literal interpretation. Thigitglly occurs with metaphorical utterances: a
relevant literal interpretation is often hard oeevmpossible to construct.

In the absence of contextual factors that makenaioheed interpretation of an utterance
easier to arrive at, relevance theory predictsdHaeral interpretation—which involves just
the attribution to the speaker of a meaning alrgadyided by linguistic decoding—should
involve shallower processing and take less tima #raenriched one—which involves a
process of meaning construction. Such is the eaparticular in the experiments we describe
below.

The difference in prediction between GCI theory egldvance theory can be presented

in table form:
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GCl theory relevance theory
£
) default enrichment + context- no enrichment,
c_E literal sensitive cancellation,
@ hence slower hence faster
£
©
S default enrichment, context-sensitive
'E enriched enrichment,
q::_ hence faster hence slower
)
£

Table 1: contrasting predictions of GCI Theory and relevance theory regarding the
speed of interpretation of scalar term (when an enriched construal is not
contextually primed)

This difference in prediction between the two theis of a type that lends itself to

experimental investigation.

Methodological considerations in experimental appraches to ‘scalar inferences’

In the experimental study of case of scalar infeeshone has to keep four
methodological considerations in mind. To begirhwiine wants to be sure that a given result
(whether it be the rate of responses that indiagieagmatic enrichment or the mean reaction
time associated with an enrichment) is a conseguehthe experiment’s intended target and
not of other contextual variables. For example, woald want to be sure that the
understanding of a disjunctive statement of thenfBror Qas excludind® and Qis due to
the pragmatic enrichment of the term “or” (fromiaalusive to an exclusive interpretation)
and not to some other feature. Thus, one woulddavwiestigating utterances that invite an
exclusive understanding of the situation descrifagider than of the description itself. In
example (6) (“Jane is in Paris or in Madrid”) abpthee exclusive understanding is based on
our knowledge that a person cannot be in two platése same time and need not involve
any pragmatic enrichment of the meaning of the word In devising experimental material,

it thus becomes important to invent examples wharenriched interpretation is not imposed

! From now on, for ease of exposition, we will use term “scalar” without quotes to refer to the mimena so
described in the neo-Gricean approach. This usepufse, implies no theoretical commitment on at.p
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by extra-pragmatic considerations. One can dolyigsing either examples where
participants knowledge is equally compatible witlitexal or an enriched interpretation of a
scalar term, or examples where knowledge considesatnight bias participants in favour of

a literal interpretation: in both cases, if onedrevidence of enrichment, one will be
confident that it comes from a pragmatic infereabeut what the utterance meant, rather than
from a mere understanding of how the world is.

Second, one would want a paradigm that allowsvioritientifiable outcomes so that
the presence of an enrichment can be indicatedumycaie sort of response while a non-
enrichment can be indicated by a different respoflis is why most of the experiments on
scalars described here involve a scenario thatldmeidescribed by means of a more
informative utterance than the test utterance reditéy a puppet or some other interlocutor).
Imagine for example being shown five boxes eachiainimg a token and then being told,
“Some boxes contain a token.” If one interpretemé literally (i.e. as compatible witall),
one would agree with the statement; if one enri€lsesné so as to make it incompatible
with all, one would have to disagree. In such conditioqgrécipant’s response (agrees or
disagrees) is revealing of a particular interpretat

Third, one wants every assurance that an effecbigst. That is, one wants to see the
same result over and over again and across aywafiebmparable tasks. When two similar
studies (for instance two studies investigatinfedént scalar terms but in an equivalent
manner) present comparable outcomes, each stresgtne findings of the other. On the
other hand, if two very similar experiments failpiduce the same general effects,
something is wrong. This does not mean that negaéisults are necessarily fatal for an
experimental paradigm . If one carefully modifiesexperiment and it prompts a different
sort of outcome than previous ones (and in a pralole manner), it helps determine the
factors that underlie an effect. This occurs wiith tlevelopmental findings to be described
below, which have generally shown that childrenracge likely than adults tagreewith a
weak statement (for instance the statement “Somselgumped over a fence”) when a
stronger one would be pragmatically justified (hess in fact, all the horses jumped over a
fence). All sorts of follow-up studies have aimedut this effect to the test. In general, the
effect has been resilient; a few studies, howeslayy that one can get children to appear
more adult-like through specific sorts of modifioats. For example, experimenters have
aimed to verify the effect under conditions wheagtigipants are given training or where

scenarios are modified to highlight the contrastvieen the weak utterance and the stronger
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scenario. The net result is that the outcomeseadeltests collectively help identify the factors
that can encourage scalar inference-making.

Fourth, it is important for any experiment to irtduas many reasonable controls as
possible. These are test questions that are sitoithe main items of interest, but aim
basically to confirm that there is nothing bizamehe task. For example, if one finds that
participants’ responses indicate that they enrgdnfe” but also that the same participants
endorse the use of the word “some” to describeeaesehere “none” would be appropriate,
then there is something questionable about theremeet. This rarely happens (the above
example is presented for illustrative purposes ptiyt one needs to provide assurances to
oneself and to readers that such bizarreness candakeout. Any decent task will include
several controls that lead to uncontroversial rasps in order to, in effect, contextualize the
critical findings. The studies we will discuss exsify the four methodological

considerations we have just discussed.

Developmental studies

The experimental study of scalar inferences staxifin the framework of
developmental studies on reasoning. Noveck (200Bstigated the way children responded
(by agreeing or disagreeing) to a puppet who pteseseveral statements, including one that
could ultimately lead to a pragmatic enrichment.sdtements, even those that served as
controls to confirm that the participants underdttee task, were about the contents of a
covered box and were presented by a puppet (habglldte experimenter). Participants were
told that the contents of the covered box resemtblese of one or the other of two other
boxes both which were open and with their contantsll view. One open box contained a

parrot and the other contained a parrot and a Béarparticipants then heard the puppet:say

(17) A friend of mine gave me this (covered) box aaid, “All | know is
that whatever is inside this box (the covered ¢oeljs like what is
inside this box (the one with a parrot and beamyloat is inside this

box (the one with just a parrot).”

The participant’s task was to say whether or natdreed with further statements of the

puppet. The key item was ultimately the puppetisderinformative” statement:

% The contents of parentheses were not said, bidaited.
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(18) There might be a parrot in the box.

Given that the covered barecessarilycontained a parrot, the statement in (18) can be
answered in one of two ways. The participant came@’ if she interprets “might” literally
(so that .might.. is compatible with . must..) or she can “disagree” if she interpratght

in an enriched way (wheremight...is incompatible with . must..). Adults tended to be
equivocal with respect to these two interpretati@¥6 agreed with the statement) while
children (5-, 7- and 9-year-olds) tended to intetphis statement in a minimal way, i.e.
literally. Collectively, 74% of the children resped by agreeing with the statement in (18).
However, not all children were alike.

The five year olds agreed with (18) at a rate @A percentage that is unlikely to
occur by chance, which would yield 50% in such agtisagree contexts). Nevertheless, they
failed to answer many control questions at suclvicming rates. For example, when asked to
agree or disagree with statements about the b&éhe(g has to be a bear,” “There might be a
bear,” “There does not have to be a bear,” “Tharaot be a bear”) they answered at levels
that were comparable to those predicted by chabt¥ (Correct across the four questions).
Seven-year-olds, on the other hand, did manageswex practically all seven control
problems at rates that indicated they understoedatsk overall (77%). This is why Noveck
(2001) reported that seven-year-olds were the yesirtg demonstrate competence with this
task while at the same time revealing that theyepred the literal interpretation of “might”

(at a rate, 80%, that is statistically distingulsleafrom expectations based on chance). The
seven-year-olds thus provided the strongest evalshowing that those linguistically
competent children who performed well on the tagdrall still interpreted “might” in an
unenriched way. As one might expect, the nine-yéds-also answered control problems
satisfactorily. Response rates indicating unendadheerpretations of “might” were high
(69%) and much higher than the adults’ but nevéetisewere statistically indistinguishable
from predictions based on chance suggesting tleaetbhildren werbeginningto appear
adult-like with respect to (18). Overall, thessulés were rather surprising for a reasoning
study because they indicated that children wereerikely than adults to produce a logically
correct evaluation of the underinformative modatesnent. This sort of response is
surprising and rare, but thanks to a pragmaticyamsawhere pragmatic enriched

interpretations are viewed as likely to result framcher inferential process than minimal
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interpretations that add nothing to semantic deapdithese results had a ready
interpretation.

Despite taking every precaution (having numeroudrobitems and sampling many
children), one can never exclude that such efi@igt be the result of some subtle factor
beyond the experimenter’s intention or control. flikavhy—especially when encountering
counterintuitive results like these—it pays to diddw-ups. There have been essentially two
sorts.

The first sort aims to verify the effect. In ondldav-up (Noveck, 2001, Exp. 2), the
same task as the one above was given to 5-yeaanttiZ-year-olds as well as adults, but all
participants were given more thorough trainingrisuge that they understood the parameters
of the task. This was done through training ondemiical scenario (one box containing a
horse and a fish and another just a horse) wheneggloquestions were asked about the
covered box (e.gCould there be a fish by itself in the bpx@verall, the training increased
rates of minimal interpretations of “might” acraasthree ages when it came to the task of
Experiment 1. Agreement with a statement like the ion (18) was now 81% for five-year-
olds, 94% for seven-year-olds, and 75% for adAllithough rates of such minimal
interpretations were statistically comparable as@nges, one finds the same trends as in the
first Experiment. Seven-year-olds again demonstréteough performance with the control
problems) that they were the youngest to demomstnagrall competence with the task while
tendingto be more likely than adults in retaining a Bienterpretation of the weak scalar
term. The data also revealed that the extra trgiencourages adults to behave more
“logically” (to stick to the literal meaning of “rght”), like the children.

In an effort to establish the developmental effectliability and robustness, Noveck
(2001, Exp. 3) took advantage of an older study (#aunintentionally investigated weak
scalar expressions among 4- to 7-year-old childrehthat (b) also failed to show evidence
of pragmatic enrichment. Smith (1980) presentestants such as “Some giraffes have
long necks” to children and reported that it wagsgging to find the children accepting these
as true. In a third experiment, therefore, Nov&xfd0() essentially continued from where
Smith left off. The experiment adopted the sambang&pie as Smith (which included
pragmatically felicitous statements such as “Soimm#shive in cages” as well as statements
with “all”) in order to verify that the developmentfindings of the first two experiments were
not flukes. The only differences in this third expeent were that the children were slightly

older (8- and 10-years-old) than in the first tiodses and that the experimenter was as
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“blind” to the intention of the study as the papants (the student who served as
experimenter thought that unusual control item$isasg“Some crows have radios” or “All
birds have telephones” were the items of inter@s$te results showed that roughly 87% of
children accepted statements like “Some giraffe® hang necks” whereas only 41% of
adults did. Again, adults were more likely thanlatan to enrich the interpretation of the
underinformative statements (understandingome.. as excluding .all...) and thus tended
to reject them (since all giraffes have long necRfl)participants answered the five sorts of
control items (25 items altogether) as one woulgeek

These data prompted Noveck (2001) to revisit othessic studies that serendipitously
contained similar scenarios (ones where a strostgegment would be appropriate but a
weaker one is made) to determine whether theyhtelsame story as “might” and “some”. In
fact, three studies concerning “or” (Paris, 197@&iBe and Rumain, 1981, Sternberg, 1983),
where a conjunctive situation is described withesmker disjunction, provides further
confirming evidence. The authors of these studss r@ported counter-intuitive findings
showing younger children being, in effect, moreidagithan adults (children tend to treat “or”
inclusively more often than adults). None of thagthors, lacking a proper pragmatic
perspective, knew how to make sense of these t#ta ime. All told, this effect appeared
robust.

Other follow-up studies have actually taken issith Woveck’sinterpretationof the
findings. In fact, Noveck (2001, p.184) insistedtthis data show that children are ultimately
less likely than adults to pragmatically enrich enaformative items across tasks; this did
not amount to a claim that children lacked pragmetimpetence. Still, much work has been
aimed at showing that young children are more caempe¢han it might appear. These studies
usually take issue with Noveck’s Experiment 3 (¢ine borrowed from Smith, 1980) because
it concerns the quantifier “some” (which is of mgeneral interest than “might”) and
because the items used in that task are admittedigual (see Papafragou and Musolino,
2003; Chierchia, Guasti, Gualmini, Meroni, Crair&ppolo, 2004; Guasti, Chierchia, Crain,
Foppolo, Gualmini and Meroni, 2005; Feeney, Scraffauckworth, & Handley, 2005).

We highlight here the main advances of these stuthewo sets of studies,
Papafragou and colleagues (Papafragou and Mus@i@3; Papafragou and Tantalou, 2004)
aimed to show that children as young as five aregaly able to produce implicatures if the
circumstances are right. Actually, Papafragou angdino (2003, Experiment 1) first

confirmed the developmental effect summarized albpvehowing that 5-year-olds are less
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likely than adults to produce enrichments with “s&3nistart”, and “three”, in cases where a
stronger term was called for (namely, “all”, “fihisd”, and a “larger number,” respectively).
They then modified the experimental setup in twgsva order to prepare their second
experiment. First, before they were tested, p@adicis received training aimed at enhancing
their awareness to pragmatic anomalies. Speckicellildren were told that the puppet would
say “silly things” and that the point of the gamasao help the puppet say it better (e.g. they
would be asked whether a puppet described a dagaqgtely by saying “this is a little
animal with 4 legs”). In the event that the child dot correct the puppet, the experimenter
did. Second, the paradigm put the focal point pnogagonist’s performance. Unlike in their
Experiment 1, where participants were asked touawala quantified statement like “Some
horses jumped over the fence” (when in fact alltbeses did), the paradigm in Experiment 2
raises the expectations that the stronger statefwéht“all”) might be true. Participants
would hear a test statement like, “Mickey put sahthe hoops around the pole” (after
having his been shown to succeed with all of thepls, and they were also told how Mickey
claims to be especially good at this game andttigis why another character challenges
him to get all three around the pole. With thesangjes, 5-year-olds were more likely to
produce enrichments than they were in the firseerpent. Nevertheless, the five year olds,
even in the second experiment, still produced anrents less often than did adults. This
indicates that — even with training and with a ®om a stronger contrast — pragmatic
enrichments require effortful processing amongdzhit.®

Guasti et al. (2005) argue that pragmatic enrichmeaght to be as common among
five year olds as they are among adults and furtheastigated the findings of Noveck (2001)
and Papafragou and Musolino (2003). In their fogteriment, they replicated the finding of
Noveck (2001, Experiment 3) with “some” with 7-yedds and used this as a baseline to
study independently the role of the two factors ipalated by Papafragou and Musolino
(2003). One factor was the role of training and hioaffects children’s proficiency at
computing implicatures (Experiments 2 and 3) arddtier was the role of placing emphasis
on the outcome of a scalar implicature (ExperindgnT heir Experiments 1 through 3

showed that training young participants to givertiast specific description of a given

% papafragou and Tantalou (2004) aim to show thatyear-olds can be encouraged to produce scalar
inferences and at adult levels. However, we dadisntuss their results here because their datassedion a
non-standard paradigm in which participants aremino justifiable reason to accept the ‘minimal’
interpretation of a term such as ‘some’. In otherdsg, the paradigm does not provide participants tmio clear
options. Moreover, much of the study’s claims aaeda on children’s self-reports and even thesettett
conclusion that at most 56% of Papafragou and Tauitaparticipants derived scalar inferences.
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situation can indeed have a major effect on perémre. While their initial experiment
showed that 7-year-olds accept statements sucBané giraffes have long necks” 88% of
the time (against 50% for adults), when trainethia manner their acceptance rate drops to
52%, becoming adult-like. Nonetheless, this efieshort lasting, i.e. it does not persist when
the same participants are tested a week later (Exget 3). In the last experiment, the
authors rendered tladl alternative more salient in context. This was ag#ik for instance,

by presenting participants with a story where savetaracters have to decide whether the
best way to go collect a treasure was to drive torbike or ride a horse. After some
discussion, all of them choose to ride a hors¢higwway it is made clearer that the statement
subjects have to judge, “some of the charactersectmride horse,” is underinformative. The
results indicated that children are more likelyni@r an enriched interpretation in an adult-
like manner when the context makes this enrichrhigitly relevant.

This last finding shows that one can create sitnatthat encourage children to
pragmatically enrich weak-sounding statements artbtso in an adult-like manner. It does
not alter the fact that in less elaborate scenavltesre cues to enrichment are less abundant,
seven-year olds do not behave in this manner ashaes not tell us what younger children do.
Overall, the developmental effect shows that pragnesmrichments are somewhat effortful.

In experimental settings, the required effort carsbmewhat lowered or the motivation to
perform it may be heightened, but in the absensidf contextual encouragements, younger
children faced with a weak scalar term are morglyiko stick with its linguistically encoded
meaning.

If children had been found to perform scalar infees by default, this would have
been strong evidence in favour of the GCI theopyregach. However, taken together,
developmental data suggest that, for childrencled interpretations of scalar terms are not
default interpretations. This data is not knock dawvidence against GCI theory, because it is
compatible with two hypotheses: 1) scalar infereran@ not default interpretations for adults
either (even if adults are more likely to deriverthbecause they can do so with relatively
less effort and because they are more inclinedvest effort in the interpretation of an
utterance given their greater ability to derivenirta cognitive effects). Or, 2) in the course of
development, children become capable and dispaspérform scalar inferences by default.
The first hypothesis is consistent with the rel@etheory approach while the second is
consistent with the GCI approach. To find out whagiproach has more support, further work

had to be done with adults.
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Time course of comprehension among adults

As we mentioned before, GCI theory implies thateadl interpretation of a scalar,
resulting from the cancellation of default enriclnfheshould take longer than an enriched
interpretation, whereas relevance theory, denghagenrichment takes place by default,
implies that an enriched interpretation, being coted when needed to meet contextual
expectations of relevance, should take longer ¢hieral one. What is needed to test these
contrasting predictions are experiments manipujedimd measuring the time course of the
interpretation of statements with weak scalar terms

As in the developmental tasks, one wants to makethat enriched interpretations are
clearly identifiable through specific responsest tihe tasks used includes a variety of
controls, and that the effect is reliable and robOse way to identify enriched vs. literal
interpretations is provided by earlier studies vehaarticipants were asked to judge true or
false statements (such as “some elephants are nlafhthat could either be construed as
literally true but underinformative, or in an erdmgd manner (as implying not all...) and
false. Hence participants’ truth-value judgemeatkect their literal or enriched
interpretation.

As we indicated, prior work was critical to devealogpthe appropriate measures. In
fact, Rips (1975) unintentionally included the tiglrt of cases when looking at other issues
of categorization and with materials such as “soorggressmen are politicians.” He
examined the effect of the interpretation of tharguier by running two studies, one in
which participants were asked to treat “some” aammgsome and possibly alind another
where they were asked to treat “some” as measwnge but not allThis comparison
demonstrated that participants given sbhene but not alinstructions in one experiment
responded more slowly than those givendbmme and possibly alhstructions in another.
Despite these indications, Rips modestly hedgethwieeconcluded that “of the two
meanings o5omethe informal meaninghaybe the more difficult to compute” (italics
added). To make sure that Rips’s data were indegidative of a slowdown related 8ome
but not allreadings, Bott & Noveck (2004) ran a series of fexperiments that followed up
on Rips (1975) and essentially verified that erectinterpretations take longer than literal
ones.

Bott and Noveck’s categorization task involved dise of underinformative items (e.g.

“Some cows are mammals”) and five controls thaiedathe quantifierdomeandAll), the
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category-subcategory order, as well as proper meghige The 6 types of statements are
illustrated with the six possible ways one can emypphe subcategoiephantdelow, but it
should be pointed out that the paradigm was ssbupat the computer randomly paired a
given subcategory with a given category while wang that, at the end of each experimental

session, there were nine instances of each type:

(19) (a) Some elephants are mammals (Underinfovaati
(b) Some mammals are elephants.
(c) Some elephants are insects
(d) All elephants are mammals.
(e) All mammals are elephants.

(f) All elephants are insects.

In the first Experiment, a sample of 22 particiganas presented with the same task
twice, once with instructions to treat “sonas meaningome and possibly aihd once with
instructions to treat “somed's meaninggome but not alland, of course, the order of
presentation was varied). When participants wetkeumstruction, in effect, to engage the
scalar inference, they were shown to be less acaral take significantly longer to respond
to the underinformative items (like those in (19&pecifically, when instructions called for a
Some but not alhterpretation, rates of correct responses tdJimgerinformative item (i.e.
judging the statement “false”) were roughly 60%ewhnstructions called for&ome and
possibly allinterpretatiorrates of correct responses to the Underinformatiare (i.e. judging
the statement “true”) were roughly 90%. For thetomntems, rates of correct responses were
always above 80% and sometimes above 90%. Oneceahat the Underinformative case in
the Some but not atondition provides exceptional data.

The reaction time data showed that the correcoresgs to the Underinformative item
in theSome but not altondition were exceptionally slow. It took rougllyl seconds to
correctly evaluate the underinformative statemantee Some but not altondition and
around .8 seconds in tiB®me and possibly atbnditions. To answer the control items—
across both sorts of instructions—took at moss&donds but more often around .8 to .9
seconds. Thus, the underinformative statemeritaSdme but not attondition is the one
most affected by the instructions. All this confgiRips’s initial findings. More importantly,

there is not a single indication that interpretisgme” to mearsome but not alls an
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effortless or quasi effortless step. Again, a diéfd@ew of scalar inference would predict that
underSome but not alhstructions, responses to Underinformative statgswould require
less time than responses un8eme and possibly atistructions. According to an account
based on relevance theory, one should find thesifg The data more readily support the
relevance-theoretic account.

A potential criticism of this Experiment is thaetlower accuracy and the slowdown
might be due to a response bias in favour of p@srather than negative response, given that
the correct response to the Underinformative statewith theSome and possibly all
instructions is to say “True” while the correctpease to the Underinformative statement
with the Some but not alhstructions is to say “False.” To allay conceregarding such a
potential response bias, Bott and Noveck demomstrexperimentally that the effects linked
to pragmatic effort are not simply due to hittihg t'False” key.

In a second experiment, the paradigm was modifieithat the same overt response
could be compared across both sorts of instructithis way, participants’ response choice
(True vs. False) could not explain the observeelotst In order to arrive at this comparison,
participants were not asked to agree or disagrdefinst-order statements such as those in
(19), but with second order statements made abesttfirst-order statements. For example,
participants were presented with the two stateméisry says the following sentence is
false” / “Some elephants are mammals.” They weee tisked to agree or disagree with
Mary’s second-order statement. In such a casecymants instructed to treat “soma$
meaningSome but not aBhould agree, whereas participants instructecetd tsome’as
meaningSome and possibly ahould disagree, reversing the pattern of poséne negative
response of the previous experiment.

The results from this second experiment were nbebrss remarkably similar to those
of the first one. Here, when participants were umglgruction to, in effect, draw the scalar
inference, they were less accurate and took sagmifly longer to respond correctly to the
underinformative item. When “agree” was linked witltructions for &ome but not all
interpretation, rates of correct responses werghigu/0%; when “agree” was linked with
instructions for &ome and possibly atliterpretationrates of correct responses were roughly
90%. For all control items, rates of correct regaswere always above 85% and often above
90%. One can see that, once again, the Underinforengase in th&ome but not all
condition provides exceptional data. The reactiore tdata also showed that the correct

“agree” responses to the Underinformative itemhmSome but not altondition were
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exceptionally slow. It took nearly 6 seconds toleate the underinformative statements
correctly when “agree” was linked with instructidies aSome but not alhterpretation and
around 4 seconds when “agree” was linked with urtsitons in theSome and possibly all
condition (all reaction times were longer thanha previous experiment due to tdary says
statement). The control items across both sonsstfuctions took on average around 4.5
seconds and never more than 5 seconds. Againxpiegiment demonstrated that any
response that requires a pragmatic enrichment@siktra effort.

Both of these experiments, though inspired by meviwork, are arguably unnatural.
It is unusual to instruct participants in a conaéim, as was done in Experiment 1, as to how
they should interpret the word “some”; the secoxygeeiment doubles the complexity by
compelling participants to make metalinguistic joants from statements lilkdary says the
following is false Bott and Noveck’s third experiment simplified teas by asking
participants to make true/false judgments about#tegorical statements themselves and
without prior instruction. With this sort of pregation, there is no useful sense in which a
response is “correct” or not. Rather, responsesalethe participants literal or enriched
interpretation and can be compared in terms ofi@atme.

Roughly 40% of participants responded “true” to Brdformative items and 60%
“false”. This corresponds to the rates found amadgjts in Noveck’s developmental studies
(also see Noveck & Posada, 2003; Guasti et al, 200 main finding was that mean
reaction times were longer when participants redpdrifalse” to the underinformative
statements than when they responded “true” (3.8r&kcversus 2.7, respectively).
Furthermore, “false” responses to the underinfoiveattatements appear to be slower than
responses to all of the control statements (inolyithree, (18c), (18e), and (18f), that require
a “false” response). The “true” response was maadespeed that was comparable to all of the
control items.

In their last experiment, Bott and Noveck’s varikd time available to participants to
respond to the statements. The rationale for #ssgeth was that, if as implied by GCI theory,
literal interpretations of weak scalar terms takager than the default enriched
interpretations, then limiting the time availabl®sld decrease the rate of literal
interpretations and increase the rate of enricimes$.00On the other hand, if as implied by
relevance theory, enriched interpretations takgéonthen limiting the time should have the
opposite effect. While following the same generalcpdure as the prior experiments (asking

participants to judge the veracity of categori¢atements), the paradigm manipulated the
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time available for the response. In one conditparficipants had a relatively long time to
respond (3 seconds), while in the other they hiaedadively short time to respond (.9

seconds). Only the time tespondwas manipulated. To control for uptake, particisamere
presented with the text one word at a time antle@same rate in both conditions, thus there is
no possibility that participants in the Short-lamndition spend less time reading the
statements than those in the Long-lag condition.

Bott and Noveck reported that when a shorter pesfddne was available for
participants to respond, they were more likelygspond “True” to Underinformative
statements (indicating a literal interpretatior®% of participants responded true in the
“Short-lag” condition and 56% did so in the “Lonagl’ condition. This strongly implies that
they were less likely to derive the scalar infeeemtien they were under time pressure than
when they were relatively pressure-free. As irttadl prior experiments, control statements
provide a context in which to appreciate the dédferes found among Underinformative
statements. These showed that performance amon@lkstatements in the Short Lag
condition was quite good overall (rates of corresponses ranged from 75%-88%) and that,
as one would expect, rates of correct performanuang the control itemimicreasedwith
added time (by 5% on average). The contrast betagecentage that drops with extra time
(as is the case for the Underinformative statememd percentages that increase provide a
unique sort of interaction confirming that timenecessary to provoke scalar inferences.

The experiments we have described so far takeaetount the four methodological
considerations we discussed earlier and allow watlrolled measure of a dependent
variable: the rate or the speed of literal vs.@red interpretations of weak scalar terms.
Together, they provide strong evidence that archad interpretation of a weak scalar term
requires more processing time than an unenriclitecallinterpretation, as predicted by
relevance theory and contrary to the predictionlieapby GCI theory.

Still, one might argue that the categorization sas¢ed, even if methodologically
sound from an experimental psychology point of viave too artificial to test pragmatic
hypotheses. If the argument were that laboratakystare somehow irrelevant to pragmatics,
we would argue that the onus of the proof is onctitecs: after all, participants bring to bear
on experimental verbal tasks their ordinary prageretiilities, just as they do in any
uncommon form of verbal exchange. In particulatt, i§ part of adult pragmatic competence
to make scalar inferences by default, it would ts#mne arguing to make it plausible that an

experimental setting somehow inhibits this basspdsition. On the other hand, if the
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argument is that fairly artificial laboratory expeents are not enough and that they should be
complemented with more ecologically valid desigms,agree. Happily, Breheny, Katsos and
Williams (2006) have provided just this kind of wee complement.

Following up on a procedure from Bezuidenhout &t{gt(2004), Breheny et al.
presented disjunctive phrases (such as “the clates or the summary”) in two kinds of
contexts: Lower-bound contexts (where the litegalding of a scalar term is more appropriate
as in (20) below), and Upper-Bound contexts (whieeeenriched reading of the scalar is
more appropriate as in (21) below). These wersgmted as part of short vignettes (along
with many “filler” items to conceal the purposetbé study) and participants’ reading times
were measured. More specifically, participants vasieed to read on a computer screen short
texts that were presented one fragment at a tintef@advance in their reading by hitting the
space bar (the slashes in (20) and (21) deliminfients).

(20) Lower-bound context
John heard that / the textbook for Geophysics /weag advanced. /
Nobody understood it properly./ He heard thathefwanted to pass

the course / he should reathé class notes or the summary

(21) Upper-bound context
John was taking a university course / and workintp@ same time. /
For the exams / he had to study / from short amapcehensive
sources./ Depending on the course, / he decideshtb/the class

notes or the summary

If, in such a task, one found shorter reading timake Upper-bound contexts that call for
scalar inferences than in the Lower-bound contexisre the literal interpretation is more
appropriate, this would support the GCI claim theadlar inferences are made by default.
Findings in the opposite direction would suppoe ttelevance theory account. What Breheny
et al. found is that phrases like ttlass notes or the summanok significantly longer to
process in Upper-bound contexts than in Lower-batordexts, a result consistent with

findings reported above.
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Conclusions

The experimental work we have summarized hereigsrdredictions derived from
relevance theory, and falsifies predictions derifrech GCI theory. Does this mean that
relevance theory is true and GCI theory is false@dDrse not. Nevertheless, these results
should present a serious problem for GCI theorists.quite possible however that they will
find a creative solution to the problem. They mifgittinstance show that, in spite of the
methodological precautions we have outlined, thdiss reported failed to eliminate some
uncontrolled factor, and that better studies prewadidence pointing in the opposite direction.
They might, more plausibly, revise their theoryasao accommodate these results. One line
of revision would be to reconsider the idea thal &@ default inferences (or to water down
the notion of default to the point where it does amoymore have implications for processing
time). After all, not all neo-Griceans agree witkvinson’s account of GCI (see in particular
Horn 2004, 2006). Still, it is worth noting thatscalar inferences are not truly default
inferences and involve each and every time payitamntion to what the speaker chose not to
say, then we are back to the worry that such infege are excessively cumbersome.
Generally speaking, experimental findings sucthasd¢ we have summarised here should
encourage neo-Griceans to work out precise andibl@umplications of their approach at
the level of cognitive processing.

Relevance theorists are not challenged in the seayeby the work we have
described—after all, their prediction is confirmegdbut they should be aware that this
prediction could be made from quite different thegimal points of view: it follows from
relevance theory, but relevance theory does lowidrom it. They might then try to
develop aspects of these experiments that coutdgpsitive support to more specific aspects
of the theory. For instance, according to the theloearers aim at an interpretation that
satisfies their expectations of relevance andéle/ance of an interpretation varies inversely
with the effort needed to derive it. It should thenpossible to cause participants to choose a
more or a less parsimonious interpretation by msirey or decreasing the cognitive resources
available to participants for the process of intetgtion. The fourth experiment of Bott and
Noveck (2004) can be seen as a first suggestipeirstais directior.

As we have just explained, we do not expect reaeiam a final judgement on the
respective merits of GCI theory and Relevancerthen the basis of the experimental

evidence presented. What we do hope is to havarmmet/you that, alongside other kinds of

* For other experimental explorations based on agles theory, see Van der Henst & Sperber 2004.
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data, properly devised experimental evidence camdidy pertinent to the discussion of
pragmatic issues, and that pragmatists—and inqodatti students of pragmatics—might
greatly benefit from becoming familiar with relevaxperimental work and from

contributing to it (possibly in interdisciplinaremtures).
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