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Abstract
Virtue ethics has many times been suggested as a promising recipe for the construction of artificial moral agents due to its 
emphasis on moral character and learning. However, given the complex nature of the theory, hardly any work has de facto 
attempted to implement the core tenets of virtue ethics in moral machines. The main goal of this paper is to demonstrate how 
virtue ethics can be taken all the way from theory to machine implementation. To achieve this goal, we critically explore the 
possibilities and challenges for virtue ethics from a computational perspective. Drawing on previous conceptual and technical 
work, we outline a version of artificial virtue based on moral functionalism, connectionist bottom–up learning, and eudai-
monic reward. We then describe how core features of the outlined theory can be interpreted in terms of functionality, which 
in turn informs the design of components necessary for virtuous cognition. Finally, we present a comprehensive framework 
for the technical development of artificial virtuous agents and discuss how they can be implemented in moral environments.
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Virtue ethics has several times been proposed as a prom-
ising recipe for artificial moral agents (Berberich and Die-
pold 2018; Coleman 2001; Gamez et al. 2020; Howard and 
Muntean 2017; Wallach and Allen 2008). Due to its empha-
sis on moral character and moral development, it offers a 
path to equip artificial moral agents (AMAs)2 with the abil-
ity to learn from experience, be context-sensitive, adapt, 
and conform to complex human norms. However, hardly 
any technical work has attempted to implement virtue ethics 
in moral machines.3 The main reason is that virtue ethics 
has been proven difficult to approach from a computational 
perspective, especially in comparison to its more popular 
alternatives. Simply put, it is easier to implement particular 

1 Introduction

As artificial systems enter more domains of human life, the 
last decades have seen an explosion of research dealing with 
the ethical development and application of AI (AI ethics), 
and how to build ethical machines (machine ethics).1 While 
efforts of the former kind have seemingly converged on a 
set of principles and guidelines (Floridi and Cowls 2019), 
their capacity to have any substantial impact on the ethical 
development of AI has been called into question (Hagendorff 
2020; Mittelstadt 2019). Lacking mechanisms to enforce 
their own normative claims, AI guidelines might instead 
serve as “ethics-washing” strategies for institutions. To bring 
ethics into the very core of the research and development 
of AI systems, it has instead been suggested that ethicists 
should adopt the role of designers (Van Wynsberghe and 
Robbins 2014). Accordingly, several attempts have been 
made to implement ethical theory in machines, with the 
majority of them taking one of three approaches: conse-
quentialism (Abel et al. 2016), deontology (Anderson and 
Anderson 2008), or hybrids (Dehghani et al. 2008).

1 For simplicity, we will use terms such as “machine”, “AI system”, 
and “computer” interchangeably, referring to computational systems 
in both software and hardware.
2 Cervantes et al. (2020) defines an AMA as: “a virtual agent (soft-
ware) or physical agent (robot) capable of engaging in moral behavior 
or at least of avoiding immoral behavior. This moral behavior may be 
based on ethical theories such as teleological ethics, deontology, and 
virtue ethics, but not necessarily” (p. 506).
3 In a comprehensive survey of more than 50 implementations in 
machine ethics, not a single one had virtue ethics as its main focus 
(Tolmeijer et  al. 2020). Overall, only a handful of published arti-
cles explicitly deal with the construction of artificial virtuous agents 
(AVAs), and none of them provide any implementation details.
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deontological rules and consequentialist utility-functions as 
opposed to generic virtues and moral character.

The main goal of this paper is to tackle the challenge 
head-on and demonstrate how virtue ethics can be taken all 
the way from theory to machine implementation. The rest of 
the paper is structured as follows. In Sect. 2, we explore four 
major benefits virtue ethics could offer to the prospect of 
moral machines. In Sect. 3, we face up to four critical chal-
lenges for artificial virtue, including (3.1) the uncodifiability 
of virtuous language, (3.2) its reliance on human-like moral 
capacities, (3.3) the role of virtues, moral exemplars, and 
eudaimonia, and (3.4) issues regarding technical implemen-
tation. Simultaneously, we outline a path to artificial virtu-
ous agents (AVAs) based on moral functionalism, bottom-
up learning, and eudaimonic reward. Section 4 describes 
how features of the outlined virtue-ethical framework can 
be interpreted in terms of functionality, which in turn can 
guide the technical development of AVAs. We then present 
a generic architecture that can act as a blueprint for algo-
rithmic implementation. In Sect. 5, we discuss remaining 
challenges and identify promising directions for future work.

2  Machine ethics and virtue ethics

2.1  Machine ethics

With a growing number of self-driving vehicles on public 
roads, and a variety of robots being in education, medicine, 
and elderly care, it is hard to question the urgent need for AI 
systems to have some form of ethical considerations factored 
into their decision making. Were AI to continue on its course 
of replacing traditional human roles such as drivers, medi-
cal doctors, soldiers, and teachers, we should also expect 
them to adequately meet the moral standards entailed by 
such roles. For these reasons, machine ethics have attracted 
a growing amount of interest among academics in the inter-
section of moral philosophy and computer science, and the 
resulting body of work ranges from more or less detailed 
prototypes of ethical machines to theoretical essays on what 
moral agents ought or ought not to do (Anderson and Ander-
son 2011; Sparrow 2007; Winfield et al. 2014).

There are many pathways towards ethical machines, and 
different paths provide their own distinct benefits and dis-
advantages. The rule-based nature of deontological ethics 
elegantly corresponds to the type of conditional statements 
often associated with computer code. Similarly, the utility-
maximizing aspects of consequentialism seem to resonate 
well with objective functions found in mathematical opti-
mization, or the reward functions used in reinforcement 
learning. Deontology and consequentialism are thus fruit-
ful frameworks for the pursuit of moral machines in their 
own ways, each corresponding to important aspects of moral 

behavior found in humans. However, by building AMAs 
based on these approaches, there is a risk of cherry-picking 
particular features of the theoretical counterpart without 
offering any account of how these are situated in the gen-
eral cognition of the agent and its relation to the complicated 
dynamics of our every-day ethical lives. Behind rules and 
utility-functions, there is no moral character to speak of; 
no learning or adaptation; no thorough account of what it 
is to be moral besides following a simplified version of the 
normative theory it is based upon.

2.2  The appeal of virtue ethics

“Virtue ethics” refers to a broad family of related ethical 
views, with variations found in Buddhist, Hindu, and Con-
fucian traditions (Flanagan 2015; Perrett and Pettigrove 
2015; Yu 2013). In the Western tradition, the most influen-
tial version stems from Aristotle, and in the modern age it 
has emerged on to the central stage owing a lot to Anscombe 
(1958), Nussbaum (1988), Hursthouse (1999), and Annas 
(2011). While a comprehensive summary of the tradition 
and its variations could fill a large library,4 we will intro-
duce some of its central aspects by highlighting four major 
benefits the theory offers to moral machines.

2.2.1  Moral character

First and foremost, a person following virtue ethics puts her 
main focus on her character by fostering the dispositions that 
enable her to act in a morally good way. In this sense, vir-
tues are the morally praiseworthy character traits one has or 
strives to possess. The courageous agent puts itself at risk to 
save another agent, not because it follows a rule, nor because 
it would result in the best outcome, but simply because it is 
what a courageous agent does (Hursthouse 1999). Conse-
quently, the virtuous agent blurs as well as bridges the gap 
between, on the one hand, actions as a result of conscious 
deliberation and reasoning, and on the other hand, the psy-
chological and biological dispositions that enable her to act 
in certain ways. While normative theories can be useful 
heuristics that guide us towards ethical conduct in terms of 
principles and reasons, in everyday life, there is often a gap 
between how we ideally ought to act and how we actually 
act.5 In fact, our general behavior is influenced by a range 
of conscious and unconscious processes; from emotions 
and motivations at the psychological level to mood-altering 

4 For two excellent introductions to virtue ethics, see Crisp and Slote 
(1997) and Devettere (2002).
5 To take a trivial example, we all know how hunger can affect our 
thinking and behavior in various ways: we get angry and frustrated 
without reason, or consume unhealthy food although we know that it 
is bad for us.
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hormones and gut bacteria of our biological systems (Tang-
ney et al. 2007; Teper et al. 2011). Taking character as the 
principal subject of moral evaluation, virtue ethics therefore 
enables us to account for these mechanisms, which in turn 
allows us to conceptualize a more comprehensive picture of 
what it means to be moral.

2.2.2  Learning from experience

Another key feature of virtue ethics is the emphasis on learn-
ing from experience.6 A child and an adult might share the 
same good intentions, but due to a lack of experience, the 
child is often unaware of what she needs to do to effectively 
reach the intended result. Only through experience can we 
acquire the practical wisdom (phronesis) that helps us exer-
cise good judgment and promote the excellence of our char-
acter and habits. Fueled by the same intuition, experimental 
studies in moral psychology have grown into full-blown 
research paradigms that seeks to illuminate the ways cogni-
tive development and experience are necessary for certain 
forms of moral conduct.7 In a similar vein, Annas (2011) has 
developed an influential version of virtue ethics based on the 
idea that the way we learn to be virtuous is similar to how we 
acquire a practical skill (Dreyfus 2004). Following Annas, 
moral competence is acquired both in terms of judgement 
(e.g., to follow reasons) and action (e.g., a moral know-how) 
through an active intelligent practice, akin to how we acquire 
and exercise skills such as farming or playing the piano.

One advantage of taking a learning approach to machine 
morality is that it enables the AMA to be context-sensitive 
to particulars and adapt to changes in ways that are difficult 
to encode in static rules. After all, real-life moral dilemmas 
rarely present themselves in the abstract and distilled man-
ner as they are often portrayed in thought-experiments such 
as the trolley problem. It is perhaps even rarer that we find 
a moral dilemma to be in every sense similar to some we 
have encountered before, which in turn curtails the applica-
bility of general principles. Following Aristotle, it is rather 
through our repeated encounter with particulars that we 
practice our practical wisdom (NE 1141b 15). Consequen-
tially, as the virtuous agent develops through a continuous 
interaction with its environment, it would ideally be able 
to conform, not only to certain values and rules, but to the 
subtler details of social norms and cultural customs, with 
the additional ability to adapt accordingly as these change 
over time.

2.2.3  Relationship to connectionism

A third selling-point for the prospect of artificial virtue, and 
a natural extension of the second, is that virtue ethics reso-
nates well with connectionism8 and the correlated methods 
that are frequently employed in modern AI. Although ideas 
about artificial neural networks and learning algorithms have 
circulated since the 1940s (McCulloch and Pitts 1943), con-
nectionism truly rose to prominence through the speed of 
twenty-first century computer chips combined with inter-
net-age amounts of training data (Miikkulainen et al. 2019). 
Faster processing and more data have allowed increasingly 
larger networks, which in turn has made machine learning 
and neural networks the most dominant AI tools of today, 
reaching human and expert-level performance in areas such 
as pattern recognition, game playing, translation, and medi-
cal diagnosis (Deng and Yu 2014; Senior et al. 2020). Due 
to the learning emphasis, and the ability to capture context-
sensitive information without the use of general rules, sev-
eral authors have pointed out the appeal of uniting virtue eth-
ics with connectionism (Berberich and Diepold 2018; Gips 
1995; Howard and Muntean 2017; Wallach and Allen 2008). 
Some would even go so far as to claim that connectionism 
holds the essential keys to fully account for the develop-
ment of moral cognition (Casebeer 2003; Churchland 1996; 
DeMoss 1998), while others have noticed the historical link 
between virtue ethics and connectionism through Aristotle.9 
Essentially, the relationship between the two could there-
fore provide AVAs with a compelling cognitive framework 
in combination with the technological backbone of modern 
learning methods.

2.2.4  Relationship to general cognition

The last appeal is that virtue ethics, compared to other 
theories, cuts deeper into the relationship between moral 
cognition and cognition in general. That is, virtue ethics 
situates morality, not separate from, but rather alongside 
general capacities and functionality. To use an analogy: 
we often measure the performance of artificial systems in 
functional terms, i.e., to the extent they are able to perform 
a certain task.10 If they were equipped with more salient 
forms of moral behavior, we would also judge their behavior 
in relation to their other capacities. For instance, the moral 

6 In the words of Aristotle: “[…] a young man of practical wisdom 
cannot be found. The case is that such wisdom is concerned not only 
with universals but with particulars, which become familiar from 
experience” (NE 1141b 10).
7 From the pioneering work by Piaget (1965) and Kohlberg and 
Hersh (1977), to modern refinements by Gilligan (1993) and Rest 
et al. (1999).

8 Connectionism is the cognitive theory that mental phenomena can 
be explained in terms of artificial neural networks.
9 For instance, Medler (1998) has pointed out that Aristotle was the 
first thinker to propose some of the fundamental concepts of connec-
tionism.
10 A good coffee machine is one that reliably produces great-tasting 
coffee. Given a set of symptoms, an apt medical diagnostics system 
is able to determine, with a high accuracy, what disease a person is 
likely to have.
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competence of a self-driving car is intimately linked to its 
general ability to drive safely without supervision, includ-
ing capacities such as speed control and collision-detection. 
A self-driving car with faulty brakes would simply lack the 
ability to avoid certain collisions even if the control-system 
of the vehicle was determined to do so. Similarly, you can 
only be courageous if you have the means to act coura-
geously; to save a person from drowning in the ocean, you 
need to know how to swim. The point is that morality cannot 
be viewed isolated from non-moral capabilities. This reflects 
Plato and Aristotle’s shared view on how virtue is intimately 
related to function; a virtue is a quality that enables you to 
be good at performing your function (ergon).11 A good knife 
has the virtues—of being durable, sharp, etc.—that allows it 
to carry out its function (cutting). A good life, according to 
Aristotle, is thus to fulfill one’s ergon through virtuous living 
(arete). In a modern context, this can be seen to emphasize 
the intimate relationship between moral cognition and gen-
eral cognition. For instance, some authors have argued that 
there is no sharp distinction between moral and non-moral 
cognition on the basis that they have coevolved throughout 
the evolution of mankind (Flanagan 2009; Kitcher 2011).12 
Or as Johnson (2012) claims: there is no special moral fac-
ulty besides the general faculties. In the growing imaging 
literature of moral cognition, the emerging picture is that 
morality relies on a highly diverse and decentralized neural 
network that selectively uses specific regions depending on 
the associated context (FeldmanHall and Mobbs 2015).

Grounding morality in a general cognitive framework is 
constructive for the pursuit of moral machines in several 
regards. It allows us to more clearly determine what the 
appropriate virtues would be for an artificial agent in rela-
tion to its role, and help us to focus on the relevant traits 
that enable it to excellently carry out its function. A social 
companion robot used in elderly care should not share the 
same virtues as a self-driving car; they are equipped with 
different functionalities, serve different purposes, and face 
their own distinct problems. By contrast, the prejudice of 
universalist moral philosophy, i.e., the idea that there are 
general answers to particular moral problems, might lead 

one to implement one and the same “generic moral module” 
in machines across all domains, which would obstruct the 
nuances and domain-specific challenges that machines face 
with regards to their particular purpose.

Placing artificial morality within general cognition would 
also enable the development of AMAs to continuously draw 
from insights from the growing body of brain science, which 
in turn could shed light on aspects of morality that are only 
possible through the use of other complex and highly dis-
tributed cognitive abilities.

In summary, virtue ethics provides a smorgasbord of 
attractive features for the pursuit of moral machines. How-
ever, we have so far only explored the prospect of AVAs 
in rather idealistic terms. To construct an AVA that would 
fully realize the discussed benefits, one would need to create 
something more or less similar to a virtuous human being, 
which is unrealistic given today’s technology.

3  Challenges for artificial virtue

Approaching virtue ethics from a computational perspective 
presents several novel challenges. In this section, we will 
focus on issues stemming from (i) the equivocal nature of 
the theory and its concepts, (ii) its reliance on human-like 
moral capacities, (iii) the difficulty of deciding the role of 
virtues, and (iv) technical implementation. Using the moral 
functionalism of Howard and Muntean (2017) and Hurst-
house’s virtue-ethical framework (1999), we will argue that 
there is a feasible path towards artificial virtue, but only if 
we give up the idea of trying to capture the full depth of the 
theory’s anthropocentric roots.

3.1  The uncodifiability of virtuous language

The first challenge is to translate the concepts of virtue eth-
ics into implementable computer models. This immediately 
becomes a difficult task since virtue ethics originated in 
ethical traditions through rich vocabularies of often inter-
related, ambiguous, and higher-order mental concepts. In 
other words, the language of virtue ethics relies on thick 
descriptions, thick concepts,13 and folk psychology.14 To 
promote the traits that enable her to be courageous and fair, 
a virtuous person needs to have a thick understanding of 
courage and fairness to relate them to her own experience 

13 While thick concepts are both “evaluative and descriptive” (Black-
burn 1998), thick descriptions are those that embed subjective expla-
nations and context into their meaning, e.g., describing an individ-
ual’s behavior by extrapolating on its internal motivations (Geertz 
1973).
14 Folk psychology refers to the psychological common-sense ability 
to explain and understand mental states (Goldman 1993).

11 In 1.7 of the Nicomachean Ethics, Aristotle suggests that we can 
get at a clearer conception of eudaimonia (flourishing) if we first can 
determine the ergon (function or purpose) of human beings (NE 1.7 
1097b 24). He justifies this inquiry by writing “for all things that have 
a function or activity, the good and the ‘well’ is thought to reside in 
the function” (NE 1.7 1097b 26–27). This echoes the famous knife-
parable in Plato’s Republic; that each thing has a function which can 
be identified by considering what the thing can achieve on its own or 
better than anything else (R 1.352e).
12 In a similar vein, Casebeer has proposed that connectionism can 
serve as a suitable framework for a naturalized ethics, where moral 
capacities such as judgement and blame can be understood in a bio-
logical context among other abilities that allows an organism to skill-
fully deal with the demands of the environment (Casebeer 2003).
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and motivations.15 “Courage” and “fairness” are also para-
digmatic examples of thick concepts, i.e., terms can be 
characterized descriptively while simultaneously having an 
evaluative quality.16 Furthermore, since folk psychological 
notions such as belief, desire, and intention play a crucial 
role in our everyday ethical lives, to foster one’s character 
arguably implies an ability to grasp the way such concepts 
are grounded in mental states of others and oneself (Den-
nett 1989).

However, no AI systems can apprehend rich contexts, nor 
can they make use of a catalogue of subjective experience; 
nor do they possess interpretative mechanisms to disentan-
gle value-laden terms or follow the logics of commonsense 
psychology. To that end, virtue ethics can be hard to com-
pile even for a human being. One common criticism of the 
theory is that virtue ethics is “uncodifiable” and does not 
offer an applicable decision-procedure (Hursthouse 1999, 
pp 39–42).17 Faced with a particular moral dilemma, vir-
tue ethics does not provide any straight-forward solutions; 
we simply have to trust that we do what a virtuous person 
would do.

The aforementioned difficulties have led many machine 
ethicists to avoid virtue ethics completely, others to argue 
that it is inferior to other approaches, or that it is simply 
incomputable due to its uncodifiability (Arkin 2007; Bauer 
2020; Tolmeijer et al. 2020). But we will argue that there is 
a path for artificial virtue, provided that we give up on the 
project of trying to fully accommodate the theory’s anthro-
pocentric foundations.

A simple version of the incomputability-argument can be 
constructed on the assumption that machines are essentially 
systems of automated rule-following. Since machines are 
governed by rules, and a virtuous person is not, it follows 
that virtue ethics is incomputable. This line of reasoning, 
however, ignores the fact that AI systems can be constructed 

of rudimentary rule-adhering units while the behavior of 
the larger system is not rule-following in the same sense. 
The relevant analogy is found in the similarity between the 
neurons of biological minds and the nodes of an artificial 
neural network. Biological neurons receive and transmit 
impulses according to the all-or-none law, meaning that 
they either produce a maximum response or none at all.18 
Still, the human brain—consisting of roughly 86 billion neu-
rons—is able to support complex processes that are not rule-
following in the same way as its smallest components. After 
all, it is the very same network that gives rise to the thought 
and comprehension that enables a person to act virtuously. 
By extension, a large artificial neural network can produce 
a variety of behaviors that are not rule-adhering in the same 
narrow sense its nodes are.19

Howard and Muntean (2017) have extended a series of 
similar analogies between human and artificial cognition 
based on connectionism that they believe can pave the way 
for AMAs based on a form of virtue ethics. Drawing on 
Jackson and Pettit (1995) and Annas (2011), at the core of 
their framework is a “moral dispositional functionalism” 
which emphasizes “the role of the functional and behavio-
ral nature of the moral agent” (Howard and Muntean 2017, 
p. 134). In their view, virtues are seen as dispositional traits 
that are nourished and refined through active learning of 
moral patterns in data, similar to how a cognitive system 
adapts to its environment (Howard and Muntean 2017). 
It is possible that Howard and Muntean’s vision might in 
the long-term solve some of the challenges posed by virtu-
ous language; through active exposure to particulars, the 
AVA eventually learns to approximate the functional role 
of generic virtues, and how they are related to each-other in 
a complex whole. The first step towards AVAs is therefore 
not to create an artificial human being, fully equipped with 
the abilities required to grasp virtue ethics in a “top-down” 
fashion. It is rather to construct “bottom-up” learners who 
continuously interact and adapt to a dynamic environment, 
and through experience develop the appropriate dispositions 
depending on their functional role. Albeit lacking a refer-
ence to virtue ethics, previous technical work has already 
explored learning-methods to tackle the ambiguity of moral 
language. Using neural networks, Guarini (2006, 2013a, b) 
have taken a “classification” approach to moral data with 
a focus on the gap between particularism and generalism. 
After learning, Guarini’s models are able to classify cases 
as morally permissible or impermissible without the explicit 

15 Virtue ethics have found great success by drawing on ‘thick’ 
backdrops of culture and tradition, of shared experiences and sto-
ries; a leading example being the Christian tradition, which is full 
of accounts of virtuous living through the lens of individual experi-
ence. A similar use of thick descriptions can be found in virtue ethics’ 
emphasis on moral exemplars. Indeed, many versions of virtue eth-
ics stress the importance of observing and learning from moral role-
models, from Aristotle (NE 1143b 1) and the Christian concept Imita-
tio Christi (“What would Jesus do?”), to prominent modern accounts 
(Hursthouse 1999; Zagzebski 2010).
16 Thick concepts, and particularly the way they straddle the is-ought 
distinction, have been subject to long-standing metaethical debates. 
While some argue that the evaluative and non-evaluative aspects of 
thick concepts can be disentangled into separate components (Black-
burn 1992; Hare 1991), others view them as inseparable fusions of 
fact and value (Putnam 2002; Williams 2006).
17 However, some virtue ethicists welcome this feature on the basis 
that it is unrealistic to provide a straight-forward moral code based on 
virtue ethics (McDowell 1979).

18 In other words, the neurons can be seen as following the simple 
rule “if excitation from stimuli is over a certain threshold” → “fire 
neuron”.
19 This does not, however, exclude the possibility for AI systems to 
be rule-following in the sense that they learn to follow rules or make 
use of a rule-following heuristics.
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use of principles. Similarly, McLaren have developed two 
systems—TruthTeller and Sirocco—that can learn and rea-
son from moral data with the purpose of supporting humans 
in ethical reasoning (McLaren 2005, 2006).20

Due to its inability to provide a decision-procedure, some 
still view virtue ethics as merely a supplement to the action-
guidance provided by deontology and consequentialism. But 
others have found consolation in Hursthouse’s virtue ethics 
since it both provides (a) a decision-procedure in terms of 
rules, and (b) accounts for the developmental aspects of moral-
ity (Hursthouse 1999). According to Hursthouse, virtue ethics 
can offer action guidance through rules that express the terms 
of virtues and vices (“v-rules”), such as “do what is coura-
geous” or “do not what is unjust”. While the list of virtues that 
yield positive rules of action is relatively short, it is comple-
mented by a significant number of vices that can be expressed 
as negative rules (e.g., “don’t be greedy”). With regards to a 
decision-procedure, Hursthouse writes “P.1. An action is right 
iff it is what a virtuous agent would characteristically (i.e. act-
ing in character) do in the circumstances” (p. 28).21

Even if Hursthouse’s decision-procedure is useful for 
the algorithmic implementation of virtue ethics, it might 
not be necessary as such from the view of system design. 
While Hursthouse’s virtue ethics can offer action-guidance 
for humans who are conflicted about what they ought to 
do, the same conflict does not necessarily arise for AVAs 
with dispositional virtues. An AVA that serves as a lifeguard 
and saves someone from drowning does so, not because of 
the conscious deliberation of decisions they could have 
made, but because they are courageous. Even if the agent 
in question followed an algorithm that can be described as 
a decision-procedure, the central focus is not the procedure 
itself, but rather the way it enabled the agent to save the per-
son in danger. In fact, the concept of a decision-procedure, 
and the presumed requirement of having one to implement 
a normative theory, are entrenched with assumptions of how 
human rationality works. It assumes that ethical behavior is 
conducted in a rather stepwise algorithmic fashion, which in 
turn disregard the role of affective dispositions and enforces 
the sort of “particular situation → particular action” analysis 
akin to deontology and consequentialism. Since virtue ethics 
seeks to unite both thinking (e.g., conscious deliberations 
that can take the form of a decision procedure) and feeling 

20 However, while Guarini and McLaren’s systems show how learn-
ing methods can be applied to process moral data, they provide no 
further insight into the creation of virtuous agents; that is, agents 
capable of engaging in a variety of moral behavior beyond classifica-
tion of moral data and text-retrieval.
21 Furthermore, Hursthouse does not deny that ‘thick’ virtuous terms 
can be difficult to apply in any given situation, but instead stresses, 
following Aristotle and Plato, the importance of moral education; not 
merely through the indoctrination of rules, but the training of moral 
character (including motivation, emotion, and rationality).

22 If such a decision-procedure was articulated it would need 
to include affective steps that seem rather absurd from the point 
of rational deliberation, such as “someone is in danger → “feel 
brave” → “save person”.

(e.g., attitudes, emotions, desires) under term “character”, it 
should thus not be reduced to a description of the former.22 
Simply put, a character is not a decision-procedure.

Thus, instead of taking a “top–down” approach to vir-
tue ethics through its thick concepts as seen from a human 
perspective, a productive path forward is to start from some 
functional interpretation of virtue ethics that would carry out 
at least some important aspects of the theory. To that end, we 
have outlined an approach to AVAs that emphasize a holistic 
conception of character (involving both non-affective delib-
eration and affective dispositions) and bottom-up learning 
using artificial neural networks.

3.2  Virtuous capacities: rationality, autonomy, 
and consciousness

The second set of challenges is in many ways a corollary of 
the first: to what extent do AVAs rely on “higher-order” forms 
of moral capacities? Lacking human-like rationality, subjec-
tive experience, and autonomy, one might question whether 
artificial agents can be attributed moral agency at all. While 
such concerns perturb the overall possibility for machine 
morality, we will focus on how it challenges the prospects of 
artificial virtue. On the basis that it is both unfeasible and ethi-
cally problematic to equip artificial agents with human-like 
morality, we will argue that the development of AVAs should 
instead be driven by functional capacities that are shaped by 
normative considerations of how and to what extent AI sys-
tems should be involved in human practices.

In the context of moral machines, there has been 
widespread debate regarding the sufficient and necessary 
conditions for moral agency.23 Central to these discussions 
are rationality,24 autonomy,25 and consciousness26 (from 

23 This includes debates on whether and to what machines can have 
a moral status, and whether and to what extent they should. For 
detailed discussions, see (Behdadi and Munthe 2020; Bryson 2010; 
Floridi and Sanders 2004; Gunkel 2014; Himma 2009; Johnson 
and Miller 2008; Sharkey 2017; Sparrow 2021; Tonkens 2009; Van 
Wynsberghe and Robbins 2019; Yampolskiy 2013).
24 The role of rationality in the moral machine context has been 
explored in more detail by Coeckelbergh (2010); Hellström (2013); 
Himma (2009).
25 For instance, while several authors claim that autonomy and free 
will are essential for moral agency (Hellström 2013; Himma 2009), 
others have argued that artificial free will is impossible (Bringsjord 
2008; Shen 2011).
26 The claim that phenomenal consciousness—i.e., the subjective 
“what it is like”—is necessary for moral agency has been advocated 
by authors such as Champagne and Tonkens (2015); Coeckelbergh 
(2010); Himma (2009); Linda (2010); Purves et al. (2015); Sparrow 
(2007).
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now on collectively referred to as RAC). The good life for 
Aristotle’s animale rationale is life lived in accord with 
reason, implying an ability to follow reason, e.g., for holding 
beliefs and performing actions. It also entails introspective 
capacities of conscious deliberation and rational inquiry. As 
such, it differs significantly from the mere “goal directed 
behavior” of rational agents as conceived in AI development 
(Russell and Norvig 2020). Perhaps even more central to 
morality is autonomy, as it forms a basis for discussions 
about free will, moral agency, and responsibility.27 In the 
Kantian tradition, a person is autonomous only if her actions, 
choices, and self-imposed rules are without influence 
of factors inessential or external to herself (Kant 2008). 
However, such accounts of autonomy are very different 
from the functional autonomy found in AI systems, where it 
roughly refers to the ability of doing something independent 
from human control.28 Furthermore, it seems difficult to 
have ideas of “good” and “bad” without the conscious 
experience of positively or negatively valenced states. But 
from a neuroscientific and computational point of view, 
consciousness remains more or less as elusive as it was when 
Descartes wrote cogito ergo sum.

Beyond long-standing metaphysical debates, e.g. between 
free will and determinism (autonomy), and body and mind 
(consciousness), the prospect of artificial RAC is also ethi-
cally problematic, as it might result in human suffering,29 
artificial suffering,30 or artificial injustice.31 There is also a 
danger that RAC and similar terms can be used to reproduce 
ideas that have been, and still are, used to justify abuse and 
hierarchies of dominance.32

27 According to the “Principle of Alternative Possibilities”, an agent 
can only be morally responsible for an action if she had the option to 
do otherwise (Frankfurt 1969).
28 For instance, a helicopter that can fly from point A to B without a 
human controlling it is autonomous with regards to the very specific 
ability to fly from point A to B. Still, the helicopter was programmed 
to perform this very specific task; it is not autonomous in the sense 
that it set its own goal, wrote its own code, or had an option to say 
“no”.
29 The catastrophic risks of future AI have been extensively explored 
in Bostrom (2014); Russell (2019); Tegmark (2017).
30 Metzinger has called for a global moratorium on synthetic phe-
nomenology (i.e. artificial consciousness), as it could potentially lead 
to an explosion of artificial suffering (Metzinger 2021).
31 Tonkens have argued that the very creation of an autonomous 
AMA based on virtue ethics is morally permissible by the tenets of 
the theory itself, e.g., forcing autonomous moral agents to perform 
tasks they have no choice to not perform violates virtues associated 
with social justice (Tonkens 2012).
32 As pointed out by Cave (2020), rationality shares an intimate his-
torical relationship with “intelligence”, a value-laden term that have 
been widely used to legitimize domination; from Plato’s “philosopher 
king”, the logics of European colonialism and eugenics, to the pre-
sent-day mass-slaughter of sentient non-human beings.

It seems clear that we cannot, at least in a near-term, con-
struct AMAs with human-like RAC,33 and even if we could, 
we need a much deeper understanding of RAC to even prop-
erly assess whether we should. The present project is, how-
ever, not to create artificial humans, but to construct agents 
that are able to serve important roles in human practices. 
As pointed out by Coleman, while Aristotle’s human arete 
emphasizes a life of contemplation and wisdom, the quest 
towards AVAs ought to be guided by exploring the android 
arete (Coleman 2001). For instance, it is possible to model 
rationality that allows artificial agents to effectively pursue 
goals without necessarily relying on the meta-cognitive abil-
ities of human rationality. Besides self-legislative autonomy, 
there are flexible ways to construe artificial autonomy that 
enable human operators to oversee, intervene, or share the 
control of the system to avoid unwanted consequences.34 
Additionally, learning systems can employ simple reward 
functions that functionally mimic aspects of the role sub-
jective preferences have in human cognition, without the 
phenomenological experience of suffering.35

More importantly, following the “normative approach” 
to artificial moral agency (Behdadi and Munthe 2020), we 
believe that the android arete should be guided and con-
strained by the normative discussions of how AI systems 
should engage in human practices that normally presuppose 
responsibility and moral agency. That is, rather than focus-
ing on theoretical discussions on whether AI systems can 
have moral agency,36 the development of AVAs should be 
led by the ethical and practical considerations that relate 
to their specific role, e.g., as doctor assistants, chauffeurs, 
or teachers. In turn, this allows us to shift focus from gen-
eral questions about moral capacities based on human-like 
RAC, to particular issues about how and whether certain 

33 In a recent review of the current status of AMAs, Cervantes et al. 
(2020) concludes that “there are no general artificial intelligence sys-
tems capable of making sophisticated moral decisions as humans do”, 
and “… there is a long way to go (from a technological perspective) 
before this type of artificial agent can replace human judgment in dif-
ficult, surprising or ambiguous moral situations” (p. 527).
34 For instance, adjustable autonomy is an active research area that 
has presented many fruitful ways to mitigate various issues related to 
autonomous systems, including ethical challenges and risks (Mostafa 
et al. 2019).
35 In the long-term, if artificial phenomenology holds the key to 
more profound forms of excellent behavior, it might be possible to 
engineer capacities that are functionally equivalent to conscious expe-
rience but lack the “what it is like”-component (Besold et al. 2021).
36 Behdadi and Munthe (2020) argues that much of the philosophi-
cal AMA debate is “conceptually confused and practically inert” (p. 
195) on the basis that (i) supposedly essential features that drive the 
discussion (e.g. rationality and free will) can be understood in dispo-
sitional terms, (ii) it fails to include practical considerations such as 
responsibility allocation, and (iii) it is unclear how specific concepts 
of moral agency relate to actual artificial entities.
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38 Initially derived from Plato (R, 4.426–435), accepted by the Sto-
ics, and later appropriated and developed within Christian theology 
by thinkers such as Thomas Aquinas and Augustine of Hippo (Bejczy 
2011).
39 For instance, Berberich and Diepold (2018) have argued that 
equipping AVAs with the virtue temperance would solve the control 
problem; i.e., the issue of making sure that some future superintelli-
gent AI would not harm or destroy its creators (Bostrom 2014). Their 
point is that if an AVA had temperance it would not seek “limitless 
self-improvement” and thus not pose an existential threat to humans 
(Berberich and Diepold 2018).

37 The use of behaviorism as a foundation to evaluate the moral per-
formance of machines have given raise to debates regarding the pos-
sibility and credibility of a moral Turing test (Arnold and Scheutz 
2016; Gerdes and Øhrstrøm 2015).

40 Whereas Zagzebski’s view finds intuitive support in the way vir-
tues and moral terms are exemplified in human narratives of heroes 
and saints, Govindarajulu et al.’s model rather presents a formal way 
in which artificial agents can admire excellent consequentialist exem-
plars.

AI systems should be incorporated into specific ethical 
domains, what moral roles they could potentially excel at, 
and how agency and responsibility ought to be allocated in 
those circumstances.

Besides carrying out a role, it is also possible that the 
envisioned virtuous agents could still acquire a certain 
moral status. In the context of social robotics, Gamez et al. 
(2020) have argued that AVAs could claim membership to 
our moral community on the basis of two separate but con-
sistent views on moral status: behaviorism (Danaher 2020) 
and the social-relational approach (Coeckelbergh 2010; 
Gunkel 2018). According to the former, an artificial agent 
has a moral status if they are functionally equivalent to other 
moral agents.37 In the latter, the moral status of an artificial 
agent depends on the meaningful social relations we develop 
with it, such as reciprocal trust, duties, and responsibilities. 
In their experiment, Gamez et al. (2020) found that while 
individuals made weaker moral attributions to AIs in com-
parison to humans, they were still willing to view the AIs as 
having a moral character. Thus, even if AVAs lack the unique 
metaphysical qualities of human morality, if we are will-
ing to describe them as having a character—based on their 
behavior and our relationship to them—it could be sufficient 
reason to welcome them to our moral community.

3.3  Virtues, moral exemplars and eudaimonia

The third challenge is to decide the role of virtues in the 
moral cognition and behavior of AVAs. From Homer to 
Benjamin Franklin, many different lists of virtues have seen 
the light of day, emphasizing different aspects of ethical life 
(MacIntyre 2013). Some lists have been more prominent 
than others, in particular the cardinal virtues; prudence, jus-
tice, fortitude and temperance.38 This might suggest that one 
could feed an artificial virtuous agent with widely accepted 
virtues, or generic virtues suitable for machines.39 However, 
this solution would only be an option if there was (i) a uni-
versally agreed-upon list of the most essential virtues, and 

(ii) a way to implement said list in a top-down fashion. As 
argued in 3.1, even if a list was attainable, the approach to 
virtue has to be bottom-up since the only way to reach con-
text-sensitive generals are through particulars. We therefore 
agree with MacIntyre’s historical analysis, that virtues ought 
to be based in a particular time and place, emerging out of 
the community in which they are to be practiced (MacIntyre 
2013).

Still, this leads us to the question: in what way should 
a virtuous agent learn bottom-up? Inspired by Hursthouse 
(1999) and Zagzebski (2010), previous work in artificial vir-
tue have centered on imitation learning through the role of 
moral exemplars (Berberich and Diepold 2018; Govindara-
julu et al. 2019). The moral exemplar approach offers several 
appeals. By mimicking excellent virtuous humans, we do not 
have to worry about what virtues they in fact end up with 
since they would replicate something that is already virtu-
ous. Besides providing means of supervision and control, 
imitation learning would also solve the alignment problem; 
i.e., the challenge of aligning machine values with human 
values (Berberich and Diepold 2018).

Nevertheless, there are issues with the moral exemplar-
focus; in particular the challenge of deciding who is a moral 
exemplar and why. After all, there could be severe disa-
greements about who is and who is not a virtuous person. 
According to Zagzebski (2010), exemplars can be recog-
nized through the emotion of admiration, which allows us 
to map the semantic extension of moral terms to features of 
moral exemplars. Govindarajulu et al. (2019) have provided 
a rudimentary formalization of Zagzebski’s suggestion using 
deontic cognitive event calculus (DCEC). In their model, 
admiration is understood as “approving (of) someone else’s 
praiseworthy action” (p. 33), which depends on a primitive 
emotional notion of pleased or displeased based on whether 
an action led to some positive or negative utility. Using the 
utility of consequences to define emotions, however, their 
model seems to be driven by consequentialism rather than 
virtue ethics.40

Besides moral exemplars, we suggest that there is an 
alternative source for moral evaluation appropriate for bot-
tom-up virtuous agents to be found in the concept of eudai-
monia (conventionally translated as “well-being” or “flour-
ishing”). Instead of relying on moral exemplars or a list of 
anthropocentric virtues, Coleman (2001) has argued for an 
eudaimonist approach to artificial virtue, where “all of one’s 
actions aim at a single end—in Aristotle’s case, happiness 
(eudaimonia)—and virtues are those character traits which 
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foster the achievement of this end” (p. 249). Besides avoid-
ing circular definitions of virtue (e.g., “virtues are qualities 
of virtuous individuals”), eudaimonia can explain the nature 
of virtues in terms of a goal or value to strive towards.41

An eudaimonist virtue ethics offers several benefits for the 
prospect of AVAs. Essentially, it enables us to model virtues 
in terms of their relationship to eudaimonia. If eudaimonia 
is defined as “increase moral good X”, virtues would then be 
the traits that help the agent to increase X. In machine learn-
ing terms, eudaimonia can be seen as the reward function that 
informs the learning and refinement of virtues and virtuous 
action. In this way, the artificial agent will become virtuous 
in the sense that it develops the dispositions that enable it to 
effectively pursue a certain goal or increase a certain value 
(depending on whether eudaimonia is defined as a goal or 
value). Another strength is that, while learning through imita-
tion is limited to mere behavior, an eudaimonist approach can 
encompass values both intrinsic (e.g., hedonistic pleasure and 
pain) and extrinsic (e.g., values that support human ends).42 
Furthermore, in cases where it is hard to settle on a suitable 
moral exemplar, a functional eudaimonia offers a “top-down 
backdoor” to implement certain values or goals that are then 
attained through a bottom-up learning process.

But adopting a eudaimonist view raises the further ques-
tion: what should be the eudaimonia of virtuous agents? 
While the content of eudaimonia can be defined as the 
goal that ought to be achieved, or the good that ought to be 
increased, we believe that the important function of eudai-
monia is that it provides a moral direction for the virtuous 
agent; a measure to evaluate and refine its moral character 
and virtues. However, this omits the difficult task of pinning 
down the actual goal or values an AVA should have.43 But 
there are good reasons to remain cautiously silent on the de 

facto content of an AVA’s eudaimonia. First, it allows us 
to use eudaimonia as a functional placeholder for a wide 
variety of values and ends, on the premise that they can be 
implemented in computational systems (which we will dis-
cuss in Sect. 4.3). For practical reasons, it might be suitable 
for different AVAs to have different types of eudaimonic 
content depending on their functional role. Second, it rec-
ognizes the ambiguity of human eudaimonia, especially as it 
remains unclear whether and to what extent artificial systems 
can apprehend the complexity of the former.44 This echoes 
Hursthouse (1999), who views eudaimonia as a value-laden 
concept that is intentionally ambiguous to allow for inter-
pretative headroom and disagreement.45

3.4  Technical implementation

The remaining challenge is to move from the conceptual 
plane towards technical implementation. We do so by exam-
ining previous work in artificial virtue, focusing on what it 
can fruitfully provide for the development of AVAs.46

Howard and Muntean (2017) have put together a web 
of conceptual foundations for the construction of artificial 
autonomous moral agents (AAMAs). Beyond moral func-
tionalism and bottom-up learning, they conjecture a number 
of, in their words “incomplete and idealized analogies” (p. 
137) between human cognition and machine learning that 
can guide the deployment of AAMAs through a combination 
of neural networks and evolutionary computing. However, 
the actual details of the implementation are missing, and 
only partial results of an experiment are provided where neu-
ral networks have learned to detect irregularities in moral 
data.47 The biggest flaw with their project, however, is that 

41 This neo-Aristostotelian version of virtue ethics also finds support 
in Hursthouse (1999). Although, Hursthouse’s view has also been 
somewhat misused in the machine context as a reason to solely focus 
on moral exemplars (Gamez et al. 2020; Tonkens 2012), in particu-
lar the first premise for virtue theoretical action-guidance (Hursthouse 
1999, p. 28).
42 Of course, this opens up the question whether the AVAs should be 
seen as mere tools for certain human-defined ends, or whether they 
should pursuit their own ends. Both views are potentially problem-
atic. To make sure that artificial eudaimonia align with human values, 
we believe the first should be the present focus, but only given the 
premise that the AVAs are not subject to suffering nor that we vio-
late their moral autonomy (Metzinger 2021; Tonkens 2012). If they, 
on the other hand, defined and pursued their own ends, it opens up a 
potential path to unforeseeable risks (Bostrom 2014).
43 After all, it is the same grand challenge the consequentialist faces 
when she tries to define moral goods, and roughly similar to the 
challenge a deontologist faces when deciding upon the right duty. 
For instance, the problem has divided consequentialism into several 
camps, including hedonistic pleasure (Bentham and Mill), satisfaction 
of preferences (Singer 2011), rule utilitarianism (Hooker 2002), com-
bination of actions and rules (Hare 1981), state welfare (Mozi), and 
the reduction of suffering (Smart 1958).

44 Human eudaimonia can potentially involve a large set of differ-
ent goals and values that are spatially and temporally distributed. For 
instance, our everyday happiness can depend on the success of our 
local football team, our current health, possibility to achieve long-
term career goals, ability to do the things we enjoy, or some broader 
ideas of global well-fare (Hursthouse 1999). However, no current 
artificial system can comprehend an abstract phrase such as “well-
being of all sentient beings”, nor could it simply try to reduce suffer-
ing in the universe.
45 For an interesting description of how eudaimonia can be construed 
from conflicting views, see Hursthouse (1999, pp. 188–189).
46 We omit the already discussed work (Coleman 2001; Gamez et al. 
2020; Govindarajulu et al. 2019; Tonkens 2012).
47 Another issue with their work is that they seem to conflate the con-
cept of moral autonomy with some form of independence achieved 
through the stochastic trial-and-error of evolutionary computa-
tion methods, writing “evolution of populations of neural networks 
endows the AAMA with more moral autonomy…” (Howard and 
Muntean 2017, p. 152), and that successive generations are “gradu-
ally more independent” (p. 152). Perhaps one could say that the 
AAMAs autonomously found irregularities in patterns, but only in 
the sense that they were trained to do so independently, and not in the 
sense that they were morally autonomous (as discussed in 3.2).
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it is practically infeasible,48 and furthermore, it is not clear 
how their envisioned agents should be deployed in moral 
situations besides classification tasks explored by Guarini 
(2006).

In a similar vein, Berberich and Diepold (2018) have 
explored the technical underpinnings of artificial virtue 
based on connectionist methods. Most interestingly, they 
have described how reinforcement learning can be used to 
shape the moral reward function of virtuous agents in three 
ways: (i) through external feedback from the environment, 
(ii) internal feedback by means of self-reflection, and (iii) 
observation of moral exemplars. However, besides providing 
a broad outline of potential AVA features, they offer no finer 
details of how such an agent could be constructed.

Thornton et al. (2016) have incorporated principles from 
virtue ethics along with deontology and consequentialism 
into the design of automated vehicle control. In their hybrid 
model, deontology determines vehicle goals in terms of con-
straints, consequentialism in terms of costs, and virtue ethics 
is used to regulate the strength of the applied costs and rules 
depending on the vehicle’s “role morality”. “Role morality” 
refers to behaviors that are acceptable given the context of 
a particular professional setting.49 For instance, it is accept-
able for an ambulance to break traffic laws—e.g. by running 
a red light—if it transports a passenger with life-threatening 
conditions. Essentially, Thornton et al. (2016) shows how 
the moral character of an AI system can be defined with 
regards to their societal role, and how the character can be 
modeled using “virtue weights” that balance costs and con-
straints that enables them to perform their function.

4  Artificial virtuous agents

Based on the takeaways from our investigation so far, we 
now turn to the task of interpreting the outlined theory in 
terms of functionality, which in turn can guide the further 
development of AVAs. The aim is not to provide a detailed 
implementation per se, but rather to discuss suitable methods 
that can be combined to functionally carry out features of 
virtue ethics in a variety of moral environments. Essentially, 
the viability of the proposed framework rests on the assump-
tions that (i) the function of dispositional virtues can be car-
ried out by artificial neural networks (Sect. 4.2), (ii) eudai-
monia can be functionally interpreted as a reward function 
that drives the training of the virtue networks (Sect. 4.3), and 
(iii) modern learning methods can in various ways support 
the development of artificial phronesis (Sect. 4.4).50

4.1  Artificial character

In virtue ethics, a moral character can be defined as the sum 
of an agent’s moral dispositions and habits (George 2017). In 
our functional model, it consists of several components: a set 
of stable yet dynamic dispositions (virtues), a reward func-
tion (eudaimonia), a learning system (phronesis), and rel-
evant mechanisms for perception and action determined by 
its role (e.g. input-sensors, memory, and locomotion). The 
moral character thus denotes the entire character, encom-
passing both moral qualities and non-moral qualities that 
enable it to perform its role. Virtues are “stable yet dynamic” 
in the sense that they are fixed at a given moment but have 
the ability change over time. Importantly, instead of apply-
ing a decision-procedure to a particular situation, the virtu-
ous character continuously interacts within an environment 
based on its internal states.

4.2  Artificial virtues and vices

Given our eudaimonist view, virtues are defined as the char-
acter traits an agent needs and nourishes to function well 
in light of its eudaimonia. We extend the weight analogy 
of Thornton et al. (2016) and the classification approach 
of Guarini (2006) and suggest that the functional aspect of 
virtues can be captured in the function of nodes in an arti-
ficial neural network. The essential role of virtues in this 
view is that they, based on some input from the environment, 
determine the action taken by the agent (e.g., its output). 

49 Following Radtke (2008), moral roles are based on societal expec-
tations derived “from a collective decision on what is best for soci-
ety” (Thornton et al. 2016, p. 1436).

48 Their main idea is to evolve entire populations of neural networks 
through an evolutionary algorithm that changes the topology, param-
eter values, and learning functions of the networks. Through fitness 
selection, the emerging AAMA is the one with “a minimal and opti-
mal set of virtues that solves a large enough number of problems, 
by optimizing each of them” (p. 153). While certain combinations 
of randomized search methods and neural networks have yielded 
promising results in limited applications through deep reinforcement 
learning and NEATs (Berner et  al. 2019; Stanley and Miikkulainen 
2002), Howard and Muntean’s suggested project turns into a search 
problem of infinite dimensionality, that in effect requires infinite com-
putational resources. Additionally, due to the highly stochastic and 
open-ended process of evolving artificial neural network, it is not at 
all obvious that excellent moral agents would emerge even given infi-
nite computational resources.

50 More broadly, the relationship between the proposed artificial vir-
tuous cognition and human cognition relies on connectionism (as dis-
cussed in Sect. 2.2). For more in-depth examinations of this relation-
ship, see Howard and Muntean (2017), Casebeer (2003), and DeMoss 
(1998).
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In the simplest case, a virtue can be modeled as a percep-
tron that determines whether an agent acts in one way or 
another given a certain input. A perceptron is a threshold 
function that takes an input x and produces the output value 
f (x) = 1 if w × x + b > 0 , where w is the weight (or set of 
weights) and b is the bias. By either increasing or decreasing 
the weight through feedback, the perceptron is effectively a 
learning algorithm for binary classification. In a system of 
perceptrons, the nodes themselves represent virtues since 
there is only one neural unit for every virtue (as illustrated 
in Fig. 1). This solution is suitable if there are only two pos-
sible actions (e.g. “save” or “don’t save”), and the binary 
virtues need to find an appropriate balance between two dis-
tinct vices (e.g. “courage” as a balance between “reckless” 
and “coward”).51

In more complex applications, a virtue can consist of a 
larger network of nodes that receive an input and output one 
of many possible actions. In this view, virtues can be seen 
as a “higher level” amalgamation that encompasses a large 
set of particular “lower level” units (see Fig. 2). More nodes 
enhance the ability to process more detailed information that 
can in turn be used to produce more fine-tuned actions.

Deciding on what virtues to implement and the actions 
they ought to perform entirely depends on context and 
functionality of the AVA in question. It also informs the 
choice between static and dynamic virtues and weights, e.g., 
whether one implements the virtues and weights one prima 

facie believes to be suitable for the AVA, or let them learn 
independently in light of an eudaimonic reward (discussed 
in Sect. 4.3). In an environment with a fixed set of pos-
sible actions but a wide range of environmental inputs, it 
would be suitable to provide the agent with static virtues 
relating to the fixed set of actions, but with dynamic weights 
in order for them to learn the appropriate action given a 
specific input. In an environment where we already know 
that a particular input always ought to be followed by a par-
ticular action, it would be more appropriate to provide the 
virtue with a static weight.52 However, in highly dynamic 
and noisy environments with a potentially infinite number of 
possible actions, the agent might be limited to unsupervised 
learning and reinforcement learning in accord with a reward 
function.53

In addition to the choice between static or dynamic, it is 
also important to consider how the system deals with the 
conflict problem, i.e., the issue that arises when two or more 
virtues suggest different actions.54 For instance, in a social 
situation, compassion might tell us to remain silent while 
honesty urges us to convey some painful truth. One solution 
is to resolve conflicts through mere comparison of strength, 
i.e., given a particular situation, the right action depends on 
what the most dominant virtue tells the agent to do. If an 
agent is more fair than selfish, it will still give food to the 
begging other. In a computational setting, such conflicts can 
be resolved by simple arithmetic; if fairness weight = 0.6 
and selfishness weight = 0.4, then fairness > selfishness. A 
related solution is to model virtues in a pre-given hierarchy 
of priorities. Another option is to train the input-parsing net-
work of the virtuous agent so it learns to map inputs to the 
appropriate virtue-network. This could be achieved through 
a process of supervised learning, where the network is pre-
sented with many pre-labeled scenarios that are related to 
specific virtue-networks.55 Yet another option is to model 
more sophisticated forms of hybrid virtues that can combine 
and parse different aspects of inputs that relate to differ-
ent virtues. Essentially, as there are many practical ways 
to combine and resolve conflict between virtues, we do not 
believe the conflict problem raises any serious concerns for 
the prospect of AVAs.

Fig. 1  Illustration of a network with three virtuous perceptrons. Three 
types of inputs are parsed into three corresponding virtues weights, 
each holding a value between two extremes (in this case represented 
numerically from − 1 to + 1). Each perceptron produces one out of 
two possible actions depending on its weight. For instance, if another 
agent is in danger, an agent with a positive courage weight (> 0) will 
try to help the other agent even if it poses a risk

51 Note the resemblance to the virtue-theoretical concept of a 
“golden mean”; as a fine-tuned balance between two extremes.

52 In this sense, the virtuous agent inherits the rule-following robust-
ness of a deontological agents.
53 Learning methods will be discussed in more detail in Sect. 4.4.
54 Note that the conflict problem also targets deontological agents in 
the case of conflicting rules, or consequentialist agents in the case of 
conflicting utilities.
55 It would therefore be similar to how an object recognition network 
can predict the most likely object to feature in an image or video.
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4.3  Artificial eudaimonia

Approaching artificial eudaimonia, the main challenge is to 
provide AVAs with a definition of eudaimonia that can be 
practically implemented in computational systems. Towards 
a possible solution, we propose a functional distinction 
between eudaimonic type (e type) and eudaimonic value (e 
value). We define e type as the kind of value or goal the 
virtuous agent strives towards (i.e., the eudaimonic content 
as described in Sect. 3.3), and e value as the quantitative 
measure of how much e-type that has been attained. Impor-
tantly, e type and e value provide the basis for learning, as 
the dispositional virtues change in light of whether an action 
increased or decreased the e value. To be functionally imple-
mentable, an e type must represent a preference to increase e 
value given by some identifiable measure (e.g., a quality or 
quantity), and that e value can increase or decrease through 
the agent’s actions. An e type can for instance be a prefer-
ence to increase praise and decrease blame received from 
others. In that case, the agent needs to have some way of 
receiving feedback on their actions, and to qualitatively rec-
ognize the feedback as either praise or blame. With an e type 
defined by praise/blame-feedback, the agent’s e value will 
then increase if it receives praise and decrease if it receives 
blame. Another way of illustrating a functional e type is 
through resources. We can imagine that there is some quanti-
fiable resource that agents need to survive (e.g. food). A self-
ish e type could then be defined as a preference to maximize 

the possession of said resource, and a selfless e type could 
conversely be defined as a preference to give resources to 
others. The selfish agent then increases its e value through 
actions that increase the resource (e.g., begging or stealing), 
and the selfless agent increases e value by giving.

One might question whether and to what extent our rather 
simplistic conception of eudaimonia can, in some meaning-
ful sense, capture the variety and complexity of human val-
ues. In particular, our proposal rests on the rather strong 
assumption that moral goods and goals can be described 
in quantifiable measures. Furthermore, since we leave the 
choice of e type to human developers, it also raises the ques-
tion whether the implemented values will be justified in rela-
tion to the AVA’s role.56 While we do not have any definite 
answers to these issues, we believe that parts of the solution 
lie in further developments and experimental studies, and 
that our model provides a starting point for such endeavors. 
Even if no current AI system can apprehend the full depth of 
human values, it does not exclude the possibility for there to 
be some moral domain where some quantifiable moral good 
can be legitimately increased through computational means.

Fig. 2  Illustration of a system 
with three virtuous networks, 
each with an input layer, two 
hidden layers, and an output 
layer. Compared to the percep-
tron, a deep neural network can 
deal with classification tasks 
that are not linearly separable

56 As discussed by Tonkens (2012), this in turn raises important 
questions such as “who is a virtuous engineer?”, and whether virtu-
ous engineers can develop artificial agents more virtuous than the 
engineers themselves.
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4.4  Artificial phronesis

While phronesis (“practical wisdom”) is a rather ambiguous 
concept within the virtue theoretic tradition,57 in our func-
tional simplification, we take artificial phronesis to broadly 
refer to the learning an agent receives from experience. 
This interpretation is motivated by recognizing the central 
role learning plays in cognition, for moral and non-moral 
capacities alike (Annas 2011). We will address four learn-
ing aspects of artificial phronesis, namely what is learned, 
how it is learned, the source of learning, and the technical 
method used.58

For what and how, we make a distinction between (1) 
learning what action leads to good and (2) learning what is 
good in itself.59 Based on our conception of artificial eudai-
monia, (1) can be seen as the instrumental means to increase 
e-value according to some e-type, whereas (2) refers to an 
ability to change and refine the teleological component itself 
(e-type). We identify three features of (1) that we believe 
are crucial for the development of artificial phronesis and 
describe how they can be acquired: (1a) virtuous action, 
(1b) understanding of situation, and (1c) understanding of 
outcome.

(1a) Virtuous action refers to the ability to perform vir-
tuous action, i.e., to act courageously or fairly. Given the 
action-determining role of virtues in our model, the key 
element in the development of virtuous action is to fine-
tune virtues in light of eudaimonic feedback. However, to 
do so, the agent needs (1b) understanding of situation and 
(1c) outcome.

(1b) Understanding of situation refers to the ability to 
comprehend a situation, i.e., to know what input relates to 
what virtue; for instance, whether a situation calls for cour-
age or honesty. (1c) Understanding of outcome, on the other 
hand, is the ability to comprehend what was the actual result 

of a performed action. While virtuous action can be trained 
by means of reinforcement using eudaimonic feedback, we 
suggest that (1b) can be carried out by an input parsing net-
work trained on labeled data of various moral situations, 
i.e., by means of supervised learning.60 Similarly, (1c) can 
consist of a network trained to recognize an outcome in light 
of the relevant quantity or quality at stake as defined by 
its e type, e.g., by learning from a dataset of labeled reac-
tions. For instance, in a simple environment driven by praise/
blame reactions, the role of the outcome network is to accu-
rately classify a reaction as being either “praise” or “blame”.

The combined role of these features can be illustrated 
in the following example. An agent receives input from the 
environment in terms of another agent in need of help. The 
input parsing network classifies the situation as involving 
courage, and therefore sends the input to the courage net-
work. In turn, the courage network assesses the risk of the 
situation at hand and determines whether it calls for a certain 
action (e.g., depending on the network’s balance between 
recklessness and cowardice). The outcome of the performed 
action is then read by the outcome network as a new input, 
and parses it to the eudaimonic reward system, which evalu-
ates whether the action increased or decreased e value. If e 
value increased, positive reinforcement is sent to the courage 
network, in effect teaching the courage network that the per-
formed action was appropriate. By contrast, negative rein-
forcement will reduce the likelihood that the same action 
will be performed given a similar scenario in the future.

Beyond trial-and-error (through external feedback) and 
supervised learning (provided by developers), AVAs could 
also learn from internally generated feedback (Berberich 
and Diepold 2018). We describe two possible routes that 
could guide the construction of an internal learning system, 
namely retrospective and proactive reflection. Given that an 
agent has the ability to store mappings between input-action-
outcome-reward, it could analyze that information to retro-
spectively reinforce certain actions. Identifying patterns in 
past behavior, retrospective reflection could in turn form the 
basis of more nuanced behavior in complex environments 
based on statistical considerations (e.g., by applying non-
linear regression). Proactive reflection, on the other hand, 
could be achieved through internal simulation of possible 
scenarios, where learning feedback is based on trial-and-
error of hypothetical input-virtue-action-outcome-reward 
mappings.61

57 For Plato, all forms of virtuousness are a form of phronesis 
(Guthrie 1990). For Aristotle, phronesis is not only necessary to 
achieve a certain end, but for living well in general. Additionally, 
phronesis has more recently been equated with the virtue of pru-
dence, meaning the ability of “seeing ahead” or “foresight”. In the 
words of Vallor (2016), practical wisdom unites “perceptual, affec-
tive, and motor capacities in refined and fluid expressions of moral 
excellence that respond appropriately and intelligently to the ethical 
calls of particular situations” (p. 99).
58 Note that terms such as “know” or “understand” are used in this 
section as functional concepts that we assume can be applied to artifi-
cial systems. For instance, the term “know” can be potentially confus-
ing in this context, since artificial agents with dispositional virtues do 
not “know” in the epistemic sense of the term. It is therefore closer to 
Aristotle’s concept of techne (practice or “know how”) as opposed to 
episteme (theoretical knowledge).
59 The distinction is based on the difference between instrumental 
good (i.e., means to some other good) and intrinsic good (good in 
itself).

60 This is similar to how an object recognition network can predict 
the most likely object to feature in an image or video.
61 In deep reinforcement learning, learning through “competitive 
self-play” can produce behaviors more complex than the training 
environment itself (Bansal et al. 2017), and reach superhuman perfor-
mance in complex game environments such as Go or Dota 2 (Berner 
et al. 2019; Silver et al. 2018). This could inspire a potential path for 
“self-play” in simulated moral environments where an artificial agent 
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Another potential source for learning is the behavior 
and experiences of others, regardless of whether they are 
exemplars or not.62 If an AVA can observe that the outcome 
of another agent’s action increased some identifiable moral 
good (defined by the observer’s e type), it could teach the 
observer to positively reinforce the same action.63

Evolution offers yet another potential source for learning. 
This could be achieved through the use of evolutionary com-
putation (Howard and Muntean 2017), or other randomized 
search methods. The main idea behind evolutionary algo-
rithms is to find candidate solutions to optimization prob-
lems using processes inspired by biological reproduction 
and mutation, along with a fitness function that evaluates 
the quality of the solutions (Bäck et al. 1997). A possible 
application to the development of artificial phronesis could 
therefore be to (i) generate an initial population of agents 
with virtues and other suitable parameters set randomly, (ii) 
evaluate the fitness of every individual according to how 
much e-value they have attained, (iii) select the most vir-
tuous individuals for reproduction and generate offspring 
using crossover and mutation, (iv) replace the least virtuous 
individuals with the new offspring, and repeat steps (ii)–(iv) 
until the population is sufficiently virtuous.

We have thus far only been concerned with (1) learning 
what action leads to good as opposed to (2) learning what 
is good in itself. The latter can be achieved by modelling 
dynamic e-types that have the ability to change. There is an 
intuitive appeal for such an endeavor, as the ability to change 
our (human) concept of eudaimonia provides an important 
basis for personal, social, and moral progress. Yet, it also 
presents a puzzling paradox—how can we, on the basis of 
our current set of values, assess whether another set of val-
ues are more appropriate?64 Beyond such meta-theoretical 

issues, there are good reasons why dynamic e-types in the 
context of moral machines should be approached with cau-
tion, as it can potentially pave the way for nonalignment of 
human-AI values65 and reward hacking.66

Still, we believe that there are a few suitable venues to 
explore dynamic e-types. The first is through the use of 
moral exemplars (discussed in 4.5), and the second is by 
means of a metaheuristic at system level. In a multi-agent 
environment, there can be some potential “higher good” to 
be achieved at a system level that cannot simply be resolved 
at the level of individuals. For instance, in a “tragedy of 
the commons” situation, individuals act in their own self-
interest even though the collective action of the many creates 
catastrophic problems for everyone (such as a systemic col-
lapse). Using randomized search methods in a multi-agent 
simulation of virtuous agents, dynamic e-types could then 
be used to identify e-types that satisfy hedonistic needs of 
individuals while simultaneously ensuring the prosperity of 
the entire population at large.67

Finally, we will briefly discuss technological methods 
that can be used to develop artificial phronesis. Methods in 
machine learning are conventionally divided into supervised, 
unsupervised, and reinforcement learning, each offering 
their own unique set of advantages and drawbacks (Russell 
and Norvig 2020). In the first, a function learns to map the 
correct input to output based on labeled training data; in the 
second, it learns to categorize and find patterns in unlabeled 
data on its own; in the third, an agent learns to make actions 
that maximize some cumulative reward through feedback. 
Agreeing with Berberich and Diepold (2018), we believe 
that reinforcement learning (RL) provides the most appeal-
ing approach for AVAs, as it, contrary to the other two, is 
based on dynamic interaction with an environment and thus 
supports a continuous process of learning from experience 
(so called “online learning”). We have already described 
how RL constitutes the basis for the eudaimonic reward sys-
tem, where e type corresponds to the reward function of the 
RL agent, and e value is the measure of how much reward 

64 To illustrate, we can imagine Ewa, who leads a life in search of 
fame and fortune, solely seeking pleasure in material wealth and rec-
ognition. At some point Ewa encounters a wise elder telling her that 
what she seeks is not what she “truly wants and needs”. At first, the 
wise elder is wrong, since fame and fortune are in fact what Ewa truly 
wants given her current conception of eudaimonia. However, as the 
wise elder explains how the quest for fame and fortune comes at the 
expense of other essential features of well-being—ignoring love and 
friendship—Ewa becomes increasingly convinced that what she cur-
rently seeks won’t bring her true happiness. She therefore changes her 

65 Dystopian science-fiction abounds with examples showing why 
the development of conscious AI, pursuing their own ideas of happi-
ness, is a very bad idea. If an artificial virtuous agent were set “in the 
wild”, free to explore different concepts of eudaimonia, it could, as in 
Bostrom’s example, in the end turn the whole universe into paperclips 
(Bostrom 2020).

62 Intuitively, we learn a lot from observing others’ right- and wrong-
doings even if we do not share the same virtuous traits or even the 
same idea of eudaimonia. For instance, the concept of an “immoral” 
or “evil” person, and the social repercussions of being perceived as 
one, can potentially be a powerful source for moral development 
(Haybron 2002).
63 Correspondingly, if the moral good decreased, the agent could 
learn to avoid the action.

66 Reward hacking is what occurs when reinforcement learning 
agents find a way to maximize their reward in a manner that conflicts 
with the developer’s original intentions (Amodei et al. 2016).
67 A similar project is to study the evolution of cooperation among 
self-interested agents, as done extensively in game theoretical models 
following the work of Axelrod and Hamilton (1981).

Footnote 61 (continued)
continuously interacts with other versions of itself and tries out a vast 
number of different actions to produce novel forms of morally excel-
lent behavior.

old idea of eudaimonia and starts to cultivate other virtues that will 
propel her towards the new.

Footnote 64 (continued)
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is attained. With that said, supervised and unsupervised 
methods can also be fruitfully integrated into our model. In 
particular, we have described how supervised learning can 
be used to train the input parsing and outcome networks of 
AVAs. Unsupervised learning such as cluster analysis could 
also find suitable applications in the form of anomaly detec-
tion, for instance, by helping the agent to identify deviations 
and outliers in the internally stored moral data.

4.5  Moral exemplars

To incorporate moral exemplars in our framework, we have 
to provide some good solutions to two challenges, namely (i) 
how to pick a suitable moral exemplar, and (ii) how to learn 
from them. From a practical point of view, and given the 
limited capacities of current AMAs (Cervantes et al. 2020), 
the most obvious moral exemplar for AVAs is the human 
exemplar. While the use of human exemplars raises its own 
set of issues (see Sect. 3.3), it is nevertheless the human 
developer who defines and implements the e-types, learning 
system, virtues, and evaluates agent performance. But we 
will briefly outline a possible approach to moral exemplars 
that can be useful in computational settings derived from our 
model. The conditions are the following:

One agent (X) takes another agent (Y) as a moral exem-
plar if

 i. X and Y have the same e type, and
 ii. Y has a higher e value than X.

The first condition means that X and Y strive towards 
the same set of values and goals. The second means that 
Y has been more successful in achieving the same set of 
values and goals, e.g., due to its virtuous behavior.68 Since 
X wants to achieve the same thing as Y (same e type) and 
recognizes that Y has some means of achieving it more 
effectively (more e value), it is reasonable for X to take Y 
as a moral exemplar. Although these conditions are difficult 
to model in the interaction between AVAs and humans (it 
would require that humans have a formally defined e type), 
we believe it can be implemented in the interaction between 
different AVAs, (e.g., in multi-agent simulations).

Adopting the outlined approach to artificial moral 
exemplars, the second issue—regarding how an agent 
should learn from exemplars – depends on the information 

provided by the environment. If agents only have access to 
the external behavior of others, we are limited to learning 
through behavioral imitation. However, in that case it might 
be impossible for agents to determine whether they should 
adopt a moral exemplar at all, since they would not have 
access to the e type or e value of others.69 Alternatively, if 
all internal aspects of AVAs were accessible, agents could 
adopt moral exemplars by simply copying relevant aspects 
of their character, e.g., the structure and weights of the virtue 
networks. If they, on the other hand, had access to the e type 
and e value of others but not the virtue networks as such, it 
would still provide sufficient reason, given the conditions 
outlined earlier, to adopt exemplars and learn from them 
through behavioral imitation.

4.6  Software architecture

The final challenge is to explicate the appropriate connec-
tions between the different components of the AVA.70 Ide-
ally, the connections should be drawn in a way that effec-
tively exploits component functionality while leaving room 
for learning through continuous exploration. We believe that 
the functionality of the discussed features informs such a 
design, and conclude by a stepwise explanation of the core 
aspects of a generic architecture that can guide the develop-
ment of AVAs (Fig. 3):

1. Input parsing network: input from the environment is 
classified by the input parsing network. Its main role is 
to transmit the environmental input to the appropriate 
virtue network. It corresponds to understanding of situ-
ation, i.e., to know what virtue applies to a particular 
situation. The network can be trained through supervised 
learning using labeled datasets of various ethical sce-
narios. One critical aspect of the network is to determine 
whether a situation calls for moral action or not,71 and if 

68 However, this does not exclude the possibility that Y has achieved 
a higher e value due to moral luck (Williams 1981). A potential solu-
tion to the problem of moral luck is to define additional conditions 
of the type (iii) “Y has not, to the best knowledge of X, achieved a 
higher e value merely due to circumstances”, or (iv) “Y has achieved 
a sufficiently high e value to the extent that it is statistically improb-
able that it was due to moral luck”.

69 Berberich and Diepold (2018) has suggested a solution to this 
problem by means of inverse reinforcement learning, where agents 
learn to imitate the behavior of moral exemplars by approximating 
their reward function (Ng and Russell 2000). However, their view of 
artificial eudaimonia is different than the one presented in our model; 
it is shaped by a complex relationship to virtues such as prudence, 
temperance, gentleness, and friendship. Simply put, in our model the 
function of e type is to shape the virtues, but in their view, the virtues 
shape the eudaimonic reward function.
70 As proposed by Howard and Muntean (2017), a population of 
networks with an ability to change their topology could in princi-
ple develop the appropriate connections through randomized search 
methods. However, the practical infeasibility of such a project is more 
clear if we consider the sheer number of relevant connections needed 
to arrive at a functional agent.
71 A similar capacity for “moral attention” is explored by Berberich 
and Diepold (2018).
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the latter, whether it can constitute a basis for learning 
through observation.

2. Virtue networks: the invoked virtue network classifies 
the input to determine the most appropriate action. The 
number of nodes and layers depend on environmen-
tal complexity and the number of possible actions. If 
the input can be linearly separable into one out of two 
actions, a single perceptron can carry out the classifica-
tion, but in complicated cases, a deep neural network 
would be more suitable.

3. Action output: the action determined by the virtue net-
work is executed by the agent. This could in principle 
be any type of action; from simple movements and com-
municative acts to longer sequences of skillful action.

4. Outcome network: new environmental input is classified 
by the outcome network, corresponding to understand-
ing of outcome. Similar to the input parsing network, it 
can learn from labeled data of situation-outcomes, in 
particular in light of the relevant moral goods as defined 
by its e-type.

5. Eudaimonic reward: the eudaimonic reward function 
evaluates the classified outcome according to e type 
and current e value. If the e value is increased, it sends 
positive feedback to the learning system, and negative 
feedback if e value decreased.

6. Phonetic learning system: the learning system reinforces 
the relevant virtue according to the eudaimonic feed-
back. Another possible application of reinforcement 
learning is to send feedback to the input network. For 
instance, if the negative feedback was exceptionally 
high, it might suggest that the input parsing network 

transmitted the environmental input to an inappropriate 
virtue network; if exceptionally positive, the input pars-
ing can be positively reinforced.

7. Observation and moral exemplars: two additional 
sources for learning can be implemented in the form 
of (i) observation of others and (ii) moral exemplars. 
In the first case, if another agent’s action increased 
or decreased some identifiable e type, the observing 
agent could positively or negatively reinforce the same 
action.72 In the second case, if an agent adopts a moral 
exemplar (given conditions described in 4.5), it could 
learn from it by either copying aspects of its character 
or by mimicking its behavior.

5  Discussion

We have described how AVAs can be constructed in a way 
that functionally carries out a number of core features of its 
theoretical counterpart, including virtuous action, learning 
from experience, and the pursuit of eudaimonia. We believe 
the development of both simpler and more advanced virtu-
ous systems can be guided by the presented framework. In a 
minimal case, the training of an AVA can solely rely on the 
feedback of its own actions. More advanced agents could 
potentially learn from passively observing the behavior of 

Fig. 3  Generic architecture of 
the proposed AVA. Input from 
the environment is classified by 
the input parsing network and 
sent to the appropriate virtue 
network (in the figure repre-
sented as V1–V5). Each virtue 
network represents a character 
trait that can produce a range of 
different actions. The outcome 
of the performed action is taken 
as a new input by the outcome 
network and evaluated by the 
eudaemonic reward function. 
This in turn informs the learn-
ing system whether a particular 
action of a particular virtue is 
to be positively or negatively 
reinforced

72 As noted earlier, this rests on the assumption that the observer 
can recognize the action taken and have the means of performing the 
same it in the future.
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other agents and moral exemplars, or by means of inter-
nal feedback systems (e.g. retrospective and proactive 
reflection).

Bauer (2020) has argued that a two-level utilitarian 
approach to AMAs is superior to a virtue-theoretic approach 
since it encompasses the essential features of the latter while 
realizing additional benefits. He gives four reasons to sup-
port his claim: (1) conditional rules can serve the function 
of dispositional traits, (2) utilitarian AMAs avoid reference 
to the intangible concept of ‘virtue’ that obfuscates the 
design of AMAs, (3) utilitarian AMAs can be pre-loaded 
with widely agreed-upon rules, such as human rights and 
legal codes, and (4) since utilitarian AMAs would follow 
moral rules, they would be ethically better than “typical 
human behavior” whereas AVAs, being modeled on human 
behavior, would not. We believe our work shows that Bauer 
is misguided on all four points. Responding to (1), the sole 
purpose of dispositional traits is not to yield rule-following 
behavior as such, but rather to produce moral behavior in 
context-sensitive situations where simple rule-following 
principles are not applicable. Answering (2), while we 
agree that “virtue” is in many ways an intangible concept, 
we have shown that it can be given a functional definition 
within our eudaimonic framework. Against (3), we believe 
that connectionist learning offers the most effective methods 
to implement generic rules into AI systems so that they are 
carried out appropriately. Furthermore, a functional e-type 
allows for top-down implementations of widely agreed-
upon values, provided that such values can be formalized. 
Responding to (4), we agree that imitation learning from 
human exemplars is not sufficient, which served as reason to 
adopt a teleological approach to machine ethics.

Given how eudaimonic reward trains virtues in light of 
outcomes, one could argue that the presented model is sim-
ply “consequentialism with an extra layer”.73 But that would 
miss the point. Although teleological virtue ethics relies on 
some definition of moral good, it emphasizes the learning 
and dispositional aspects of how certain goods could in 
fact be increased. That is, while a form of consequential-
ism drives learning, it is the character’s dispositional virtues 
that produce the actions.

More generally, we do not believe that a virtue-theoretic 
approach is superior to deontology or consequentialism in 
every regard, but rather that it draws our attention to impor-
tant aspects of morality that are overlooked in the field of 
machine ethics. After all, an artificial entity would only be 
truly virtuous if it could follow moral rules and be sensitive 
to the consequences of its actions. Ultimately, we believe 
that a hybrid-approach to machine ethics is most suitable 

as it could potentially realize the benefits of the three grand 
theories. However, since virtue ethics digs deeper into what 
it is to be a moral agent, we believe it offers a sketch of 
what a hybrid system could look like. If AMAs were ever to 
possess a character or belong to our moral community, they 
would indeed share many aspects with an agent as perceived 
through the virtue-theoretic lens.

Nevertheless, a number of issues remain to be solved 
before we see the introduction of morally excellent AVAs 
in our everyday lives. Conceptual work is needed to resolve 
the conflicts between anthropocentric notions of morality 
and the formalization of such concepts in AI development, 
and technical work is needed to bring AMAs into the com-
plex ethical environments of the real-world. For the prospect 
of AVAs presented in this work, one critical issue is the 
lack of explainability in neural networks, often referred to 
as the black box problem.74 Although it is unclear whether 
the issue can ever be completely resolved, we believe it can 
be approached carefully.75

So what kind of AVAs can and ought to be constructed 
using our framework? We will outline some potential appli-
cations that can serve as venues for future work in the short-, 
mid-, and long-term.

For now, the current stage of artificial virtue is prototypi-
cal and confined to well-defined software environments and 
limited robotic tasks. Following the classification approach 
(Guarini 2006), AVAs could be trained to solve a range of 
moral classification tasks, including action selection, situ-
ation reading, and outcome understanding. For instance, 
one interesting venue for future work is to explore technical 
solutions to the conflict problem (i.e., when two or more 
virtues suggest different actions). Another application is to 
implement AVAs in multi-agent systems to study coopera-
tion among self-interested individuals76 or other forms of 
complex social behavior.77

73 This is somewhat similar to our own criticism leveled against 
Govindarajulu et al. (2019) in 3.3.

74 That is, while neural networks are universal function approxima-
tors, one cannot simply understand the structure of the approximated 
function by looking into the network (Olden and Jackson 2002). The 
inner workings of an AVA with very large neural networks could 
potentially be as opaque as the human brain. In the worst case, an 
AVA might behave immorally, but due the complexity of its network, 
we cannot understand why.
75 The black box problem is an active research area in AI safety, and 
there are already some promising solutions (Cammarata et al. 2020).
76 According to Danielson (2002), artificial agents achieve morality 
when they can”constrain their own actions for the sake of benefits 
shared with others” (p. 196). Similarly, Leben (2018) claims that 
morality adapted”in response to the problem of enforcing cooperative 
behavior among self-interested organisms” (p. 5). For an application 
of deep reinforcement learning in the study of altruism, see Wang 
et al. (2018).
77 To that end, we believe AVAs can provide useful insights in the 
paradigm of social simulation (Edmonds and Meyer 2015).
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In the mid-term, virtue ethics may be incorporated into 
a number of AI systems in real-world domains, particularly 
in complex environments where bottom-up learning offers 
the only route to moral sensitivity. Additional benefits can 
be achieved by integrating virtue ethics in human-inspired 
architectures (Cervantes et al. 2016). In that way, artificial 
virtue can be equally propelled by advancements in brain 
science as from new AI methods. Further developments in 
the mid-term could potentially explore more sophisticated 
models and methods for learning, reasoning, communica-
tion, social cognition, and computational autonomy, pro-
vided that such capacities are desirable and ethically justified 
in relation to the AVA’s specific role (Behdadi and Munthe 
2020).

In the long-term, AVAs might, as argued by Gamez et al. 
(2020), be legitimate members of our moral community. 
Most optimistically, AVAs might not only be morally excel-
lent, but become moral exemplars to humans by conveying 
forms of morality that are yet to be discovered in our every-
day moral landscape. However, as we discussed in Sect. 3.2, 
such projects should be approached with utmost caution and 
care; the development of increasingly more sophisticated AI 
systems in the moral domain walks a risky path of poten-
tially causing an explosion of suffering, for human and arti-
ficial beings alike.

6  Conclusion

We have broadly explored various philosophical and tech-
nical dimensions of virtue ethics and developed a compre-
hensive framework for the construction of artificial virtu-
ous agents based on functionalism, bottom-up learning, 
and eudaimonia. To our knowledge, it is the first work that 
presents a roadmap to artificial virtue that is conceptually 
thorough yet technically feasible. Ultimately, we believe that 
it offers a promising path towards excellent moral machines 
and hope that our work will inspire further developments of 
artificial virtue.
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