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ABSTRACT  
The rapid expansion of Big Tech companies into various societal 
domains (e.g., health, education, and agriculture) over the past 
decade has led to increasing concerns among governments, 
regulators, scholars, and civil society. While existing theoretical 
frameworks—often revolving around privacy and data protection, 
or market and platform power—have shed light on important 
aspects of Big Tech expansionism, there are other risks that these 
frameworks cannot fully capture. In response, this editorial 
proposes an alternative theoretical framework based on the 
notion of sphere transgressions, which draws on political 
philosopher Michael Walzer’s theory of justice. The editorial not 
only introduces the sphere transgressions framework, but it also 
highlights its potential to generate novel research questions. 
Furthermore, this editorial introduces eight articles and one 
commentary from a group of interdisciplinary scholars that 
critically examine Big Tech expansionism by reflecting on this 
expansionism from the perspective of different societal spheres 
or by engaging with the sphere transgressions framework itself.
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Introduction

The past decade has witnessed the rapid expansion of Big Tech into societal domains 
where these companies have not traditionally operated (Birch & Bronson, 2022; Sharon, 
2016; Taylor, 2021; Van Dijck et al., 2019). In health and medicine, for example, large 
tech corporations have been developing software and wearables for remote clinical 
studies (Apple, 2015), devices for home medical surveillance (Olsen, 2021), artificial 
intelligence (AI) systems for diagnostics and disease prediction (Vincent, 2018), digital 
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biomarkers (Verily, 2023), digital proximity tracing for pandemic management (Barber, 
2020), electronic health record management (Microsoft, 2022a), health insurance initiat
ives (Farr, 2020), and funding schemes for biomedical research (Palmer, 2021).

The increased presence of large tech corporations can be noted in other societal 
domains as well. In education, they are making their mark with e-learning platforms 
that seek to personalize learning, facilitate remote teaching, and the expansion of their 
cloud infrastructure into education, such as Google Classroom (Google, 2014), Apple’s 
‘Schoolwork’ (Apple, 2018) and AWS for education (AWS, 2024). In other sectors, 
large tech corporations have developed their own news and media channels such as Face
book News (Clegg, 2021), have expanded their reach in the transportation sector with 
autonomous cars and ships (High, 2022), and have become closely involved in public 
administration (Apple, 2022), agriculture (Grant, 2020), finances (Apple, 2019), science 
(NSF, 2021), and law (Microsoft, 2022b).

This expansionism is not limited to the traditional ‘Big Five’ (i.e., Alphabet, Apple, 
Meta, Amazon, and Microsoft). Palantir, for instance, is expanding into health and medi
cine as well as humanitarian aid and law (Artificial Lawyer, 2022; Greenwood, 2019; 
Mahdawi, 2022; Martin, 2023; Milmo, 2022), while Huawei has entered the financial 
and agricultural sectors (Fernandes, 2023; Huawei, 2021). Nor is this expansionism lim
ited to the United States, where most of these companies originate. Increasingly, Big Tech 
is moving into various societal domains in Europe (Maganza, 2016), South America 
(Menezes, 2023), Africa (Gerber, 2023), and Asia (Choudhary, 2023). The sectorial 
and global reach of Big Tech expansionism is unprecedented and has been carefully 
documented by our research group in the open repository and digital tool Sphere Trans
gression Watch (Stevens et al., 2022).

Existing frameworks for analyzing Big Tech expansionism

Big Tech expansionism is a growing concern for governments, regulators, scholars and 
civil society groups (e.g., European Commission, 2022; Moore & Tambini, 2022; Taylor, 
2021). Different frameworks have been developed and employed to analyze this phenom
enon, among which we can distinguish two dominant ones: (1) privacy and data protec
tion, and (2) market and platform power.1

First, privacy and data protection concerns have figured prominently in discussions 
about digital innovation and Big Tech. In the scholarly literature, much of the critical 
work on Big Tech has focussed on the importance of privacy as a value, and on the 
far-ranging impacts of (digital) surveillance and privacy breaches on important concepts 
like autonomy, democracy, and human rights (e.g., non-discrimination). A host of con
ceptualizations has ensued, such as contextual privacy (Nissenbaum, 2010), privacy as 
power (Véliz, 2020), the social value of privacy (Roessler & Mokrosinska, 2013), and priv
acy as civil inattention (Sharon & Koops, 2021). Concurrently, rules and regulations to 
protect personal data (e.g., the EU’s General Data Protection Regulation) and privacy- 
enhancing design solutions (e.g., Verheul & Jacobs, 2017) have been developed to miti
gate privacy and data protection harms.

However, Big Tech expansionism is taking place in ways that are often compliant with 
privacy and data protection law (Veale, 2020; López Solano et al., 2022; Sharon and Gel
lert, this issue). A prime example of this is the privacy-friendly API for digital contact 
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tracing that Google and Apple developed during the COVID-19 pandemic, which 
allowed these companies to play a role in public health and pandemic management 
(Sharon, 2021a; Taylor, 2021). Indeed, the activities of companies in new societal 
domains are not always predicated on a business model like data collection for targeted 
advertising, which requires handling data in ways that are privacy or data protection 
unfriendly. In this context, when the focus is on privacy-compliance, expansionism 
may be enabled rather than hindered (Sharon, 2021a). Moreover, while privacy is 
undoubtedly a core value of liberal democracies (Lever, 2015) that must be protected, 
privacy and data protection concerns offer a relatively narrow framing of the risks raised 
by Big Tech expansionism. The privacy and data protection framing does not allow us to 
see, for instance, that the involvement of these companies can lead to undue influence in 
new societal sectors, or that these sectors may be transformed in line with Big Tech’s own 
values and interests, which may run counter to public values and interests.

A second approach for understanding Big Tech expansionism, which we might call a 
market or platform power approach, has been to frame this expansionism in terms of the 
market dominance of Big Tech, and more generally in terms of the commodification and 
assetization of data that are generated in non-market areas, such as health or education 
(e.g., Birch, 2020; Birch & Bronson, 2022; Cohen, 2019; Couldry & Meijas, 2019; Prain
sack, 2020; Zuboff, 2019). Particularly influential in foregrounding commodification con
cerns have been studies about infrastructural and platform power (e.g., Bridges, 2021; 
Gürses & Dobbe, 2020; Poel et al., 2021; Taylor, 2021; Van Dijck et al., 2019). These 
studies typically center on changes in social life due to a growing reliance on platforms 
and infrastructures owned and controlled by Big Tech. These studies have exposed the 
material conditions of infrastructural lock-ins and have highlighted unequal power dis
tributions, changing economic processes, and new dependencies on Big Tech for the pro
vision of public services.

However, while this focus on the political economy of data and the market dominance 
of Big Tech is valuable for moving beyond a relatively narrow focus on privacy, it can 
obscure the many effects that digitalization itself – separate from or notwithstanding 
commodification – has on the practices and values of different societal domains. Scholars 
have, for instance, shown that the digitalization of patient records has fundamentally 
changed the organization of healthcare and the work of medical professionals, who 
now need to collect and process different types of patient data irrespective of concerns 
about the possible commodification of these data (Berg, 1998; Wallenburg et al., 
2019). Hence, while a focus on commodification and assetization can provide an expla
nation for why Big Tech actors succeed in moving into new sectors due to their market 
power, it cannot entirely account for Big Tech expansionism, which is also uniquely 
related to the digital expertise and know-how of tech actors (Sharon, 2021b). Institutional 
actors and domain experts in societal domains undergoing digitalization are keen to col
laborate with tech actors not merely because of the latter’s market dominance or capital 
but also, more specifically, because of their digital expertise (Adomako & Nguyen, 2023).

In addition, while online platforms are undoubtedly an important means by which 
large tech corporations have concentrated their power, platformization is only one aspect 
of their expansionism. Indeed, Big Tech has also steadily infiltrated more traditional sec
tors of the ‘offline’ world. For example, tech corporations in education no longer merely 
supply edtech infrastructure. They also increasingly have a say in the content of 

INFORMATION, COMMUNICATION & SOCIETY 3



education and in how students learn. They wield influence, for instance, through ‘Google 
Reference Schools’ certificates that are conferred to schools that are recognized by Google 
for their ‘outstanding’ use of Google edtech, or through training programs for educators 
about how to make the most of Google tools as they ‘redefine learning through the use of 
technology’ (Google, 2024). In this context, the focus on platforms appears to be too 
narrow. A fuller account of the risks of Big Tech expansionism is needed.

Big Tech expansionism as sphere transgressions

To capture more fully what is at stake in Big Tech expansionism, we propose an alterna
tive framework – sphere transgressions – that builds on previous work (Sharon, 2021a, 
2021b, 2022; Stevens et al., 2022). This framework of sphere transgressions draws on pol
itical philosopher Michael Walzer’s theory of justice and the idea of complex equality 
developed in his book, Spheres of Justice (1983). According to Walzer, societies consist 
of different spheres of social life that are distinguished by a main good or cluster of 
goods internal to those spheres. The goods in question have social meanings, from 
which criteria of proper distribution can be derived. Thus, each sphere is to be regulated 
by its own principle of just distribution that is based on the shared meanings of the social 
goods that are distributed within it. Medical care, for example, is a sphere whose internal 
good is health and whose appropriate distributive principal is need. But need is not an 
appropriate distributive principle in the economic sphere, where free exchange acts as 
the main principle of distribution of goods, or in the sphere of office, where hiring pro
cedures should be merit-based. Conversely, in the sphere of politics, the appropriate 
principles of distribution are neither need nor merit, but rather equal citizenship and 
the capacity to persuade.

In Walzer’s theory of complex equality, inequalities are not unjust if they result from a 
distribution of goods that is based on the appropriate distributive principle within 
respective spheres. Some people receive more medical care than others because their 
need is greater; some people will have more money than others as a result of free 
exchange; some people will have more political power based on their capacity to per
suade. Injustice emerges when such inequalities transfer across spheres and when 
goods from one sphere – money, political power, family relations, and so on – also confer 
advantages in other spheres. In this way, these goods become what Walzer calls a ‘domi
nant’ good: a good that allows those ‘who have it, because they have it, [to] command a 
wide range of other goods’ (1983, p. 10).

According to Walzer, when a dominant good within one sphere allows one to com
mand goods in other spheres, this constitutes a ‘sphere transgression’. Sphere transgres
sions occur, for example, when money can buy political power or love, or when family 
relations unduly determine educational opportunities, or when political power grants 
access to better medical care. According to Walzer, spheres should remain relatively 
autonomous, and justice is about protecting the relative autonomy of different societal 
spheres.

Writing in the 1980s, Walzer could not have incorporated novel developments like 
digitalization and the internet – let alone platforms and Big Tech – into his analysis. 
Yet, given the prominence and power of digitalization today, we contend that Walzer’s 
sphere ontology should be updated to include a so-called sphere of the digital. The 
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main good of this sphere might be said to be digital products and expertise, while its main 
principle of distribution is a form of merit. Finally, the main actors commanding this 
good within the sphere are Big Tech corporations that have accrued an important advan
tage in the sphere of the digital. This advantage is not unjust per se as long as it aligns with 
the principle of merit. One could argue that these companies have, at least initially, 
worked hard to develop and refine digital products and expertise – from hardware 
and software to cloud infrastructure and data analytics – and that they have become 
very successful at it.2

In a society that is increasingly undergoing digitalization and in which digital technol
ogies are frequently offered as solutions to a vast range of societal problems, from per
sonnel shortages in health (WHO, 2021) and education (Baker et al., 2019) to 
reducing the ecological footprint of farming (Dicks et al., 2019), digital products and 
expertise become a highly coveted – or what Walzer calls a dominant – good. As a result, 
the (legitimate) advantage that tech corporations have accrued in the sphere of the digital 
is converted into (illegitimate) advantages in other societal spheres, offering these corpor
ations access to new spheres and increasing their dominance across society. It is from this 
perspective in particular that we argue that Big Tech expansionism into new societal 
spheres should be understood as sphere transgressions.

We are not the first scholars to extend Walzer’s ideas to information and digital tech
nology. Of note are Van den Hoven (1997)3 and Nissenbaum (2010) early use of Walzer’s 
work to argue that information generated in one sphere (or what Nissenbaum calls ‘con
text’) should not carry over into other spheres, thereby leading to privacy breaches. How
ever, these authors primarily use Walzer’s framework to track the movement of data 
between different domains and focus on the privacy harms that transgressions can 
incur. Instead, we argue for the value of this framework for identifying how digital pro
ducts and expertise are becoming dominant goods in society and how this facilitates 
transgressions by actors (Big Tech) whose influence was initially contained within 
their own sphere (‘the digital sphere’), but who have since moved into new societal 
spheres, thus creating new risks and types of harms.

One might ask, can one really speak of a sphere of the digital in a way that is similar to 
a sphere of health, education, politics, or the market? Would it not be more accurate to 
speak of a digital overlay (or underlay) that permeates all of society, cutting across 
spheres, rather than to identify a separate societal sphere that is characterized by its 
own goods and principle of distribution? These are pertinent theoretical questions con
cerning the concept of spheres and the nature of technology (as neutral tool or value- 
laden agent), which cannot fully be addressed here. Instead, we appeal to the heuristic 
value of the notion of a separate sphere of the digital, which allows us to apply Walzer’s 
theory of complex equality to two novel phenomena – digitalization and Big Tech expan
sionism – and to bring these developments together in a novel and meaningful way. Cru
cially, our framework allows us to articulate and foreground emerging risks and focal 
points that become visible when Big Tech expansionism is seen through the lens of 
sphere transgressions – risks beyond privacy violations or inadequate data protection, 
and even risks beyond market and platform power concerns. Understanding Big Tech 
expansionism in terms of sphere transgressions thus sets the stage for a new research 
agenda, as we describe below.
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A new research agenda

First, sphere transgressions are specifically a matter of justice, domination, and (illegiti
mate) power. If actors use advantages that they have accrued in their original sphere of 
operation in order to gain a dominant position in other societal spheres, then this means 
that such newfound power is illegitimate according to the sphere transgressions frame
work. In the case of Big Tech moving into new societal spheres, the question of legitimacy 
is paramount: these companies do not necessarily have the domain expertise (medical, 
legal, journalistic, pedagogical, etc.) that should be at the center of decision-making 
and service provision in any given sphere. Furthermore, and especially in the case of pub
lic sectors, Big Tech companies are not accountable in the ways that public sector actors 
are (Taylor, 2021). The framework of sphere transgressions offers an explanation as to 
why Big Tech expansionism is illegitimate that is closely related to the types of goods 
and regulatory principles of the spheres into which they enter.

Second, the idea that some goods become dominant across societal spheres in the Wal
zerian sense should draw attention to the conditions under which those goods became 
dominant in particular social constellations and historical periods. Importantly, digital 
products and expertise are not an increasingly dominant good today only because Big 
Tech is actively promoting them; it is also a desideratum of spheres, of the traditional 
dominant actors in spheres, and of the policymakers who decide how investments in 
spheres are distributed. Indeed, the search for digital solutions in sectors like health 
and education has not only been initiated by Big Tech; it is also construed more broadly 
as a response to pressing societal needs (e.g., Baker et al., 2019; European Commission, 
2018), just as the search for digital solutions developed by the private sector is a response 
to political-economic discourse about inefficient public sector digitalization (Mazzucato, 
2018; Collington, 2022). In other words, it takes two to tango (Lanzing et al., 2021) – or, 
in this case, to produce a transgression. The demand-side of the dynamic warrants as 
much scrutiny as the supply-side.

Third, understanding Big Tech expansionism in terms of sphere transgressions 
suggests that not only marketization, but also digitalization, threatens the integrity and 
autonomy of societal spheres – even if the two forces tend to work together today, as 
is certainly the case for Big Tech. For Walzer (1983), as for many other social theorists 
(e.g., Sandel, 2012; Satz, 2010; Anderson, 2008; Radin, 1989), the main threat to equality 
in liberal societies is the encroachment of the market into other spheres, which threatens 
to transform or corrupt valued goods. This critique is, in various ways, echoed in critical 
data scholarship on platform power as discussed above. The sphere transgressions frame
work suggests that digitalization can also have a transformative and, arguably, corrosive 
effect on the goods and activities in other societal spheres.

This is because technology is never just an inert instrument utilized by people to 
achieve a given task, as has long been recognized by STS scholars and philosophers of 
technology (Akrich, 1992; Latour, 1992; Morrow, 2014; Miller, 2020; Winner, 1980). It 
is not value-neutral; it is already part of, rather than external to, the normative order. 
Moreover, technology can also be characterized by a certain logic and set of values, 
namely of increased efficiency, standardization, and control (e.g., Berg, 1998; Ellul, 
1954; Marcuse, 1941). This means that transgressions from the sphere of the digital 
into other societal spheres can lead to the dominance of Big Tech actors in new spheres 
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and across society, as well as the importation of a foreign logic which, applied to goods 
such as education, healthcare, agriculture, social welfare, and others, may transform 
those goods and ultimately the societal spheres themselves. The sphere transgression 
framework suggests that we can and should think of what digitalization does to other 
goods and spheres of social life, just as we are accustomed to thinking about, for instance, 
the ramifications of commodification.

Finally, the sphere transgressions framework entails a shift in thinking about what 
needs protection, as we transition to increasingly digital societies. Protection is necessary 
not only for data subjects and their fundamental rights (e.g., as safeguarded by data pro
tection regulation), or consumers and fair market practices (e.g., as protected by compe
tition law). Protection is also needed for societal spheres and their sphere-specific values, 
goods, forms of expertise, and unique ends.

Overview of special issue

To examine Big Tech expansionism more extensively in relation to sphere transgressions, 
this special issue unites a multidisciplinary group of scholars who critically engage with 
the growing influence of Big Tech in one of two general ways.4

The first type of contributions are ‘sphere-based,’ meaning that questions about Big 
Tech expansionism are explored from within different spheres and areas of expertise 
(e.g., health, law, education, etc.). Authors raise questions such as: How do the values 
and expertise imported by Big Tech clash with domain-specific values and expertise? 
Does this contribute to redefining the nature and aims of specific spheres and thus to 
reshaping them? What new dependencies are being created?

Kerssens and Van Dijck analyze how platformization and infrastructuralization 
within the Dutch educational system led to the merging of local and national public sec
tors into a transnational and global digital market. They focus on the adaptive learning 
application Bingel to demonstrate how sphere transgressions are conducive to data 
accumulation across national markets and sectors into transnational and global data 
infrastructures.

Lanzing uses the concept of sphere transgressions to provide a normative interpret
ation and critique of Palantir’s expansion into the health domain. She argues that cri
tiques based on data protection fail to capture the risks and harms of such expansion, 
that risks of no public returns, dominance, and new dependencies must be anticipated, 
and that Palantir’s expansion into the sphere of health is a particularly pernicious case.

Wehrens, Wallenburg and Oldenhof reflect on the role of the (qualitative) social scien
tist embedded in consortia seeking to contribute to technological advancement in health
care and argue that the sphere transgression framework can generate new challenges and 
opportunities for researchers to investigate and evaluate such transgressions in situ.

The second type of contribution involves engagement with the sphere transgressions 
framework itself. Authors explore questions such as: How might we best understand trans
gressions by Big Tech? How might the concept of sphere transgressions translate to different 
global regions? Given the risks raised by sphere transgressions, can regulation that is cur
rently being developed (e.g., by the European Commission) adequately capture such risks?

Ortolani engages with the framework by introducing the notion of ‘counter-transgres
sion’ in the case of legal dispute resolution. While transgressions by tech actors into this 
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sphere can certainly be discerned, in the form of e.g., online dispute resolution platforms, 
he shows that the sphere of law is simultaneously counter-transgressing into the sphere of 
digital goods, injecting legal expertise and values into the functioning of tech companies, 
e.g., in the form of Facebook’s Oversight Board. For Ortolani, this raises the question of 
potential positive effects of transgressions between spheres.

Sharon and Gellert argue that when Big Tech expansionism is understood in terms of 
sphere transgressions, the EU’s recent series of proposals to contain such expansionism 
fails to address three specific risks beyond privacy and data protection risks: non-equitable 
returns to the public sector; the reshaping of sectors in line with the interests of technology 
firms; and new dependencies on technology firms for the provision of basic goods.

López Solano and Castañeda focus on the case of IDEMIA. This French security com
pany has developed a privatized infrastructure for identification and authentication ser
vices used by the Colombian National Civic Registry. They engage with the concept of 
sphere transgressions to question how and when certain forms of transgressions are poss
ible between the public and private sectors.

Stevens presents interviews with medical researchers using Apple’s ResearchKit in the 
Netherlands and the United States, which reveal that researchers are not merely passive 
recipients of sphere transgressions; they respond to Big Tech’s initiatives in a variety of 
ways. Drawing on work by Michel De Certeau (1984), she shows that researchers do not 
simply welcome or resist Apple’s ResearchKit – they also ‘make do’ using various tactics. 
Stevens argues that thinking in terms of tactics helps to identify needs and interests cru
cial to researchers and the sphere of medical research.

Oldenhof, Kersing and van Zoonen highlight an institutional void within digital wel
fare states, where legal, ethical, and quality procedures are insufficient to address current 
digital challenges. Based on two case studies, they show how sphere transgressions wor
sen citizen vulnerabilities within this void, proposing strategies to rectify the institutional 
void and underscoring the need to heed ‘soft signals’ to mitigate future adverse effects.

Finally, Taylor, Martin, de Souza, and López-Solano provide a commentary on Eur
ope’s experiences with the technology sector during the COVID-19 pandemic. Inspired 
by the sphere transgressions framework, they develop the notion of sector transgressions 
in their Global Data Justice project’s report and highlight important implications of the 
rapid expansion of commercial technological power for governance across several 
sectors.

Notes

1. Our aim is not to offer a systematic review of previous research but to provide an overview 
of some of the key approaches to Big Tech expansionism in the literature, which helps con
textualize those adopted in this special issue.

2. This is not to say that the success of tech corporations is or has always been only merit- 
based. It has of course also been the result of untransparent, manipulative, and unlawful 
relationships with customers (especially maleficent data practices), as well as dubious or 
non-competitive market practices such as subsidizing (initially) non-profitable business 
models or buying up smaller companies to eliminate competition (e.g., Reich et al., 
2021). The point is that the success of Big Tech in the sphere of the digital can be seen – 
and is seen by many – as primarily merit-based, and thus in accordance with the sphere’s 
appropriate principle of distribution.
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3. See, also, Nagenborg (2009).
4. Nearly all authors participated in workshops surrounding the launch of the Sphere Trans

gression Watch digital tool, organized at Radboud University, the Netherlands, in June 
2022 and November 2022.
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