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ABSTRACT
People are increasingly subject to algorithmic decisions, and it is
generally agreed that end-users should be provided an explanation
or rationale for these decisions. There are different purposes that
explanations can have, such as increasing user trust in the system
or allowing users to contest the decision. One specific purpose
that is gaining more traction is algorithmic recourse. We first pro-
pose that recourse should be viewed as a recommendation problem,
not an explanation problem. Then, we argue that the capability
approach provides plausible and fruitful ethical standards for re-
course. We illustrate by considering the case of diversity constraints
on algorithmic recourse. Finally, we discuss the significance and
implications of adopting the capability approach for algorithmic
recourse research.

CCS CONCEPTS
•Computingmethodologies→Philosophical/theoretical foun-
dations of artificial intelligence; • Social and professional
topics → User characteristics; • Human-centered computing →
Social recommendation.
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1 INTRODUCTION
There is widespread agreement that providing explanations for
model decisions is important, especially for end-users. Such expla-
nations can help users gain trust in an otherwise opaque system.
Explanations can also spur user engagement on product-based
platforms. However, there is no one-size-fits-all box for successful
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explanations. Explanatory norms differ depending on the stake-
holder, the domain, and the specific goals a user has [49, 61]. One
specific explanatory norm that is gaining more and more traction
is algorithmic recourse [e.g. 20, 22, 23, 25, 27, 35, 52, 55].

Algorithmic recourse was borne out of counterfactual explana-
tion methods. Wachter et al. [58] highlight three uses for counter-
factual explanation: i) answer why a certain decision was reached,
ii) provide the user with grounds to contest the decision, and iii)
provide the user with actionable changes to reverse the decision.
While Wachter et al. argue that counterfactual explanation can
satisfy all three, recent work suggests otherwise [e.g. 40]. Models
can make decisions based on immutable features, which may satisfy
(i) and (ii), while failing to satisfy (iii). Since algorithmic recourse
is concerned with the specific project of providing users with an
actionable counterfactual explanation, immutable features prevent
users from getting feasible and actionable advice on what changes
they could implement to get a new decision.

There are clear benefits from the user’s perspective for recourse
and some have argued for its ethical value [55]. Recourse seems
especially important in domains where algorithmic systems are
part of decision pipelines that greatly affect people’s lives, such as
granting a loan, sentencing decisions in a judicial system context,
college admissions and more. Nevertheless, as Venkatasubramanian
and Alfano [55] discuss, algorithmic recourse faces pitfalls. The
important work on fairly defining cost, distance, etc. is necessary.
However, shared (ethical) standards for constraining recourse coun-
terfactuals in particular directions are conspicuously absent, with
papers approaching the problem in different ways. Some focus on
the desiderata of proximity [e.g. 58], while others highlight the need
for sparsity [e.g. 15] or for user input for specific feature constraints
[e.g. 55], and others emphasize the need for diversity [e.g. 31].

While we do not provide an all things considered ethical argu-
ment that algorithmic recourse is the best way to approach the
problems of opaque systems that make highly impactful decisions,
we seek to make progress on how to best constrain algorithmic
recourse—assuming recourse is desirable—by providing an ethical
framework that helps design recourse recommendations. Accord-
ingly, proposing ethical standards for recourse does not imply let-
ting designers and suppliers of artificial intelligence systems off the
hook. Algorithmic decisions do not become exempt of other ethical
standards because of the presence of recourse. This work makes
three contributions:

(1) Recasting algorithmic recourse as a recommendation problem,
not an explanation problem. Taking recourse seriously as a
recommendation problem allows us to utilize insights from
research programs on recommendation systems, which are
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largely siloed from questions in explainable AI. Moreover, it
separates two distinct desiderata for algorithmic recourse:
methods of generating or extracting counterfactuals and how
to explain counterfactual information to users. Once we solve
which recommendations are necessary for recourse, then we
can ask the explanatory question about how to best explain
these recommendations to users. It may turn out through
user studies that providing recourse recommendations is
more successful through a different explanatory framework
besides counterfactuals.

(2) Providing ethical standards (via the capability approach)
that can guide research on how best to constrain algorithmic
recourse toward feasibility and the well-being of users.

(3) As a case study, we use the capability approach as ground-
ing the value of diversity for recourse recommendations.
We highlight gaps in current research and suggest paths
forward by taking inspiration from the role of diversity in
recommendation systems.

We hope that this work contributes to establishing plausible and
fruitful ethical standards for recourse recommendations.

Section 2 argues that recourse should be viewed as a recom-
mendation problem, not an explanation problem. In section 3 we
introduce the capability approach and make the case for its descrip-
tive and normative adequacy. Section 4 looks at diversity constraints
on recommendations to illustrate the usefulness of the capability
approach and viewing recourse as a recommendation problem. We
discuss several topics of potential significance for recourse research
in section 5.

2 ALGORITHMIC RECOURSE: FROM
EXPLANATION TO RECOMMENDATIONS

2.1 Recourse as an explanation problem
People are increasingly subject to algorithmic decisions, with an
increased use of ‘black-box’ models. This presents a challenge and
need for explainability. Explainable AI can increase users’ trust
in the system, aid developers in building more robust and reliable
models, and more. Moreover, regulations like the General Data
Protection Regulation (GDPR) and the Artificial Intelligence Act
(AIA) discuss the importance of end-users receiving an explana-
tion or rationale for decisions involved in algorithmic processing.
This has spurred a flurry of development of different methods and
approaches to explaining black-box models.

One explanatory approach that has gained significant traction is
counterfactual explanation (CE). CEs provide answers to what-if-
things-had-been-different questions. The claim is that understanding
themodal space of amodel can serve as away to explain and provide
understanding of themodel’s decision boundary. One of the benefits
of CE is that building a proxy model, that is necessary for other
feature importance methods, need not be necessary [31]. Instead,
CEs probe the black-box model by changing various inputs to see
what changes would lead to a change in the output.

As we have seen, Wachter et al. [58] highlight three uses for CEs.
Ethicists and those interested in algorithmic fairness have especially
latched onto (iii)—howCEs can provide users with actionable advice
to reverse the outcome—known now as algorithmic recourse. Ustun
et al. [52, p. 10, emphasis in original] define algorithmic recourse “as

the ability of a person to change the decision of the model through
actionable input variables [. . . ]”.

Since recourse was borne out of CE, recourse itself has been
understood as a type of explanation method, especially salient in
domains where algorithmic systems are part of decision pipelines
that greatly affect people’s lives. In these contexts, when users are
given a negative or unfavorable decision, advice on how to get
a different result in the future is top of someone’s mind. Thus, a
recourse explanation seems most suitable.

While explanations can serve a number of different goals, like
transparency and trust [28, 49, 51], explanation first and foremost
has epistemic aims, like filling knowledge gaps and enabling under-
standing [12, 16]. As such, most works look at recourse through the
lens of an explanation problem, where the evaluative goals center
around the epistemic goals of explanation, such as understanding
the model and its decision boundary [58]. For example, Ustun et al.
[52] describe recourse as a type of actionable CE. Mothilal et al. [31]
evaluate their method of generating recourse counterfactuals with
other XAI methods, specifically LIME [36], to show that recourse
explanations can provide users with understanding of the decision
boundary.

However, we propose that conceptualizing recourse as an ex-
planation problem is ill-suited. As we explain in the next section,
the goals of explanation are distinct from the goals of providing
users with actionable information. While in some cases the same
counterfactual can explain and provide actionable information to
reverse a decision, it is not by virtue of the counterfactual’s explain-
ability that it provides actionable information. Instead, we propose
that algorithmic recourse is best understood as a recommendation
problem and that doing so has the promise of improving metrics
and methods for algorithmic recourse.

2.2 Recourse as a recommendation problem
CE methods generate counterfactuals by making small changes to
input variables that result in a different decision. Counterfactual
generation serves as an explanation method because finding the
smallest changes that would flip a decision tells us important in-
formation regarding how a model made its decision [48]. However,
sometimes counterfactuals involve changing features that are im-
mutable, or mutable but non-actionable [22]. Immutable features
are those that cannot change, for instance someone’s race. Muta-
ble features can change, but not because of a direct intervention
on them. Someone’s credit score may change as a result of debt
repayments, but it is not possible for someone to intervene on her
credit score. For this and other reasons, the goals of explanation
simpliciter can come apart from the goals of actionable informa-
tion important for algorithmic recourse. In this section, we discuss
that explanation is possible without recourse and that recourse
is possible without explanation, indicating that recourse is better
understood as a recommendation problem.

2.2.1 Explanation without recourse. The first reason why algorith-
mic recourse is ill-suited to be an explanation problem is that CE is
possible without recourse [52, 55]. Consider the difference between
the following counterfactual explanations for a loan decision dis-
cussed above: “If you had less debt, then the loan would have been
approved,” versus “if you were younger, then the loan would have



been approved.” The former CE gives the end-user recourse, while
the latter does not. It is not actionable advice for someone to become
younger, though it is actionable advice for someone to pay off some
of their debt. Moreover, in criminal justice cases, using a simplified
model based on COMPAS data [4, 11], CE methods found that race
is often one of the more common features that would reverse a risk
categorization [31]. But again, since race is immutable, it cannot be
a recourse explanation but is an explanation of the model’s decision.
Along these lines, Karimi et al. [21] make a distinction between
contrastive explanations and consequential recommendations, the
latter being a subset of the former. The idea is that recommen-
dation requires information on the causal relationship between
inputs, while explanation just requires information regarding the
relationship between the model and its inputs. If recourse requires
a consequential recommendation—which Karimi et al. [21] argue
is the case—then again explanation is possible without recourse,
especially since the causal relationship between inputs involves a
heavier burden to satisfy (more on causation in section 5).

2.2.2 Recourse without explanation. Even though most works dis-
cuss that a CE need not entail recourse, recourse can still be first and
foremost an explanation problem. Recourse could be understood as
a specific type of explanation that is actionable [21, 52]. However, a
less appreciated distinction is that it is possible to have a recourse
counterfactual that fails to be an explanation.

Barocas et al. [5] highlight a notable difference between principle-
reasons explanations and recourse explanations. The former pro-
vide the data-subject with information regarding which features
serve as a justification or rationale against the decision, while re-
course explanations provide helpful advice without the decision
subject learning about the features that were “crucial marks against”
them. Recourse serves a practical purpose of giving decision sub-
jects guidance for the future. Thus, having the most salient ex-
planation that can answer why a model made its decision—or the
rational for the decision—can come apart from providing users with
recommendations on how to reverse the decision. Consider again
the example of a recidivism classifier or loan decision algorithm
as discussed above. It very well might be that the immutable fac-
tors were the more discerning factor for the decision. In this case,
a recourse ‘explanation’ focusing on actionable factors becomes
epistemically misleading since the most discerning reason for the
model’s decision is hidden. The user does not have access to the
central difference-makers of the model’s decision, and thus would
fail to really understand the model.

Conceptualizing recourse as a type of explanation can also mask
bias. Explanation methods are used for auditing the fairness of mod-
els [28], with one central source of bias resulting from models using
immutable features in a problematic way. Since recourse disregards
counterfactuals that involve immutable features, recourse has the
potential to mask bias and be epistemically misleading.

2.2.3 Recourse as recommendation. The chief goals of model ex-
planation center around providing users with understanding the
rationale of the model’s decisions. Recommendation systems, on the
other hand, have a different primary goal. They seek to help users
with selecting a subset of items that are among an ever-growing
list of possible items by creating user profiles that are continuously
updated to aid in filtering the most relevant items for users. As

such, recommendation systems explore a specific relationship be-
tween a user and the model that is not mirrored in more traditional
explainability questions regarding why a black-box model made a
decision.

The difference between recommendations and explanations can
be subtle in some contexts. Often recommendation systems also
provide explanations to users as to why they are seeing the rec-
ommendations that they do. However, the recommendations and
the explanations of recommendations are distinct. Our proposal is
that algorithmic recourse stands to benefit from such a distinction.
The purpose of generating the list of actionable advice is distinct
from explaining this advice and explaining the model’s decision
boundary.

The relationship between recourse and recommendations has
not gone unnoticed. There has been work that takes insights from
algorithmic recourse to improve recommendation systems [10].
And those working on recourse make the explicit connection that
recourse is similar to recommendation systems [31]. However,
Mothilal et al. [31] stop short of casting the goals of recourse to be
recommendation goals, since they evaluate their recourse model as
if it was an explanation problem, as discussed above. Karimi et al.
[21] distinguish between two types of questions for recourse. (Q1)
explanatory questions, like “why was I rejected for the loan?”, and
(Q2) recommendation questions, like “What can I do to get the loan
in the future?”, where answers to Q2 questions provide “consequen-
tial recommendations.” However, this terminology aims to point
out a difference in causal presuppositions needed for counterfac-
tual generation. They do not explicitly reconceptualize recourse as
dealing with the class of problems found in the recommendation
systems literature.

Our contribution is to explicitly conceptualize recourse as a
recommendation problem akin to those problems facing recommen-
dation systems and not as an explanation problem. The unique
feature of algorithmic recourse is not explanation, but rather giving
advice and finding a subset list of actions from a large possible
subset of actions (i.e. recommending). It is our contention that
shifting the dialectic away from algorithmic recourse as an explana-
tion problem to a recommendation problem will improve recourse
recommendations as well as help to make sure that algorithmic
recourse is not used in ethically or epistemically misleading ways. It
shifts the focus away from explainability to a more user-modelling
perspective regarding the interplay between user-preferences and
capabilities and the model.

Once we solve which recommendations users should have such
that recourse is possible, then we can ask the question how best to
explain or convey this information to users. This may be through
counterfactuals, or it may turn out through user studies that pro-
viding recourse recommendations is more successful through a
different explanatory framework. An added benefit of consider-
ing recourse as a recommendation problem is that it allows us to
utilize insights from a rich research program in recommendation
systems that is still largely siloed from questions in XAI. Moreover,
conceptualizing recourse as a recommendation problem allows us
to utilize particular ethical tools—like the capability approach—to
guide research in filtering counterfactuals that respond well to
users’ capabilities even if they are far removed from the model’s
decision boundary.



3 ETHICAL STANDARDS FOR
RECOMMENDATIONS: THE CAPABILITY
APPROACH

3.1 The ethical standards of recommendations
In theory, recourse has ethical appeal through purportedly promot-
ing agency and autonomy. Venkatasubramanian and Alfano [55]
provide some general ethical standards for algorithmic recourse by
arguing that it is a modally robust good [see 34]. Robust goods de-
liver benefits in a range of actual and counterfactual circumstances.
For example, the robust good of honesty provides the benefit of
truth-telling not only on one specific occasion, but on many occa-
sions. According to this view, we value robust goods because they
deliver benefits in various circumstances.

Venkatasubramanian and Alfano hold that someone who has
recourse enjoys a capacity to obtain decisions across a range of
circumstances and not in a coincidental or piece-meal fashion. That
person can reasonably expect that she will be able to obtain a
decision and will not be subject to other people’s discretionary
power or to changing situations. This is crucial for exercising what
Venkatasubramanian and Alfano call ‘temporally-extended agency’,
namely the capacity to pursue long-term plans. This sort of agency
is important because algorithmic decisions are often ameans among
a chain. A person seeking a loan to buy a car, they say, may do so
in order to take a well-paying job which itself is a means to care for
her family. The implications of being denied a loan are thus more
far-reaching than simply not being able to obtain the immediate
goods or services the loan is for.

While Venkatasubramanian and Alfano provide both consequen-
tial (Pettit’s framework) and deontological (based on human dig-
nity) reasons to value recourse, how these foundations relate to
specific constraints on recommendations and how they may help
comparing them remains unclear. They discuss a variety of issues,
for instance changes to classifiers over time, and importantly con-
vey that these issues need to be resolved for algorithmic recourse
to live up to its ethical promise. Other works on recourse have
differed in their approach to the evaluation of constraints, picking
and choosing which are necessary or interesting for their specific
study, with some of the above concerns in mind.1 However, no
principled ethical framework is currently guiding the design of re-
course recommendations. In order to make progress on algorithmic
recourse, we need to make progress on delineating which reasons
may justify adopting some constraints over others. We need ethical
standards that can do this work. We propose that that the capability
approach provides such plausible and fruitful standards. First, we
introduce the capability approach and then illustrate its relevance
by considering one particular constraint: diversity (section 4). In
section 5, we discuss the more general significance of the capability
approach for recourse research.

3.2 The capability approach
The capability approach, initially developed by Amartya Sen [43–
45; see also 32, 38], is a normative framework which characterizes
the normative space of evaluation in terms of functionings and ca-
pabilities. According to the capability approach, we should make

1For a survey, see Karimi et al. [21].

interpersonal comparisons or assess states of affairs on the basis of
these two core concepts. Functionings are ‘beings’—ways of being,
like being healthy or educated—and ‘doings’—activities, like coding
or cycling —people may be or undertake. Having an appropriate
set of functionings is “constitutive of human life” [38, p. 39]; what
makes up and gives value to human life are the ‘beings’ and ‘doings’
people achieve. Capabilities are the real freedoms, or opportunities,
people have to achieve functionings. Here, ‘real’ underlines that
having a capability goes beyond having a merely formal possibility.
It requires having the resources (broadly construed, e.g. income,
credentials, social network, etc.) to effectively achieve chosen func-
tionings. Another important claim of the capability approach is that
the capabilities people have depend on conversion factors, namely
the differential capacity to convert resources into functionings.
With equal resources, different people will not always have the
same capabilities. Other things being equal, a person who suffers
from depression will need more resources to achieve the same level
of motivation as someone without depression. Conversion factors
can be personal (e.g. a disability), social (e.g. being discriminated),
or environmental (e.g. the climate) and can be intertwined. Ac-
knowledging conversion factors is important for ethical evaluation
because it urges caution in equating resources with well-being.
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Figure 1: Schematic overview of the capability approach. Re-
sources are converted into capabilities and people choose
which functionings to realize from their set of capabilities.

The notion of capability aims to distinguish between what is
actually realized (functionings) versus what could effectively be
realized (capabilities) if people wanted to. As figure 1 illustrates,
resources are converted into capabilities, effectively possible but
unrealized functionings. From that capability set, a person then
chooses which functionings to actually achieve. For instance, some-
one may have the capability to cycle, yet never do it. That person
may opt for moving about using public transportation. Again, what
matters is the real freedom people have to achieve a combination
of functionings.

A capability set is the set of alternative functionings people can
achieve. For instance, let us consider the capabilities to be healthy,
educated, mobile, sheltered, and participate in politics (see figure
2). Different people may have different capability sets, due e.g. to
conversion factors, and thus have a differential real freedom to
achieve the related functionings. For instance, Person A might have
a greater capability for health than B, but B might be advantaged in
terms of education, perhaps because of the social environment. The
capability approach holds that interpersonal comparisons should
be made in terms of capabilities and functionings.

While figure 2 represents a ‘static’ capability set, in reality there
are often trade-offs between capabilities. As figure 3 shows, having
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Figure 2: Interpersonal comparison of capabilities. The ca-
pability approach holds that we should compare people’s
advantage in terms of the capabilities and functionings they
have. Figure made with Flourish.

more of one capability may sometimes have positive or negative
effects on the capability set. Using more resources in order to gain
an increased capability in terms of education might have a negative
effect on the capability for health, which in turn might reduce one’s
mobility. More education, however, might contribute positively to
political participation. People face similar trade-offs all the time
when considering the real opportunities they have. Some could
become a scientist or a rock musician, but achieving both is not
always effectively possible.2
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Figure 3: Trade-offs between capabilities. Resource allocation
for one capability can have an influence on other capabilities.
Figure made with Flourish.

Capabilities help capture the idea that the freedom to achieve
certain beings and doings is of utmost moral value. A person’s
well-being is constituted by what is ultimately good for that person.
As Sen [46, 231] notes, any ethical or political theory must select
an ‘informational basis’, viz. features of the world that help to as-
sess well-being and injustice. The capability approach contrasts
with alternative theoretical frameworks by submitting that these
features are the capabilities people have reason to value instead
of, for instance, pleasure or resources. This broadens the informa-
tional basis insofar as information about resources or rights can
be legitimately used to compare well-being. How to determine the
relevant capabilities for the purpose of normative assessment is

2One notable exception is BrianMay, guitarist of the famous band Queen, who received
a PhD in astrophysics in 2007.

context-dependent. It can be used for assessing individual well-
being, evaluating social states of affairs, or policy-making [39]. It
is an influential framework that has been used in fields such as
human development [13], poverty [3], mental health [47], technol-
ogy [33, 62], or education [59]. One famous use of the capability
approach is within the United Nations Development Programme’s
Human Development Reports, in particular the Human Development
Index.3 For the purpose of assessing and comparing human devel-
opment between countries, using indicators such as life expectancy
or the level of education may target adequate capabilities. But for
assessing whether older people have mobility through public trans-
port, looking at residential density and physical functional capacity
would be more relevant [41].

3.3 Recommendations and the capability
approach

The capability approach provides plausible and fruitful ethical stan-
dards for recourse recommendations because it is descriptively and
normatively adequate.

3.3.1 Descriptive adequacy. The capability approach is descrip-
tively adequate because it captures the relevant features of recourse
recommendations. Current formulations of recourse have natural
analogues within the capability approach. Recourse can readily be
understood as a functioning; it is the activity of obtaining a deci-
sion from a model. When someone obtains a decision, that person
achieves the functioning of recourse. But recourse is also viewed
as an ‘ability’ or as something that a person has the ‘capacity’ to
do irrespective of whether they actually achieve it or not. As such,
recourse is also a capability; it amounts to the real freedom to ob-
tain a decision from a model. When someone has recourse, that
person would be able to obtain a decision would she choose to do
so. Viewing recourse as a capability also explains the widespread
emphasis on actionability. Recommendations are those that users
could in principle, but not necessarily, achieve.

Although the notion of capability captures usage of recourse
in the computer science literature, it also stresses one underrated
feature of recourse, namely its connection to freedom. Capabilities
are a type of freedom, in particular option-freedom [see 38, pp. 102ff.].
Options are what an agent can achieve or realize. The freedom
of options depends on two aspects: 1) the agent’s access to the
options and 2) the options themselves. Some people may face more
obstacles (e.g. different conversion factors) than others to realize
certain options, resulting in different access to options (1). Option-
freedom also depends on the number or quality of options available
(2). A person with more options has more option-freedom than a
person with fewer options.

For the purpose of recourse, recommendations (should) aim to
give option-freedom. In fact, viewing recommendations as seeking
to promote option-freedom helps understand the aims of different
recourse methods. Some emphasize the importance of causal possi-
bility [e.g. 22] and thus that people should have the proper access
to options (see sec 5.1 below for a critique). Others draw attention
to the options themselves by generating a large quantity of options
users can choose from [e.g. 31]. Adopting the capability approach

3http://hdr.undp.org/en/content/human-development-index-hdi
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thus provides a rich description of what recourse is, explain its
usage and the motivations behind specific recourse methods.

3.3.2 Normative adequacy. The capability approach is normatively
adequate because it picks out relevant normative features for de-
signing and assessing recommendations.

First, it picks out an important moral feature of recourse recom-
mendations, viz. that people who can obtain a decision from an
algorithm are in a better position than those who are not. Recom-
mendations that provide recourse qua capability give them the real
freedom to obtain decisions. Insofar as we accept that one key met-
ric of well-being is people’s capabilities, it follows that promoting
the capability of recourse will also promote people’s well-being.
Second, the capability approach provides a substantive, but flexible,
evaluative framework to design and compare recommendations.
In particular, it provides the key metric recommendations should
optimize for, namely capabilities. Consequently, good recommen-
dations will be ones that fall within a person’s capability set. If a
person does not have the capability to achieve the recommenda-
tion, then that recommendation is not actionable and, crucially, that
person does not have recourse. When assessing recommendations,
we should thus pay special attention to whether people have the
capability to achieve them.

As we noted earlier, there are various reasons why we would
consider recourse to be valuable, for example because of its role
in agency and autonomy. We do not deny that those may ground
the value of recommendations. In fact, our goal is more modest:
assuming we want recourse, what are fruitful ethical standards for
designing and assessing recommendations? One key advantage of
the capability approach over alternative evaluative frameworks is
that it broadens the informational basis. For instance, it takes into
account people’s preferences, but also incorporates information
about their conversion factors and the (real) freedom people have
to achieve functionings. As a result, recommendations that aim to
promote capabilities can come apart from recommendations that
aim to solely satisfy preferences.

To illustrate, suppose someone would like to receive a recommen-
dation for obtaining a loan. Recommendations that aim to promote
the satisfaction of preferences face several challenges. One of them
is that it is not always possible to act on one’s preferences. Someone
born in Canada might have a preference for becoming President
of the United States, but it is impossible to satisfy that preference.
Only natural-born-citizens may become President. Likewise, giving
users recommendations that they prefer, but are not actionable to
them, will not contribute to their well-being. Another challenge
is that since the recommendation process may itself contribute to
shaping preferences, then the users’ preferences become a moving
target. We could assume that a user seeking a recommendation for
a loan would prefer to obtain it and that, accordingly, the recom-
mendation should help the person satisfy that preference. However,
a recommendation may show that obtaining the loan could only
be done through a difficult process. Even though the person would
have the capability of achieving the recommendation, she might
choose, or prefer, to not do so. The capability approach emphasizes
that giving users the freedom to realize a preference, not its actual
satisfaction, is what matters for recourse.

A last challenge is that since the preference-satisfaction frame-
work is fundamentally individualistic, it fails to take into account
structural constraints from the social environment. On the contrary,
the capability approach can incorporate larger social complexities
via conversion factors and by broadening the informational basis
[38, see, e.g., secs. 2.7.5 and 4.10]. This then allows to take into
account differences between groups (see section 5 below).

One specific constraint that falls out of the capability approach
is that recourse explanations should be diverse. In other words, in
order for users to increase their capabilities requires that they are
given more than one recommendation, and that these recommen-
dations are in an important sense distinct. In the next section, we
look closely at the constraint of diversity and the value it has for
algorithmic recourse.

4 THE VALUE OF DIVERSE
RECOMMENDATIONS

In what follows, we show the fruitfulness of conceptualizing algo-
rithmic recourse as a recommendation problem and the fruitfulness
of the capability approach by taking a close look at the constraint
of diversity on algorithmic recourse. Wachter et al. [58] discuss the
importance of providing diverse recourse recommendations, with
many others agreeing [31, 40]. However, detail about why diversity
matters and how diversity constraints specifically can overcome
some of the problems facing recourse is lacking. Moreover, diversity
constraints are largely undervalued in current research on algo-
rithmic recourse. Only 16 of the 60 recourse algorithms found in
a recent survey Karimi et al. [21] include diversity as a constraint.
And of the works that include diversity, several lack sufficient detail
motivating their choice of diversity metric. Meanwhile, the value
of diversity in recommendation systems is well documented with
several research lines investigating the best suited diversity metrics
for specific use cases [26], as well as user perceptions and reac-
tions to diversity [8, 19, 50]. Vrijenhoek et al. [57], in their work
on diverse news recommendation, develop diversity metrics that
reflect normative democratic values. In a similar vein, the capability
approach can serve as a motivation for specific diversity metrics
for algorithmic recourse.

4.1 Diversity for recourse recommendations
Providing users with a diverse set of recourse recommendations
is currently motivated because of prevailing uncertainty in user
preferences [23]. This problem has analogs to the cold start problem
in recommendation systems, where recommendations are provided
even when the system has little data regarding the user or their
behavior [42]. Providing users with a diverse set of recommenda-
tions is one way to overcome the cold start problem [26]. However,
there are additional reasons for valuing diversity besides uncer-
tainty in user preferences. For example, in news recommendation
diversity can help with combating filter-bubbles [29]. Importantly,
depending on the overall purpose of diversity, different diversity
metrics are more or less suitable [49, 57]. Thus, the fact that diver-
sity in algorithmic recourse only seeks to address uncertainty in
user preferences narrowly constrains the choice of diversity met-
rics. If diversity in recourse recommendations is valuable for other



purposes—e.g. broadening one’s capability set—then the choice of
suitable diversity metrics will be notably different.

The majority of works in algorithmic recourse understands di-
versity as a type of distance or similarity metric between coun-
terfactuals [21]. While this approach may very well yield diverse
counterfactuals that help to overcome uncertainty in user prefer-
ences, there are drawbacks. First, the similarity or distance function
is operative both in generating the list of possible counterfactuals
and also in selecting the diverse set. This can retain biases that
result in determining distance or similarity in the first place. How-
ever, the value of diversity metrics is that they have the potential
to counteract this bias by considering other trade-offs. For example,
Dandl et al. [9] discuss diversity in relation to trade-offs between
different objectives, such as the number of feature changes, close-
ness to the nearest observed data points, and plausibility according
to a probability distribution. They argue that exploring trade-offs
improves understandability and the number of options for the user
compared to other approaches that build in a priori a weighted sum.
Mothilal et al. [31] also describe different trade-offs. They identify
proximity diversity and sparsity diversity. The former concerns
the distance and the latter the number of features that need to be
changed to reverse the decision.

Moreover, most current works on algorithmic recourse diversify
recommendations post-hoc (i.e. after initial counterfactual genera-
tion). However, as learned from work in recommendation systems,
post-hoc diversity methods face a problem that if the initial gen-
erated list is not diverse, the diversity metrics do little to help
[26]. Making progress on the effectiveness of diversifying recourse
recommendations starts with conceptualizing recourse as a recom-
mendation problem and then learning from the various methods of
diversity discussed in recommendation systems.

4.2 Capability approach and diverse recourse
recommendations

The capability approach not only tells us why diverse recourse rec-
ommendations are valuable—because they increase the likelihood
that a user actually has the capability to have recourse—it provides a
way of thinking about ethical standards for diversity metrics. First,
recommendations are usually evaluated based on how accurate
recommendations are for fulfilling user preferences. However, the
capability approach tells us that it is not preferences that should
make up the evaluative space, but a user’s capabilities. This would
entail that evaluating whether a recourse recommendation is suc-
cessful should not be geared toward preference-satisfaction, but
promoting capabilities. Second, following the method of Vrijenhoek
et al. [57], we identify two key normative themes that motivate
how to diversify recourse recommendations. While it is possible
that the capability approach could motivate more considerations of
diversity, we highlight two that are currently missing from recourse
diversity metrics.

4.2.1 Temporality. The capability approach highlights that capa-
bilities have the potential to be realized involving various trade-offs
and time frames, with Venkatasubramanian and Alfano [55] dis-
cussing the value of recourse as a type of temporally extended
agency. Recourse recommendations can account for this temporal
dimension by diversifying the time frame for realizing a capability.

For example, getting an additional educational degree may take
more time compared to other activities. Another aspect of tempo-
rality is the time it might take before particular capabilities become
possible. For example, someone may have several capabilities that
are only realizable after their children become a certain age.

The diversity metric of temporality diversifies recourse recom-
mendations based on differences in user capability time frames.
Current recourse techniques account for aspects of temporality
through a brute cost function, with cost generally understood as
a probability distribution for a given feature compared to others.
Diversifying over temporality focuses on another kind of cost: time.
It gives the user the ability to see for themselves the options for a
shorter versus longer time frame potentials.

4.2.2 Resource conversion. The capability approach highlights that
different people have different conversion factors (i.e. the differ-
ential capacity to convert resources into functionings). Equality
of resources does not imply equality of capabilities. Resource con-
version diversifies over a range of more or less resource intensive
actions. While resource conversion shares many similarities with
current cost metrics, the capability approach urges us to understand
cost differently from the probability distribution method that is cur-
rently popular among recourse algorithms. The probability method
of cost assumes that everyone has the same conversion factors.
However, this is not the case. The capability approach motivates
diversifying cost to reflect the differences in users’ conversion fac-
tors. Gaining knowledge about a user’s specific conversion factors
could improve the accuracy of recommendations, but diversifying
on resource conversion is still valuable according to the capability
approach to facilitate option-freedom.

4.2.3 Limits of diversity. Maximizing diversity and including a
never-ending list of diverse recommendations will not be success-
ful for providing users with actionable choices. There are a variety
of trade-offs that we need to consider when devising specific re-
course recommendations. For example, people can face ‘option
overload’ when there are too many live options to choose from.
As a result, adding yet another diverse recommendation may actu-
ally reduce one’s capability set since it makes it harder to convert
a recommendation into an achievable functioning. Thus, it is im-
portant to engage in user-study research concerning the number
of recommendations that is optimal. The length of the list could
differ between users, with some users achieving their goals with
two options, while for others, five options may be optimal. The
capability approach may help in navigating how to handle such
trade-offs. Specifically, user-studies should be designed that seek to
validate the extent to which one’s capability set is captured, instead
of the feeling of trust the user has in the system. Additional options
include getting user input regarding which diversity metrics they
are interested in seeing for recourse recommendations.

5 SIGNIFICANCE FOR RECOURSE RESEARCH
The capability approach provides a conceptual and normative frame-
work against which we can assess and compare different constraints
and proposals for recommendations. Naturally, it does not (and will
not) settle all disputes, but no theoretical framework can do that.
But it is important to at least agree on what terms disputes should



be settled. These terms are that recommendations should promote
people’s capabilities. As a result, we believe that the capability
approach may help define adequate optimization procedures be-
sides diversity. In this section, we present several implications that
adopting the capability approach has on current themes in recourse
research.

5.1 Causality
Some recent work [e.g. 22] emphasize the importance of building
causal models to provide actionable recommendations. One benefit
of causal models is that they can assess which features are im-
mutable or non-actionable in the sense of not being causally possi-
ble. Counterfactual explanations may not provide actionable recom-
mendations if there is no causal path between the features the user
would have to intervene on and the decision. For instance, it is not
causally possible to increase one’s level of education while reducing
or keeping one’s age constant. This why Karimi et al. propose a
method for generating “recourse through minimal interventions”.
Minimal interventions aim to minimize the cost of implementing a
set of actions that would change the decision.

Although causal possibility is certainly an important dimension
of actionability, even if we assume away the problem of having
perfect causal knowledge [see 23], the capability approach allows
us to see that we arguably need to broaden the causal lens. Ca-
pabilities (or lack thereof) do not always neatly fall within the
‘causal’ category. Recall that capabilities are best understood as
option-freedoms and that they are a function of the character of
the options themselves and their access. One’s route to achieving
recourse may be more difficult and less accessible. One particu-
larly pressing problem is that there might be a self-selection bias
when people opt for some recommendations over others because
of incorrect beliefs about what they can possibly do or not. Or,
perhaps even more worrying, people might self-select because of
normative beliefs about what they should (not) do. A woman might
not consider a recommendation as actionable because it involves
increasing her level of education, which would be frowned upon in
her community. Other recommendations might be so burdensome
as not falling within one’s capability set, yet still being causally
possible.

Another issue is whether conversion factors (personal, social, or
environmental) can always be represented in causal terms. For in-
stance, power relations and social norms may all affect one’s ability
to convert resources in capabilities. Moreover, it is contentious that
social categories such as gender or race can be viewed as a cause
[6, 14, 18, 24, 30, 60]. But even if factors such as those could be rep-
resented as having a positive or negative causal influence, our point
is simply that accurate causal models need to address problems of
possible causal break-down and the complexities surrounding the
way conversion factors can be causally efficacious.

5.2 Proxies
One way of understanding the role of constraints for recommenda-
tion algorithms is that they are proxies for actionability. Reducing
the distance between the factual and the counterfactual instance
that crosses the decision boundary is one typical constraint. Other
common constraints include ‘plausibility’ (i.e. likely to be actually

instantiated) or ‘sparsity’ (i.e. recommending changes to as few
variables as possible). Distance, plausibility, or sparsity are all prox-
ies for actionability. Furthermore, as discussed above, since it is in
practice difficult to build complete and accurate causal models [23],
current causal models are also a proxy for actionability. Although
not directly determining actionability, all the above constraints
are often taken to constitute good approximations for actionable
recommendations.

The capability approach provides a normative framework for
assessing which proxies might better optimize the relevant notion
of recommendation, viz. recommendations that people have the
real freedom to achieve. For instance, the Human Development
Index considers that income per capita, education level, and life ex-
pectancy are good indicators of human development along with the
capabilities people have in different countries. From this, we could
infer that people with more income, education, or life expectancy
will have a greater capability to implement recommendations. The
likelihood of providing a truly actionable recommendation for peo-
ple who score high on these indicators should be greater. This
is just one example of how recourse qua capability could be in-
ferred, albeit imperfectly, from proxies. Fortunately, there is a sig-
nificant literature on measuring capabilities in education, health,
etc. [1, 3, 13, 33, 47, 54, 59, 62].4 Designers of recommendations
systems could find from other fields relevant proxies for providing
recourse for various applications and contexts.

One key advantage of using the capability approach is that it
helps answer ex ante and ex post questions about recommenda-
tions. The first is: What are the best proxies of people’s current
capabilities? This is directly related to actionability insofar as we
want to provide recommendations that people have the real free-
dom to achieve. Following the capability approach, the answer to
that question is that the recommendation should fall within one’s
capability set. Providing diverse recommendations is one impor-
tant means to achieve that goal. But the second, often underrated,
question is: What recommendations would most improve people’s
lives? The capability approach would suggest that recommenda-
tions that improve more people’s capabilities are the better ones.
Consider again the case of the proxies for human development
(income, education, health). On that basis, we might conclude that
recommendations that would privilege acting on income, education,
and health may have the greater impact on people’s capabilities.
Ceteris paribus, people with more income, education, or health are
typically freer to achieve functionings. This would suggest to favor
recommendations that have the greater ex post impact.

5.3 Tough recommendations
Some recommendations may be actionable yet be ‘far-fetched’ in
the sense of too difficult or burdensome to achieve. Venkatasub-
ramanian and Alfano [55, sec. 4.6] argue that we should refrain
from giving such recommendations. Although we agree that such
recommendations may not be relevant in many cases, the capa-
bility approach suggests caution before a priori deciding that a
recommendation is too difficult or burdensome. First, classifying
a recommendation as too costly implies that we have sufficient

4See, e.g., [2, 37, 53] for discussions of challenges to measuring and operationalizing
the capability approach.



information about users’ current capabilities. In many cases, this
assumption does not hold, which is also why recommendations
should be diverse. Second, this may unduly interfere with people’s
capabilities. Nudging or not providing recommendations may affect
the access to options as well as the options themselves. For instance,
people may come to believe that acting on a recommendation is too
hard for them, which might not really be the case. Or, excluding
recommendations may restrict the quantity and quality of options
people believe they have access to. In any case, we should be very
wary of allowing recommendations systems to limit the availability
of recommendations.

5.4 Strategic manipulation
One concern of recourse research is that users may try to strategi-
cally manipulate algorithms. From the perspective of the capability
approach, it is unclear why ‘gaming the system’ is a problem for
users. If we want to promote people’s capabilities, giving people
recommendations that they may use for achieving functionings that
they value would indeed promote their capabilities. This may seem
like a bug, but it is a feature. Indeed, if our concern is to provide
ethical standards for assessing and designing recommendations for
users, then our foundations should not exclude trading-off the good
of the users for the good of other stakeholders. We may have rea-
sons to not design recommendations systems that users can game,
but these reasons are external to actionability and user well-being.

5.5 Fairness
One important motivation for making sure that recommendations
are actionable is that some recommendations may be actionable for
one person and not for another. However, mere actionability may
not capture all the features we want from good recommendations.
A recommendation may be actionable for two different people yet
differ in their cost. This raises issues of fairness, especially if the
grounds for the cost are unjust. Recommendations that are more
costly for particular groups or communities may signal that there is
discrimination. For example, just recommendations to acquire more
work experience may ignore various work and care responsibilities
that differ between groups. If we want recourse to be fair, we thus
need an account of recourse fairness.

Gupta et al. [17] propose to measure recourse fairness in terms
of the average group distance to the decision boundary. However,
as von Kügelgen et al. [56] note, distance-based notions do not take
into account the real causal effects—and thus costs—of intervening
on variables. Accordingly, they suggest an individual and group-
level causal notion of recourse fairness. Although arguably a step in
the right direction, a causal approach faces several obstacles. One is
that thinking of discrimination in causal terms is contentious (see
sec. 5.1 above).5 Another more serious issue is that causal reasoning
will not tell, by itself, what causes should count. For instance, some
theories of justice consider that burdens and benefits should be
distributed according to desert [7]. A recommendation might be
costly for a person, but she might deserve to be in that position.

5They also propose to improve recourse fairness through “societal interventions”.
However, these interventions are not easily available to individuals seeking recourse
and it is thus unclear why they should qualify as recommendations in our sense.

One might argue that the proverbial surfer failing to save should
perhaps not obtain a loan so easily.

Although the capability approach does not solve by itself all is-
sues related to algorithmic fairness, it provides a theoretical frame-
work within which to conceptualize these problems. Someone more
interested in the fairness of outcomes could try to optimize for
recommendations that provide fair functionings; others more inter-
ested in opportunities may instead consider that capabilities should
be the key metric of justice. And the notion of ‘conversion factors’
provides a language to formulate various issues related to fairness.
Social conversion factors can be social norms that discriminate and
personal conversion factors such as having a disability may justify
compensating people seeking recourse.

6 CONCLUSION
Designers of algorithmic systems are often interested in providing
recourse to users, viz. the ability to obtain or reverse a decision
from a model. Recourse has often been associated with providing
counterfactual explanations. We first proposed to reframe recourse
not as an explanation problem, but as a recommendation prob-
lem. The aim of recourse is not necessarily to understand why
the model made the decision, but rather simply to allow users to
achieve results they value. Not all explanations provide recourse
and not all recommendations provide understanding. One benefit
of viewing recourse as a recommendation problem is that it lever-
ages the existing literature on recommendation systems. But it also
creates a challenge for designers of these systems: What are good
recommendations?

We argued that the capability approach provides plausible and
fruitful ethical standards for the design of recommendation systems
whose goal is to give recourse to users. The capability approach
is both descriptively and normatively adequate; it captures the
relevant features of recourse and provides an ethical justification for
why some recommendations are better than others. In particular, we
submitted that good recommendations will be those that promote
people’s capabilities. To illustrate the relevance of the framework,
we discussed one particular constraint to recourse, diversity. We
closed by discussing several implications of adopting the capability
approach for recourse research beyond diversity.

To conclude, we would like to emphasize that the capability
approach is not the only framework which can be used to concep-
tualize the ethical constraints to recourse. Although there might
be other suitable alternatives in some contexts, we simply hold
that the capability approach is a worthy contender. That being said,
one important message we hope our discussion conveyed is that if
recourse is to live up to its ethical promise, then we cannot dispense
with examining the ethical assumptions underlying what we take
good recommendations to be.
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