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Phonetic variation has been considered a barrier that listeners must overcome in speech
perception, but has been proved beneficial in category learning. In this paper, I show that
listeners use within-speaker variation to accommodate gross categorical variation. Within
the perceptual learning paradigm, listeners are exposed to p-initial words in English
produced by a native speaker of French. Critically, listeners are trained on these words with
either invariant or highly-variable VOTs. While a gross boundary shift is made for
participants exposed to the variable VOTs, no such shift is observed after exposure to
the invariant stimuli. These data suggest that increasing variation improves the mapping
of perceptually mismatched stimuli.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Variation in speech abounds. A single word is produced
differently each time it is uttered. How do listeners make
the many-to-one mapping necessary to understand a single
word produced in any number of ways as an instance of
one particular word, and not another? This is particularly
tricky since minimal differences between words are gener-
ally meaningful. Adding non-native accents into the mix
makes this task even more daunting. Consider the
sentence in (1).

(1) All these pears are slipping.

This sentence, uttered by a non-native speaker of
English with a variety of non-native qualities, may sound
like (2) to a native speaker of English.

(2) All deece bears are sleeping.

While systematic in nature, non-native speech that
includes extreme cases of phonetic variation as in (2) must
nonetheless be understood by native speakers.
. All rights reserved.
Listeners are sensitive to subtle phonetic cues during
speech perception, and these cues are used during spoken
word recognition (Clayards, Tanenhaus, Aslin, & Jacobs,
2008; Deelman & Connine, 2001; Gow, 2001, 2003; Green,
Tomiak, & Kuhl, 1997; McMurray & Aslin, 2005; McMurray,
Tanenhaus, & Aslin, 2009; Mitterer & McQueen, 2009;
Nygaard & Pisoni, 1998; Nygaard, Sommers, & Pisoni,
1994; Sumner & Samuel, 2005, 2009). In addition, phonetic
variation is beneficial under certain conditions. For exam-
ple, high variability training conditions yield improved
category learning (Lively, Logan, & Pisoni, 1993). Exposure
to more variable speech (typically in the form of multiple
speakers) also results in improved generalization (Bradlow
& Bent, 2008) and word recognition (Goldinger, 1996,
1998; Nygaard & Pisoni, 1998). While these results have
been critical to our understanding of category learning
and the nature of phonological representations, the
mechanisms that underlie these effects are not well estab-
lished. Listeners must navigate extreme cases of variation
without explicit, multi-session training and without the
benefit of multiple speakers. In order to understand the
sentence in (2) to mean (1), native English listeners must
quickly adjust to gross categorical mismatches (e.g., unas-
pirated voiceless stops fall into the English voiced category
rather than the intended voiceless one (Flege, 1984, 1993;
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1 The VOT averages here are summed across a number of studies and are
subject to great variance depending on speaking rate (Kessinger &
Blumstein, 1998) and other individual differences (Allen, Miller, & DeSteno,
2003).
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Flege & Hillenbrand, 1987; Studdert-Kennedy, Liberman,
Harris, & Cooper, 1970)).

Currently, theories accounting specifically for variation
are representation-based and include theories of abstract
representations (Archangeli, 1988; Cutler, McQueen, &
Norris, 2006; Hallé, Chéreau, & Segui, 2000; Lahiri &
Marslen-Wilson, 1991; Taft, 2006) or specific ones (Bybee,
2001; Goldinger, 1998; Johnson, 1997; Pierrehumbert,
2001, 2002). Generally, exemplar models have fared well
in this area, but McQueen, Cutler, and Norris (2006) have
shown that, while representations are more detailed than
previously thought, relying solely on lexical specificity
does not account for the wide array of data that exists.
Minimal exposure to a particular speaker or an accent does
not provide sufficient tokens to be helpful under these
extreme conditions via exemplar dynamics.

Missing from many accounts of variation are both a
focus on the process – the mechanisms that underlie
accommodation that may not be based solely on detailed
representations – and a controlled examination of varia-
tion itself. In this paper, the effect of variation on gross
categorical mismatches is examined. Variation is manipu-
lated within-speaker to understand the robust benefits of
variation found in areas such as high variability learning
and the factors that drive these effects. I propose that the
traditional idea of a lack of invariance problem (Liberman,
Cooper, Shankweiler, & Studdert-Kennedy, 1967) might be
true in some contexts (e.g., an atypical sound when
produced within-accent), but not in others (e.g., the same
sound produced by an accented speaker). I suggest that
when there is more variation, listeners have more opportu-
nities to find a ‘‘close enough’’ token to latch onto and help
adjust to a speaker’s different system. Two predictions fall
out from this idea. First, in gross categorical mismatches as
in (2), more variation should yield better accommodation
than less variation. And, second, this is a low-level mecha-
nism relating similarities in the acoustic signal that may be
sensitive to order effects.

In the perceptual learning paradigm, exposure to an
atypical variant results in a perceptual shift or adjustment
enabling an organism to adjust to its surroundings (see
Goldstone (1998) for a review). Examining perceptual
learning in speech, Norris, McQueen, and Cutler (2003)
have shown that listeners adjust their phonetic category
judgments after relatively minimal exposure to incoming
speech. For example, hearing an ambiguous sound embed-
ded in words (e.g., some sound along a [s] – [S] continuum
embedded in words like obscene or ambitious) prompts
listeners to subsequently alter the way they categorize
relevant speech sounds – resulting in a perceptual shift
dependent on the context in which the ambiguous sound
was presented. This effect is robust, found for different
sounds and speakers (Clarke-Davidson, Luce, & Sawusch,
2008; Kraljic & Samuel, 2005, 2006; Eisner & McQueen,
2006; Norris et al., 2003) and has been offered as an
account for listeners’ accommodation of non-native
accents.

Perceptual learning in speech typically examines
sounds ambiguous between two phonetic categories. In
reality, though, variation across accents does not always
fall into an ambiguous niche between two categories, but
may include much grosser differences – many times falling
unambiguously into an unintended category (e.g., American
English speakers consistently perceive unaspirated voice-
less stops as voiced); referred to here as bad maps.

An example of a bad map is conflicting voice onset
times (VOT) for voiced and voiceless stops across
languages. In French, voiced labial stops have an average
VOT of about �60 ms and voiceless stops have an average
VOT of about 10 ms, while the averages in English are
approximately 10 ms and 60 ms, respectively (Caramazza
& Yeni-Komshian, 1974; Caramazza, Yeni-Komshian, Zurif,
& Carbone, 1973; Ladefoged, 1975; Lisker & Abramson,
1964).1 Fig. 1 illustrates the stops for the two languages
along a VOT continuum. Critically, VOT for French voiceless
stops falls into the VOT range for voiced stops in English –
not in the ambiguous region between categories.

The boundary shift needed to adjust to a bad map is
much greater than the one needed to adjust to an ambigu-
ous speech sound. While a flexible category boundary is
most certainly beneficial under normal listening condi-
tions that tend to involve fast speech and noisy back-
grounds, it is not clear whether this subtle adjustment
extends to more extreme cases of variation like bad maps.

While Fig. 1 is an accurate representation of the average
VOTs, this by no means implies the presence of invariance.
In fact, while VOT in French may average 10 ms, when
speaking English, a speaker may produce a more English-
like VOT or a more French-like one. Given that speech is
naturally variable, and listeners are never exposed to
invariant speech, the question examined here is whether
the presence of this variation results in a greater boundary
shift than continuous exposure to an invariant, but poorly
mapped sound. If phonetic variation is relied upon to
adjust to bad maps, we might expect exposure to a sound
with a wide range of variation to result in a boundary shift
greater than numerous tokens of an invariant bad map, in
addition to order effects.

2. Methods

2.1. Participants

One hundred and twenty Stanford University under-
graduates participated for pay or for credit. All participants
were monolingual English speakers with no background
(family, friends, prior residence, instruction) in French or
Spanish. No hearing-related issues were reported.

2.2. Stimuli

Stimuli were produced by a 28-year-old male native
speaker of French who is a late-learner of English, has a
late onset of schooling in English, is new to the US, and
had never previously lived in an English-speaking country.

The speaker was chosen based on the work by Pineda
and Sumner (2010) that examined the distributional
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properties of French-accented speakers of English and
showed that speakers with late onset of English education
produced the most narrow, peaked distribution of [p] in
English – with little to no overlap with the native English
/p/ category. The speaker recorded lists of randomized
words in isolation. Included in the list were 56 p-initial
words (e.g., poach, paint), 56 b-initial words (e.g., beef,
barn), and 224 words that did not include initial stops. Crit-
ically, none of these words have a minimal pair differing
from the initial consonant in voicing (e.g., poach/*boach;
beef/*peef). Three repetitions were recorded. The average
VOT for voiceless labial stops was 1.28 (min = 0; max =
13.8; median = 0.5; stdev = 4.84) and the average VOT for
voiced labial stops was �58.6. These numbers indicate that
the speaker does indeed transfer his native temporal
pattern into English (though this is clearly not the case
for all speakers).

For each p-initial word, a continuum ranging from 0 ms
VOT to +70 ms VOT was created, and for b-initial words, a
continuum ranging from �70 ms to 0 ms was created in
5 ms steps using the PSOLA duration manipulation in Praat
(Boersma, 2001). For p-initial words, the token with the
most aspiration was used for the manipulation. For items
with no aspiration in any of the three productions (e.g.,
pork), the onset from a similar word (e.g., port) was spliced
onto the rime.

Seven blocks of stimuli corresponding to 10 ms VOT
ranges were created, each with eight p-initial words, eight
Table 1
Range of VOT for b-initial and p-initial words for Blocks 1–7.

Block 1 2 3 4

b VOT �10 to 0 �20 to �10 �30 to �20 �4
p VOT +60 to +70 +50 to +60 +40 to +50 +3
b-initial words, and 32 fillers (Table 1). For each VOT range,
two words had the shortest VOT, four words had the aver-
age VOT, and two words had the longest VOT. In Block 7,
for example, two of the voiceless words had 0 ms VOT, four
had 5.5 ms VOT, and two had 10 ms VOT. This design
avoided any obvious VOT shifts across blocks. Four quasi-
randomized lists were created, ensuring that each word
was presented with at least two VOTs across listeners to
avoid item-specific effects. These lists were used during
the exposure phase of the experiment. In addition to these
items, the speaker also recorded the syllables ba and pa in
order to create the ba–pa continuum for the categorization
task. The continuum was created using the same methods
as used for the critical words.

The blocks were used to create five experimental condi-
tions: Control, DownShift, Random, Stable, and UpShift. In
the Control condition, participants only completed the
categorization task (no exposure phase). The four remain-
ing experimental conditions included an exposure phase
in addition to the categorization task. In the DownShift
condition, the order of presentation of the stimuli was
manipulated; participants received the stimuli ordered
from Block 1 to Block 7 – gradually shifting down the
VOT continuum. In the Random condition, participants re-
ceived all stimuli in the exposure phase unblocked in ran-
dom order. In the Stable condition, participants received
invariant [p] an [b]. The VOT for p-initial words was
1.3 ms, and that for b-initial words was �58 ms, modeled
5 6 7

0 to �30 �50 to �40 �60 to �50 �70 to �60
0 to +40 +20 to +30 +10 to +20 0 to +10
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after the natural averages of the speaker. Critically, the [p]
used is an acoustic match to English [b], and is not ambig-
uous between the two categories. Finally, in the UpShift
condition, participants received the stimuli ordered from
Block 7 to Block 1.
2.3. Procedure

In the exposure phase, listeners were presented with a
word printed on a monitor, followed 50 ms later by the
auditory presentation of that word and were asked to rate
the pronunciation of each word on a scale of 1–5, with five
being native-English-like and one being not English-like.
Clarke-Davidson et al. (2008) found that perceptual learn-
ing effects rely on items being perceived as words by
listeners. Inherently in this task, listeners were presented
with voiceless stops with VOTs near zero. Therefore, a
method that forced items to be understood as words
(e.g., paint) and not pseudowords (e.g., baint) was used.
Listeners received one of the four experimental conditions
during the exposure phase. The exposure phase contained
336 items and lasted no more than 30 min.

In the categorization phase following the exposure
phase, listeners were presented with randomly ordered
ba–pa syllables from the continuum and labeled the initial
sounds as B or P. The VOT continuum ranged from �20 ms
to +60 ms in 5 ms steps resulting in a 20 ms midpoint;
close to the natural category boundary for native English
speakers. Each participant responded to six repetitions of
the continuum.

If variation is advantageous when perceiving bad maps,
the mean proportion of B responses in the categorization
task should be lower in the Random than in the Stable
condition, but similar for the Stable and Control conditions.
If, in addition to the variation, the relationship between
variants matters, we might expect to find a greater shift
(in terms of lower proportion B responses) in the Down-
Shift condition than in the UpShift or Random conditions.
3. Results and discussion

Consistent with Norris et al. (2003), a by-subject
ANOVA was run on the proportion of B responses for each
condition, as a by-item analysis with a single continuum
used in all conditions is impossible. The ANOVA showed
a main effect of Condition (F1(4, 115) = 4.29, p < .01,
MSe = 4.172). Table 2 provides the average proportion B re-
sponses for each condition, along with 95% confidence
intervals. The mean percent B responses for each VOT step
are provided in Fig. 2.
Table 2
Mean proportion B responses for each condition.

Condition Proportion B CI

Control 0.452 0.026
DownShift 0.364 0.028
Random 0.423 0.031
Stable 0.491 0.025
UpShift 0.447 0.028
Planned comparisons were used to compare the five
training conditions in greater detail. Compared to the Control,
a lower proportion of B responses was found for the Down-
Shift and Random conditions (DownShift–Control
(F1(1, 46) = 11.28, p < .001, MSe = 2.152); Random–Control
(F1(1, 46) = 7.43, p < .01, MSe = 2.826)), a higher proportion
of B responses was found for the Stable condition
(F(1, 46) = 8.17, p < .01, MSe = 1.642), and no difference
was found for the UpShift condition (F < 1).

Exposure to variable VOTs (Random, DownShift)
resulted in a gross boundary shift, but exposure to an
invariant VOT (Stable) did not.2 Here, the lack of variance
is costly. One might argue that this is a matter of recency,
a view that is supported by the participants’ behavior in
the DownShift condition. This cannot be entirely ruled out,
and may indeed be a factor in the large shift in the Down-
Shift condition, but if recency were the only factor involved,
UpShift responses should diverge from the Control condition
(a shift which is possible, evidenced by the Stable condition).
The fact that the Random condition is different from both
the Control condition and the DownShift condition suggests
that recency is not the only cause of the resulting gross cat-
egory shift.

Consider the difference between the DownShift and the
Random conditions (F1(1, 46) = 6.24, p < .05, MSe = 2.696).
In one case (DownShift), listeners start with something
native-like and end up with something non-native like.
In the other case (Random), there are instances of each
VOT randomized throughout the exposure phase. The
Random condition is more representative of actual dis-
course. There is a range of variation to which a listener is
exposed, and some mechanism enabling listeners to map
that variable signal on to the intended meaning. These data
shed light on the mechanism behind the shift – as dis-
cussed earlier, if multiple variants are related during per-
ception, we might expect order effects to arise. There is
no guarantee in the Random condition that an immediate
sequence enabling a listener to map the non-native sounds
to a similar one will be available. On this view, a larger
shift in the DownShift condition than in the Random
condition is expected. These results suggest that timing
and/or sequencing is important in immediate perceptual
adjustment to accents, in addition to variation.

One issue in speech perception is whether lexical effects
drive accommodation, or whether there is a lower-level
mapping component involved in the accommodation
process. I propose that adjustments listeners make are
low-level changes in perception – independent of the
effect of higher order information (see also McQueen
et al., 2006) – as the lexical support for the invariant bad
maps is insufficient to prompt a boundary shift. This is
not to say that there are no lexical effects in speech percep-
tion, as such effects are well established in the literature
(e.g., Ganong, 1980; McClelland, Mirman, & Holt, 2006;
Samuel, 1981, 2001). However, under certain conditions
2 The reverse effect of the Stable condition is somewhat surprising.
Without further investigation, one potential explanation is that the
category expands after consistent exposure to a prototype /b/, but at this
point, this is conjecture.
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such as adjusting to accents, some pre-lexical mapping
mechanism may be used.

From this perspective, a number of predictions can be
made. First, results found in high-variability learning
literature have an elegant explanation – the number of
speakers is not critical, but the range of variation is. Each
speaker produces a range of variation for any given sound.
Adding speakers increases the range of variation, the reso-
lution and the number of opportunities for listeners to
latch onto similar variants of a particular sound. Second,
lexical access should improve as variation increases (in
the case of bad maps). Finally, this idea may shed light
on the dissociation in the literature between accent
strength and comprehension (Munro & Derwing, 1999),
where a strong accent rating does not imply incomprehen-
sibility. Degree of accent may be indicative of a range of
variation that is not consistent with our own, whereas
comprehensibility may depend on the amount of overlap
of a particular sound with our own categories.

This paper examined the role of variation in the percep-
tion of accented English. In general, consistent exposure to
an invariant, bad map does not result in a boundary adjust-
ment, while exposure to variable stimuli resulted in a gross
boundary shift, dependent on order of presentation. Over-
all, these results suggest that variation is both necessary
and beneficial in overcoming gross categorical mismatches
in speech.
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