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PREFACE 

The present volume is as much a book co-authored by all the contributors 
as it is an edited collection of their papers. Most of the contributors have 
been involved in regular discussions over the past years, often inspiring the 
questions, or some aspects of the proposals, in each other's papers or actually 
collaborating on co-authored papers.! For this reason, the contributions make 
related assumptions and explore highly related issues. The organization of the 
volume reflects this unity of aims and interests. It starts out with an overview 
of some of the shared formal background, and the chapters are arranged in 
a sequence that is intended to invite the reader to proceed from one directly 
to the next. Nevertheless, there has been no attempt to eliminate individual 
differences in either assumptions or choice of topic. All the chapters are entirely 
self-contained, so the reader will find it equally possible to read any of them in 
isolation. 

Two members of the UCLA community do not appear in this volume but 
have been an important source of inspiration for this project: Ed Keenan and 
Feng-hsi Liu. Many of Keenan's works have drawn attention to the empirically 
diverse behavior of natural language determiners and developed theoretical 
tools for studying them. Liu's 1990 dissertation examined the abilities of a 
representative sample of noun phrases to participate in scopal dependencies and 
branching, coming up with provocative generalizations and pointing out their 
significance for then-standard theories in powerful terms. Three other linguists 
discussions with whom have been more important to several of us than routine 
acknowledgments might indicate are Carmen Dobrovie-Sorin, Barry Schein, 
and Frans Zwarts. 

It was a privilege to have Sean Fulop as our copy-editor and type-setter, and 
Edward Garrett as our proof-reader and advisor concerning the preparation of 
the manuscript. 

Significant parts of the research, as well as the preparation of a camera­
ready manuscript, were supported by NSF grant #SBR 9222501 and by grants 
from the Academic Senate of UCLA, which we gratefully acknowledge. 

1 Names of co-authors are in all cases listed in alphabetical order. 
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INTRODUCTION 

Syntactic and semantic theories of quantificational phenomena traditionally 
treat all noun phrases alike, thus predicting that noun phrases exhibit a uni­
form behavior. It is well-known that this is an idealization: in any given case, 
some noun phrases will support the desired reading more readily than others. 
Anyone who has lectured on quantifier scope ambiguities to a class of unbrain­
washed undergraduates will recall the amount of preparation time that goes 
into coming up with two or three examples that the class will judge to be am­
biguous in exactly the ways the theory under discussion predicts. The same 
experience with "good citizens" and "bad citizens" repeats itself in connection 
with branching, anaphora, distributive versus collective readings, extraction, 
event quantification, pair-list questions, and so on. 

Is the assumption of uniformity a theoretically necessary idealization, then, 
or is it an overgeneralization based on a small body of initial data? There is 
no doubt that, to some extent, it is a necessary idealization. To what extent 
it is, though, depends on how systematic the patterns of deviation turn out to 
be, and how coherent and interesting theoretical accounts can be devised for 
those patterns. 

The unique contribution of this volume consists in scrutinizing large bodies 
of data, both well-known and novel, from a theoretical perspective and arguing 
that the patterns emerging are systematic and significant enough to prompt 
rather fundamental revisions of the standard accounts. 

In proposing alternatives, many of the papers follow a heuristic that may be 
summarized as follows: The range of quantifiers that participate in a given pro­
cess is suggestive of exactly what that process consists in. Instead of devising 
omnivorous rules that apply to all quantifiers and then need to be constrained 
in various, sometimes ad hoc, ways, it is proposed that the grammar of quantifi­
cation involves a variety of distinct, often semantically conditioned, processes. 
Each type of expression participates in those processes that suit its particular 
properties. The main specific claims are to be reviewed shortly. 

There are important results in recent semantic and syntactic literature that 
point in a similar direction. On the semantics side, the empirical theories of 
discourse representation and plurals have pointed out significant respects in 
which different noun phrase types contribute differently to interpretation, and 
the mathematical theories of generalized quantifiers and partially ordered sets 

xiii 



XIV WAYS OF SCOPE TAKING 

offer tools for making various distinctions that prove relevant. On the syntax 
side, the minimalist program postulates that movement is not input-blind and 
optional, but it is driven strictly by the specific properties of lexical items, as 
in a number of other lexicalist approaches. 

The work reported here pulls many of these results together and applies 
their insights in a unified manner. 

* 
The issues addressed in the volume fall into two major categories, (i) THE 

SYNTAX/SEMANTICS INTERFACE and (ii) more or less pure SEMANTICS. Syntax 
is relevant also in the second category: in some cases a semantic account is 
offered for a phenomenon usually held to be syntactic, or vice versa. 

Many papers in the volume make use of some simple tools of formal seman­
tics. Often, their empirical predictions derive directly from formal semantic 
considerations. To make these arguments more accessible and, hopefully, plea­
surable to the reader, the first chapter offers a fairly informal introduction to 
the pertinent background notions in lattice theory and generalized quantifiers. 

* 
The first set of papers pertains to the SYNTAX/SEMANTICS INTERFACE. 

They focus on data where the missing readings are, in and of themselves, as 
coherent as the available ones; the problem is that the grammar of English does 
not associate them with the given strings of words. The central issue in these 
papers is how different noun phrase types acquire their scope and, consequently, 
how they interact with each other and with negation. 

Traditionally, syntactic and semantic theories have assumed that all noun 
phrases are assigned scope by the same rule, that the scope assignment rule 
is optional, that it can "prefix" the quantifier to practically any syntactic do­
main, and that wide scope equals distributive wide scope. In a series of papers, 
Beghelli and Stowell have challenged these assumptions and developed a novel 
approach to Logical Form. The motivation for the proposed changes is empir­
ical. As is shown by Kroch's, Ioup's, and Liu's work, as well as more recent 
research including Beghelli and Stowell's own, quantifier types differ in impor­
tant respects. Consider a small sample of the contrasts. More than three men 
and every man differ in their readiness to take inverse scope: More than three 
men read every book easily admits the interpretation 'For every book, there 
are more than three men who read it,' but Every man read more than three 
books does not admit 'There are more than three books which every man read.' 
On the other hand, numerical indefinites and universals can both take inverse 
scope as far as existential import is concerned, but differ in supporting inverse 
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distributive readings: compare More than three men read every book above, 
which allows the men to vary with the books, with More than three men read 
two of the books, which does not, although the two books can be picked inde­
pendently of the men. Finally, more than two men and every man differ with 
respect to their interaction with negation: More than two men didn't laugh is 
a fine sentence, but Every man didn't laugh, with a non-contrastive intonation, 
is not; I didn't read more than two books is ambiguous, but I didn't read every 
book admits only a 'not every' interpretation. 

The contents of the volume offer an account of these and similar contrasts 
in terms of a minimalist theory of Logical Form, whose distinctions can be 
correlated with those of Discourse Representation Theory and to some extent 
motivated by generalized quantifier theoretic considerations. 

Working within the minimalist program of syntax, Beghelli and Stowell 
make the following basic assumptions. (a) Noun phrases acquire their scope as a 
by-product of moving into syntactic positions where they can check some scope­
independent morphological and/or semantic feature, a.nd (b) Distributivity is 
effected by a syntactically separate operator. These assumptions are useful in 
the following way. 

Since noun phrases differ in morphological and semantic properties, (a) 
yields an account of the diversity of their behavior. To be more specific, Beghelli 
and Stowell claim that noun phrases fall into two larger categories. Members 
of the first have specific target landing sites distinct from the case positions; 
members of the second do not. The target landing sites include, along with the 
specifier positions of well-known categories like CP and NegP, those of a novel 
set of functional projections, RefP, DistP, and ShareP. Plurals like (the) two 
men move to the specifier of RefP or ShareP, and distributive universals like 
every man to DistP. Modified numerals like more/less than three men do not 
move beyond their case positions and thus scope in situ. 

As regards (b), Beghelli and Stowell argue that both plurals and universals 
are associated with a set-denoting part and a phonetically null distributive 
operator. The distributive operator associated with plurals is the silent each 
known from the semantics literature; syntactically, it is shown to have the 
properties of floated each, an adverbial element that attaches to some heads, 
but not to others. On the other hand, the distributive operator associated with 
universals (and other noun phrases that pattern with them) is syntactically the 
head of DistP. 
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DistP 

~ 
Spec Dist' 

everJman ~ 
'the set contain- Dist 
ing every man' ~ 

'the distributive 
operator' 

The fact that distributivity is factored out and represented in these particular 
syntactic ways allows the theory to account for a variety of subtle phenomena, 
including the separability of the existential import and the distributivity of 
noun phrases, the clause-boundedness of distributivity, the differential ability 
of noun phrases to induce referential variation when taking inverse scope, and 
the deviations from the basic patterns in interaction with negation and wh­
phrases. 

The outlines of the general theory and the interaction of universals with 
other quantifiers and negation are laid out in Beghelli and Stowell's Distribu­
tivity and negation in this volume. Beghelli's The syntax of distribu­
tivity and pair-list readings introduces the two types of distributivity in 
detail and applies the results to uncover and explain new data, along with the 
notorious syntactic asymmetries, in connection with wh/QP interactions. More 
on this paper below. 

The one feature of Beghelli and Stowell's scope syntax that may appear 
strikingly baroque is the postulation of a multitude of new LF landing sites. 
Strategies for scope taking by Szabolcsi offers independent motivation for 
this feature. It is shown that the surface syntactic scope positions that have for 
long been postulated for noun phrases in Hungarian correspond to the positions 
Beghelli and Stowell posit for Logical Form in English. 

Szabolcsi's paper further addresses the relation between this theory of scope 
and Discourse Representation Theory. On the basis of their commonalities as 
well as the syntactic advantages of Beghelli and Stowell's proposal, it is pro­
posed that Beghelli and Stowell's way of constructing Logical Forms should, 
essentially, replace Kamp and Reyle's DRS construction algorithm. Concretely, 
movement into RefP or DistP corresponds to introducing discourse referents, 
while noun phrases that scope in their case positions are interpreted as per­
forming a counting operation on predicates. Hungarian data play a crucial 
role in substantiating some of these claims. The upshot is that the indepen­
dent structure that Beghelli and Stowell argue scope lives off of is, in semantic 
terms, a kind of discourse representation structure. 
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Some formal semantic groundwork for the above papers is laid by Beghelli, 
Ben-Shalom and Szabolcsi in Variation, distributivity, and the illusion 
of branching. They motivate breaking scope down into referential variation, 
distributivity and, in the case of non-upward entailing QPs, maximality. Then 
the same conceptual apparatus is applied in the study of branching readings, 
whose descriptive constraints have been observed by Liu. It is argued that 
(in the set of data considered) no specific branching quantifier needs to be, or 
indeed, should be, postulated in English. All the empirically attested branching 
readings are logically equivalent to some other reading that needs to be derived 
anyway: a scopally asymmetrical or a cumulative one. 

In Computing quantifier scope, Stabler offers a different perspective on 
the issue of how semantic properties of noun phrases may affect their scopal 
syntactic abilities. Noting that the same properties manifest themselves in the 
inferential behavior of noun phrases, which can be represented syntactically, 
he proposes to reverse the order of explanation. He does not assume that 
the speaker has some grasp of the semantic value of the expression first and 
then decides where to put it in syntactic structure. Instead, the speaker uses 
the expression in a certain way, in the syntax according to the requirements 
specified in its features, and in inference. The proposal is implemented within 
a novel formalization of minimalist syntax, applied to Beghelli and Stowell's 
theory. 

Whatever their take on the role of semantics, all the papers above assume 
that scope is a structural notion. Farkas, whose 1981 CLS paper contains some 
of the classical observations concerning the scope and distributivity of indefi­
nites, proposes a non-structural approach. In Evaluation indices and scope, 
the relative scope of two expressions is a matter of possible dependencies of in­
dices, seen as Kaplan-style coordinates of evaluation. In this way, Farkas's 
approach may be closer in spirit to Groenendijk and Stokhof's Dynamic Se­
mantics than to Kamp and Reyle's DRT. This paper goes beyond the others 
in empirical coverage: it examines, in addition to noun phrases, the discourse 
scope of conditionals, modal and intensional expressions. 

* 

The above considerations pertain to the syntax/semantics interface. The 
second set of papers argues that scope assignment can go wrong in a DIRECTLY 

SEMANTIC way as well, namely, the intended meaning may be incoherent and, 
therefore, "unthinkable." 

Such incoherence is the source of the ungrammaticality of How much milk 
didn't you drink?, in distinction to the well-formedness of Which books didn't 
you read?, argue Szabolcsi and Zwarts in Weak islands and an algebraic 
semantics for scope taking. The impossibility of how-extraction out of a 
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negative island is assimilated to that of the combination of a numeral with a 
mass noun, as in six airs. In both cases, the explanation is that the inter­
pretation of the construction requires us to perform an operation (complement 
formation in the first case, counting in the second) on a semantic structure that 
does not lend itself to that operation. 

The paper explicates a denotational semantic limitation on scope interaction 
using some simple notions of lattice theory. The nature of the argument can be 
best illustrated by way of an example. Overt wh-extraction creates a syntactic 
configuration with an extraction domain D containing a gap 0:. Let D contain 
another scopal element (3, which the filler of the gap is supposed to scope over. 

[how much milki [D did La n't] you drink [0< -i]]] 
[which booksi [D did [f3 n't] you read [0< -i]]] 

To calculate the denotation of the whole sentence, the denotation of D needs 
to be calculated. The question is whether this is possible, in view of what 0: 

and (3 are. 
The kind of denotation D has is, to a large extent, determined by what 

kind of gap it contains. For instance, did you read [gap of which books) denotes 
a set of individuals. But did you drink [gap of how much milk} arguably does 
not; Szabolcsi and Zwarts argue it denotes an amount. Now, the general claim 
is that the narrow scope element (3 is interpreted by cashing out its contri­
bution in terms of some operation(s) over the denotation of D minus (3. For 
instance, n't in the examples above requires us to take the complement of that 
denotation. Sets of individuals form Boolean algebras, in which complement 
formation is defined, thus didn't you read [gap of which books) is perfectly co­
herent. Amounts, on the other hand, form join semi-lattices at best, in which 
complement formation is not defined. Hence, the denotation of didn't you drink 
[gap of how much milk} cannot be calculated. In general, this kind of conflict 
arises whenever the interpretation of (3 involves at least one Boolean operation 
not available in the structure that the denotation of D minus (3 belongs to. 

The unacceptable extraction of amount and manner expressions out of neg­
ative islands, wh-islands, and factive islands is called a "weak island violation." 
Weak islands were traditionally thought to belong to the realm of pure syn­
tax. More recently, it has been argued that they are due to the inability of the 
given wh-phrase to take scope over some other scopal element in the extraction 
domain. Szabolcsi and Zwarts concur with this view; the novel feature of the 
paper is the above reviewed algebraic semantic characterization of scope inter­
action, which explains why some expressions are unable to scope over certain 
others. 

Naturally, the same considerations apply to covert scope assignment, in 
addition to the considerations discussed in the first set of papers. 
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The same semantic explanation extends, according to Honcoop and Doet­
jes, to the fact that event-related readings are sensitive to weak islands. The 
semantics of event-related readings: a case for pair-quantification 
proposes to treat the numeral in Krifka's famous Four thousand ships passed 
through the lock as quantifying over (event, object) pairs. Events are stan­
dardly thought to have a join semi-lattice structure without a bottom element, 
and (event, object) pairs inherit this from their event component. Thus Four 
thousand ships didn't pass through the lock has no event-related reading. 

The pair-quantificational approach is argued to explain empirical constraints 
on event-related readings that go well beyond sensitivity to weak islands. Both 
the restriction and the scope of the pair-quantifier need to contain both an 
event and an object variable. Symmetric (weak) determiners (like four thou­
sand) support event-related readings without further ado, because symmetry 
allows the copying of the verbal predicate that supplies the event variable into 
the determiner's restriction, by plain inference. Non-symmetric (strong) deter­
miners support an event-related reading only when an event variable occurs in 
the restriction either due to "rebracketing" induced by focus (Most ships passed 
through the lock YESTERDA Y) or because the noun is modified by an eventive 
relative clause (Most ships that passed through the lock transported radio-active 
waste). The specific treatment of the event variable is cast in terms of dynamic 
semantics, and parallelisms with donkey anaphora are explored. 

Two papers in the volume are concerned with the phenomenon of pair-list 
readings. In addition to their interest as a further type of scope interaction, 
pair-list readings are directly relevant in connection with the scopal account 
of weak islands. There are two ways in which a scopal intervener f3 may turn 
out to be harmless. One, the interpretation of f3 may only involve operations 
that the relevant structure is closed under. Two, f3 may support an alternative 
wide scope reading, and thus "get out of the way." Such is the case with the 
intervening universal in How much milk did every kid drink? This question is 
bad when every kid takes narrow scope, but good when it supports a pair-list 
reading. 

Both papers on wh / QP interactions begin by showing that the actual distri­
bution of pair-list readings is so different from what is assumed in the literature 
that it causes the standard syntactic and semantic accounts to lose much of their 
force. 

Based on what QPs support a pair-list reading in what context, in Quanti­
fiers in pair-list readings Szabolcsi shows that two quite different types need 
to be distinguished. Pair-list readings in matrix questions and in complements 
of wonder-type verbs are induced only by universals and can be assimilated to 
multiple interrogation. On the other hand, almost any QP induces a pair-list 
reading in complements of find out-type verbs; crucially, even non-increasing 
ones do. Compare Where do fewer than five suspects live? with We only found 
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out where fewer than five suspects live. The standard analyses, according to 
which the quantifier in a pair-list reading contributes a set to restrict the do­
main of the question would work for all and only upward monotonic quantifiers 
in both contexts (too many for the first, too few for the second). It is argued 
that pair-list readings in find out-complements must be treated as quantifica­
tional. In the context of the present volume, this means that each QP supports 
a pair-list reading in the same fashion in which it takes scope in other, non-wh 
contexts. These observations in turn have some interesting consequences for 
weak islands. 

The syntax of distributivity and pair-list readings by Beghelli is an 
integral part of the theory of Logical Form that was reviewed in the first part 
of this introduction. As was mentioned, the theory distinguishes two types of 
distributivity: that induced by the Dist head associated with universals (called 
strong distributivity), and that induced by the covert counterpart of floated 
each associated with plurals (pseudo-distributivity). Among other things, the 
two types differ in what interactions they make possible between a subject and 
a complement on the one hand, and between two complements on the other. 
E.g. Five of these students read every/two book(s} 'for every book / *for each 
member of a set of two books, there is a possibly different set of five of these 
students who read it' and John showed every book / five of these books to a 
student 'for every book / ?for each of these five books, John showed it to a 
possibly different student.' 

The paper lays out the general properties of the two types of distributivity 
and goes on to apply them in the study of pair-list readings. It is well-known 
that some pair-list readings exhibit robust syntactic asymmetries: What did 
everyone read? has a pair-list reading, but Who read everything? does not. 
These have been accounted for in the literature in terms of the Empty Cate­
gory Principle and Weak Cross-over, for instance. Beghelli makes the surpris­
ing observation that a larger sample of data reveals that the patterns do not 
match either the ECP or WCO. Instead, the behavior of universals in find out­
complements matches the pattern of strong distributivity; in matrix questions 
and in wonder-complements, it matches the pattern of pseudo-distributivity. 

On the basis of such observations, Beghelli develops syntactic analyses that 
square well with the multiple interrogation versus quantification distinction 
established in the previous paper. 

Several papers in the volume make use of the tools of the theory of gener­
alized quantifiers in connection with standard noun phrases. In the literature, 
wh-phrases or questions do not fall under the scope of that theory. In Ques­
tions and generalized quantifiers, Gutierrez Rexach argues that it is both 
possible and insightful to bring them into the fold. He interprets questions as 
functions that assign the value true or false to answer sets. E.g., in a world 
where John and Mary walk, Who walks? assigns true to a set if it is identical to 
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the set of walkers, i.e. {j, m}. This yields the same interpretation of questions 
as Groenendijk and Stokhof's, but is formulated in a way that makes it possible 
to extend the apparatus of generalized quantifier theory to questions: notice 
that the wh-phrase relates two properties, the ones named by the question and 
by the answer set, as determiners do. The paper shows that the well-known 
properties of determiners carryover to wh-expressions. Finally, some cases 
of multiple interrogation, cumulative, and pair-list readings are shown to be 
irreducibly polyadic. 

This concludes the summary of the main results in connection with scope 
at the syntax/semantics interface and in semantics. 



1 
BACKGROUND NOTIONS IN 

LATTICE THEORY AND 
GENERALIZED QUANTIFIERS* 

Anna Szabolcsi 

Department of Linguistics 
UCLA 

Many papers in this volume build on certain elementary notions of lattice the­
ory and generalized quantifier theory; often, their empirical predictions derive 
directly from them. The goal of this chapter is to enable readers who have 
some background in formal semantics, but not in these particular areas, to 
appreciate the pertinent papers. But readers who are familiar with lattices 
and GQs may also find the discussion useful because, elementary as it is, it 
highlights certain aspects that other literature may not. On the other hand, 
precisely because this chapter is geared towards particular applications, it does 
not attempt to cover issues that a standard introduction would, when they do 
not seem directly relevant here. 

The chapter consists of three parts. The first part familiarizes the reader 
with the relevant notions and their significance. The second is a set of problems. 
Some of them merely check the mastery of definitions, others touch on linguistic 
issues that are of theoretical relevance to the contents of this volume. The third 
part offers quite elaborate solutions. The gentle reader who is not in a problem 
solving mood is encouraged to read the problems and their solutions as if they 
were part of the main text. 

*This chapter is based on my lecture notes for classes given at UCLA, the University of 
Budapest, and the 1993 LSA Linguistic Institute. I thank the participants of these courses 
for feedback. Work on the present version was partially supported by NSF grant #9222501. 

A. Szabolcsi (ed.), Ways o[Scope Taking, 1-27. 
C 1997 Kluwer Academic Publishers. 



2 CHAPTER 1 

1 OPERATIONS IN PARTIALLY ORDERED SETS 

1.1 Partially ordered sets: lattices, semi-lattices, 
Boolean algebras 

Recall the basic set theoretical operations and their counterparts in the 
propositional calculus: 

(1) union: AU B 
disjunction: p V q 

intersection: A n B 
conjunction: p A q 

complement: - A 
negation: ""p 

What other operations are these related to? On what kind of entities can 
such operations be performed? What kind of structures do these entities form? 
These are the main questions we are going to ask. 

The basic distinction to build on is between ordered and unordered sets. 
An unordered set is any set in the standard sense, e.g., 

(2) Unordered sets: 

A {joe, ed, pat, sue} 

B = {0, {joe}, {ed}, {pat}, {joe, ed}, {joe, pat}, 

{ed, pat}, {joe, ed, pat}} 

C {joe, ed, pat, joe-and-ed, joe-and-pat, ed-and-pat, 

joe-and-ed-and-pat} 

Sets become ordered if we explicitly assume some ordering relation on their 
members (whether or not there is a "natural ordering" that suggests itself 
anyway), e.g., 

(3) Ordered sets:1 

(A, "is taller than") or 
(B, "is a subset of") or 
(C, "is part of") or 

(A, "is likelier to cry than") 
(B, "has fewer elements than") 
(C, "is less happy than") 

Clearly, different relations may order the same set differently. E.g., Joe may be 
taller than Ed (hence Joe 2:1 Ed) but less likely to cry (Ed 2:2 Joe). Or, {joe} is 

IThe non-atomic elements of C are called collectives, or plural individuals, or sums. 
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not a subset of {ed, pat} or vice versa (these two elements are not ordered with 
respect to each other by ~3) but has fewer elements ({ed, pat} ~4 {joe}). The 
two orderings may coincide, e.g., Joe is part of the collective Joe-and-Ed (Joe­
and-Ed ~5 Joe) and may also be less happy on his own (Joe-and-Ed ~6 Joe). 
The ordering may be specified graphically, as in the Hasse-diagrams below. All 
lines can be read as upward arrows that point to the element ordered higher. 

(4) 

(A, "is taller than") 

pat 

I 
joe 

I 
ed 

I 
sue 

(B, "is a subset of") 

{joe, ed, pat} 

~ 
{joe, ed} 

{joe} 

(C, "is part of") 

joe-and-ed-and-pat 

{joe, pat} {ed, pat} 

{ed} {pat} 

o 

~ 
joe-and-ed joe-and-pat ed-and-pat 

joe ed pat 

Two kinds of linguistic applications may be as follows. The elements of 
the set A are ordered with respect to an "extrinsic" property (in fact, these 
individuals cannot be ordered otherwise). Such an ordering may be invoked 
in the discussion of words like even (Even Sue can reach this shelf may be 
felicitous, because Sue herself is short relative to the others we are interested 
in). The elements of Band C can be ordered with respect to "intrinsic" 
properties such as "subset" and "part-of" as well as "extrinsic" ones. In this 
volume all linguistic applications happen to be of the "intrinsic" sort. 

We now turn to more precise definitions. (Recall that R is reflexive iff 
\fx[Rxx], R is transitive iff \fxyz[(Rxy & Ryz) --+ Rxz], and R is anti­
symmetrical iff \fxy[(Rxy & Ryx) --+ x = y].) 
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(5) A relation R is a partial ordering iff it is reflexive, transitive, and anti­
symmetrical. A partially ordered set (partial order, or poset, for short) 
is any (A, :::;), where:::; is a partial order. 

The relations "larger than or equal to" and "subset of" are partial orderings. 
The relations "larger than" and "proper subset of" are strict orderings: they 
are not anti-symmetrical but asymmetrical. 

How do we get to the desired operations from here, cf. (I)? They are de­
finable in terms of partial ordering. The general lattice-theoretic names they 
come under are meet, join, and complement. Intersection is the realization of 
meet when applied to sets, and conjunction is meet when applied to proposi­
tions. Similarly, union is join for sets and disjunction is join for propositions; 
negation is complement for propositions. 

(6) Let (A,:::;) be a poset. For any subset X of A, 
a is a lower bound for X if for every element x of X, a:::; x. 

The infimum of X, written 1\ X, is the greatest lower bound for X. 
c is an upper bound for X if for every element x of X, c 2:: x. 
The supremum of X, written V X, is the least upper bound for X. 

The lower bounds of the set X are elements of A (within X or outside X) 
which are smaller than or at best equal to all elements of X; the infimum is 
the greatest of these. Similarly for the least upper bound (supremum). E.g., 

* a 

I 
*b 

~ 
* c *d 

The set of lower bounds for {a, b} is {b, c, d} , of which b is the greatest. 

(7) Let a, b E A. 
a. The meet of a and b, written a f\. b, is the infimum of the 2-element 

set {a,b}. 
Thus we have: a f\. b :::; a and a f\. b :::; b. 

b. The join of a and b, written a V b, is the supremum of the 2-element 
set {a, b}. 
Thus we have: a V b 2:: a and a V b 2:: b. 

Meet is a special case of infimum: it is the infimum of some two-element set. 
Similarly for join and supremum. 
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Depending on what operations are available in a specific partially ordered 
set, we may have a Boolean algebra, a lattice, a meet or join semi-lattice, or 
none of these. "Available" means that the given poset is closed under that 
operation: whenever meet or join is applied to two elements of A, the result is 
also an element of A (the same for complement, which applies to one element). 
That is, these operations do not "lead out of" A. 

(8) A lattice defined in terms of partial ordering: 
A lattice is a poset (A,~) which is closed under meet and join. 
That is, for every a, b E A, a /\ b E A and a V b E A. 
It follows that A is a lattice iff for any non-empty finite subset X of A, 
/\ X E A and V X E A. 

E.g., both (A, "taller than") and (B, "subset of") are lattices. (C, "part of") 
is not: it does not have meet. 

Lattices (as well as semi-lattices and Boolean algebras) can be equivalently 
defined in algebraic terms. E.g. a lattice is an algebra (A, /\, V), where /\ and V 
are two-place operations satisfying idempotency, commutativity, associativity, 
and absorption. This otherwise important fact does not concern us, so it will 
not be dwelt on further. 

(9) A join semi-lattice is the "upper half" of a lattice: 
a poset (A,~) where for every a, b E A, a V b E A. 

(10) (a) (b) (c) 
aVbVc 

~ 
aVb aVe bVe a c 

C><><J 
a b a 

All three structures in (10) are join semilattices. (lOa) is said to be "free," 
which means that whenever two distinct pairs of elements can possibly have 
distinct joins, they do have distinct joins. E.g., {a, b} and {a, c} have distinct 
joins; {a V b, a V c} and {a V b, b V c} do not have distinct joins, but they could 
not possibly have, either. 

(11) A meet semi-lattice is the "lower half" of a lattice: 
a poset (A,~) where for every a, b E A, a /\ b E A. 

Mathematically, meet semilattices and join semilattices are the same thing, only 
the relation is inverted. Linguistically, it may be interesting to note that while 
there are many applications for join semilattices, I do not know of applications 
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of meet semilattices. For instance, observe that (4c) is the same as (lOa). The 
and that occurs in the definition of collectives is a join, not a meet. 

(12) A lattice is bounded if it has a bottom element 0 and a top element 1. 
For any a, a 1\ 0 = 0 and a 1\ 1 = a 

For instance, the lattice in (4a) is bounded but the lattice of natural numbers 
is not, since it has no top (greatest) element. 

(13) A Boolean algebra is a poset (A, :S) which is closed under meet, join and 
(unique!) complement, where 
a E A is a complement of b E A iff a 1\ b = 0 and a V b = 1. 

For any set S, its powerset is the domain of a Boolean algebra. (B, "subset 
of") is an example: B is the powerset of {joe, ed, pat} . 

You may now want to check Problems (58) and (59). 
What properties entail what others? Can a structure turn out to be closed 

under more operations than we stipulated? Yes! For many applications this 
does not matter: all we are interested in is that a certain operation is available. 
But if we claim that some linguistic phenomenon is explained by the fact that 
a certain operation is unavailable, matters like the following need to be paid 
close attention to. 

(14) A lattice is complete iff for any (not just finite) subset X of A, 
1\ X E A and V X E A. 

Some facts: Every complete lattice is bounded ( = has both 1 and 0). Every 
finite lattice is complete and bounded. Infinite lattices need not be complete 
or bounded. 

(15) A join semi-lattice A is complete iff for any subset B, the supremum of 
B is in A. 

(16) A join semi-lattice A is complete# iff for any non-empty subset B, the 
supremum of B is in A. 

E.g., (lOa) is complete#; if we add a bottom element, it becomes complete. 
Some facts: Every complete join semi-lattice is a lattice; it is even a complete 

lattice, hence bounded. Not every complete# join semi-lattice is a lattice. 
Similarly, not every finite join semi-lattice is a lattice. See Problem (60). 

1.2 Quantifiers and negation in Boolean terms 

Finally, let us highlight the connection between the three Boolean opera­
tions and quantifiers. It is well-known that universal quantification reduces 
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to conjunction, and existential quantification to disjunction over the elements 
of a finite universe. If the universe of discourse E is {a, b, e} , i.e. it contains 
Andy, Belinda, and Carl, then Everyone walks is the same as Andy walks, Be­
linda walks, and Carl walks; and Someone walks is the same as Either Andy or 
Belinda or Carl walks. That is, 

(17) 3x[fx) = fa V fb V fe 

(18) V'x[fx) = fa /\ fb /\ fe 

Similarly for numerical quantifiers, negative quantifiers, and negation: 

(19) :hx[fx) = (fa /\ fb) V (fa /\ fe) V (fb /\ fe) 

(20) ,3x[fx] = ,(fa V fb V fe) 

(21) ,fa = a E (E - {x: fx}) 

Consider now the case when another quantifier is to take scope over the 
above, as in Someone/everyone/no one read three books on its object wide 
scope reading, for instance. An intermediate step is to define the property of 
being read by someone/everyone/no one. In present terms this can be spelled 
out as follows: 

(22) {y: 3x[r(x, y))} = 
{y: r(a,y) Vr(b,y) Vr(e,y)} = 
{y: r(a,y)} U {y: r(b,y)} u {y: r(e,y)} 

(23) {y: V'x[r(x, y))} = 
{y: r(a,y) /\r(b,y) /\r(e,y)} = 
{y: r(a,y)} n {y: r(b,y)} n {y: r(e,y)} 

(24) {y: ,3x[r(x, y))} = 
E - {y : rea, y) V reb, y) V r(e, y)} = 
E - {y: r(a,y)} U {y: r(b,y)} U {y: r(e,y)} 

That is, the narrow scope quantifier is cashed out in terms of the operations 
that define it. 

2 GENERALIZED QUANTIFIERS 

2.1 The elements of a GQ 

Montague introduced generalized quantifiers into his grammar of English in 
order to be able to assign a uniform denotation to all noun phrases, whether 
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they refer to single individuals or not. Going beyond this, GQ theory provides 
the tools for studying various semantic properties of quantifiers. 

A generalized quantifier (henceforth, GQ) is not a syntactic object (an ex­
pression); it is a semantic object (something that expressions can denote). 
Specifically, a GQ is a set of properties, and noun phrases are claimed to denote 
such sets of properties. It is important to note that "property" is understood as 
nothing else than a set of individuals. E.g., if John, Bill, and Mary constitute 
the set of walkers, the property of walking is just {john, bill, mary}. In this 
sense, a GQ is a set of sets-of-individuals. 

For instance, every man denotes the set of properties that every man has. 
The property of walking is in this set iff every man walks. Let us connect 
this to various terminologies and notations that are in use. In Montagovian 
terms, the denotation of every man is written as APVx[man(x) -t P(x)]. Here 
P is a variable of type (e, t): a variable over subsets of the universe. Vx[ ... ] 
is of type t. Hence the whole A-expression is a function of type ((e, t), t). 
APVx[man(x) -t P(x)] is the (characteristic function of the) set of properties 
every man has. Other ways of writing the same thing are AP[MAN ~ P] or 
{P: MAN ~ Pl. 

(At least) two men denotes the set of properties at least two men have, 
written as AP3x3y[x ¥- y & man(x) & man(y) & P(x) & P(y)]. Other ways of 
writing the same thing are: AP[IMAN n PI 2': 2] or {P : IMAN n PI 2': 2}. 

Since GQs are sets (of sets of individuals), they have elements. For instance, 
Every man walks is true iff the set of walkers is an element of [every man], the 
GQ denoted by every man. When we are interested in (defining the conditions 
for) the truth of particular sentences, those sets that have "names" (that is, 
are denoted by the predicates in the sentence) are specifically interesting to us. 
However, when we are studying the GQs themselves, we are interested in all 
their elements and the structures they form. Hence no set is more interesting 
than the others. It is important to get into the habit of trading mnemonic names 
like walk for the corresponding sets and asking questions in the following form, 
"Is {john, bill, mary} an element of the quantifier denoted by every man?" 
(Yes, if the set of men is a subset of {john, bill, mary}.) For instance, consider 
a universe E = {a, b, c, d} and some of its subsets (this example will be recycled 
in (41)): 
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(25) {a, b, c} = man {d} = dog {b, c, d} = jump 
{a,b,c,d} = fat {a,b} = run {b,d} = laugh 

On the other hand, the sets of all elements of a few quantifiers are as follows: 

(26) [at least two men] = {P : Iman n PI ~ 2} 
= {{a,b},{a,c},{b,c},{a,b,c}, {a,c,d},{a,b,d},{b,c,d},{a,b,c,d}} 

(27) [every man] = {P : man ~ P} = {{a, b, c}, {a, b, c, d}} 

(28) [no man] = {P: man n P = 0} = {{d}, 0} 

(29) [andy and carl] = {P: pea) & P(c)} = {P: {a, c} ~ P} 
= {{a,c},{a,b,c},{a,c,d},{a,b,c,d}} 

In the previous section it was noted that quantifiers are reducible to Boolean 
operations. In GQ-theoretic terms (18) may be rephrased as follows. We have 
a universe with three humans, a, b, and c. [Everyone], the set of properties ev­
eryone has, can be obtained by intersecting the sets of properties the individual 
humans have: 

(30) [everyone] = {P: pea)} n {P : P(b)} n {P: P(c)} 

And similarly for the other quantifiers. 

2.2 Determiners (DETS) 

GQ theory does not concern itself only with GQs. It also deals with the 
denotations of determiners and with the denotations of noun phrases that are 
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not exactly GQs (e.g. himself). Here we will not be directly concerned with 
determiners, but below is a small portion of necessary information. 

In Montagovian terms, the denotation of every is written as AAAP'v'x[A(x) ---t 
P(x)]. Here A is a variable of type (e,t), AP'v'X[ ... ] is of type ((e,t),t), hence 
the whole thing is of type ((e, t), ((e, t), t)). 

AAAP'v'x[A(x) ---t P(x)] is a function from properties to GQs or, equiva­
lently, a relation between properties (A's and P's). Other ways of writing the 
same thing are, AAAP[A ~ P] or {(A, P) : A ~ Pl. 

Or, two denotes AAAP3x3y[x f:. y & A(x) & A(y) & P(x) & P(y)]. Other 
ways of writing the same thing: AAAP[lA n PI ~ 2] or {(A, P) : IA n PI ~ 2}. 

Now consider the diagram below. It has four areas: (i) the individuals that 
have property A but not P, (ii) the individuals that have P but not A, (iii) the 
individuals that have both A and P, and (iv) the individuals that have neither 
A nor P. 

(iv) 

Consider a sentence ofthe form DET(A)(P). Do we need to check all four areas 
when we wish to determine whether it is true or false? It is an important 
empirical claim concerning natural language determiners (at least "simple" or 
"normal" ones) that they do not require the checking of all four areas. The 
following is a small but representative sample. The solidus in (c) indicates a 
fraction, and n, m, and k are natural numbers. 

(31) a. At least two men walk. 
b. Every man walks. 
c. Few men walk. 
d. No men walk. 

IAnPI ~ 2 
A~P 
IAnPI/IAI:::; n/m or IAnpl:::; k 
IAnpl = 0 

As the reader can easily check, none of these requires us to consider area (iv): 
their truth does not depend on non-walking non-men. We need not know 
anything beyond the properties explicitly mentioned: how big the surrounding 
universe is and what is going on in it are immaterial. A more surprising but 
equally intuitive fact is that none of these sentences requires us to check area 
(ii): their truth does not depend on walkers who are not men. On the other 
hand, (31b) and the first reading of (31c) require us to check (i): their truth 
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is dependent on men who are not walkers. The irrelevance of areas (iv) and 
(ii) means that the two sets A and P do not play equal roles. The set A, the 
denotation of the noun that the determiner directly combines with, serves to 
restrict the universe to the largest part that can be possibly relevant: it serves as 
the determiner's restrictor. Natural language determiners are (overwhelmingly) 
restricted in this sense. Finally, observe that area (iii) is useful: (31a), (31d) 
and the second reading of (31c) require us to check only this. 

Below are the definitions of the pertinent properties of determiners: 

(32) DET has extension iff for any two universes E and E' where A, B ~ E 
and A,B ~ E ' , we have DE(A)(B) = Dk(A)(B). 

(33) DET is conservative iff DET(A)(P) = DET(A)(A n P). 

(34) DET is intersective iff DET(A)(P) = DET(A n P)(P). 

(35) DET is proportional iff DET(A)(P) depends on (A n P)/A. 

(36) DET is symmetrical iff DET(A)(P) = DET(P)(A). 

Two facts: A proportional DET cannot be symmetrical. If DET is conservative, 
symmetrical = intersective. See Problem (61). 

Now back to GQs. 

2.3 Live-on sets and witness sets 

Conservativity is a property of determiners. Together with extension, it 
identifies DET's first argument as a restrictor set. A comparable notion for 
GQs is that of a live-on set. 

(37) Live-on: A GQ lives on a set of individuals A if, for any set of individuals 
X, 

X E GQ iff (XnA) E GQ. 

(37) says that when a GQ lives on some set A, it makes no difference whether we 
check if a set X is an element of that GQ, or we check whether the intersection 
of X with A is an element of it; that is, we may safely restrict our attention 
to the smaller set X n A. What are a GQ's live-on sets? A linguistic way to 
check this is to instantiate the schema, as follows: 

(38) More/fewer than two men run 

++ 
++ 
++ 

but: ;4 

More/fewer than two men are men who run 
More/fewer than two men are humans who run 
More/fewer than two men are existents who run 
More/fewer than two men are Frenchmen who run 
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So [more than two men] and [fewer than two men] live on the set of men and 
its supersets. In general, the restrictor of the determiner is always a live-on set 
of the corresponding generalized quantifier. See Problem (62). 

If we are interested in live-on sets as domains that we need not look beyond 
when checking the truth of a sentence, we do not need all of them: the smallest 
suffices and is thus the most efficient. 2 

In the above cases the restrictor set of DET is identical to the smallest set 
the GQ denoted by DET(A) lives on: A itself. So, do we need the notion of a 
smallest live-on set on top of the set with respect to which DET is conservative? 
The answer is Yes. 

First, there are noun phrases that are not made up of a determiner and 
a noun, e.g., John and John and Mary. Here the question of what the de­
terminer's restrict or is cannot arise. But the GQs that these noun phrases 
denote have run-of-the-mill smallest live-on sets: {john} and {john, mary}, 
respectively. 

Second, the smallest live-on sets of some GQs are smaller than the restrictor 
sets of the corresponding determiners. Imagine a world in which the men are 
{john, bill, tim} and we are pointing at John and Bill: 

(39) These two men run t+ These two men are 
either John or Bill and run 

So, [these two men] lives on the set consisting of those two men who we are 
pointing at, which is smaller than the set of men. (This amounts to saying that 
these two men is interpreted as 'the two men I am pointing at'. Note though 
that while this interpretation is semantically justified, a syntactic analysis that 
mimics such a decomposition would not be.) 

These discrepancies are understandable. Conservativity (with extension) 
may be regarded as a property of the syntax/semantics interface. It says that 
the syntactic unit that a determiner (or other two-place operator) directly com­
bines with plays the semantic role of a restrict or , i.e. imposes a parallelism 
between syntax and interpretation. Live-on sets on the other hand are defined 
purely from the denotation of the noun phrase, without reference to its syntax 
and without requiring a direct syntactic correlate. 

You may now want to tackle Problems (63)-(64). 
With the notion of a smallest live-on set at hand, we may take another look 

at the elements of a GQ. What all the elements of a GQ are is characteristic 
of it; the individual elements themselves need not be. Take, for instance, the 

2E. Keenan (p.c.) notes that the notion of a smallest live-on set is unproblematic as long 
as the universe is finite or at least our GQ does not crucially rely on infinity. But e.g. the 
intersection of the sets which [all but finitely many stars] lives on in an infinite universe is 
itself not a live-on set. 
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elements of [two men]. They are those sets in the universe that contain two 
men-but note that they may as well contain tigers, stars, and forks. 

If we ask ourselves what sets the noun phrase "talks about", the elements 
of its GQ do not make a revealing choice. A natural alternative is to throw 
out the irrelevant beasts by restricting our attention to those elements that are 
also in the smallest live-on set: 

(40) A set W is a witness of a GQ iff W E GQ and W ~ SL(GQ), where 
SL(GQ) is the smallest set the GQ lives on. 

To compare elements and witnesses, we may consider a reincarnation of the 
four-element universe in (25). (41) is the Boolean algebra corresponding to its 
powerset. Its use is insightful, because it contains all subsets of the universe, 
not only those that have "mnemonic names"; and since it is partially ordered 
by the subset relation, it allows us to make inferences by simply going up or 
down in the diagram. 

Recall that in our particular universe, a, b, e are men and d is a dog. 

(41) 
{a, b, c, d} 

{a, b, c} {a, c, d} {a, b, d} {b, c, d} 

{a} 

o 

(42) a. [more than one man] = {{a,b},{a,e},{b,e},{a,b,e}, 
{a,e,d},{a,b,d},{b,e,d},{a,b,e,d}} 

b. the witnesses of [more than one man] = 
{{a,b},{a,e},{b,e},{a,b,e}} 

(43) a. [fewer than two men] = 
{{a}, {b}, {e}, {d}, {a,d}, {b,d}, {e,d},0} 

b. the witnesses of [fewer than two men] = {{a}, {b}, {e}, 0} 

See Problems (65) through (67). 
Some GQs have a unique witness. This may be empty: such is the case 

with [no man]: its only witness is the empty set. Or, the unique witness may 
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be non-empty; in this case it coincides with the smallest set that the GQ lives 
on. GQs with a non-empty unique witness are called principal filters, and their 
unique witness A the generator set: 

(44) A GQ is a principal filter iff there is a set of individuals A such that A 
is not necessarily empty and for any set of individuals X, 
X E GQ iff A ~ X. 

Every man, thesedeictic two men, Andy, Andy and Carl, etc. all denote principal 
filters. These always "talk about" the same sets, their generators. In terms of 
( 41): 

(45) a. [andy and carl] is a principal filter generated by {a, c}: 
[andy and carl] = {P: {a,c} ~ P} 

b. the smallest live-on set of [andy and carl] = unique witness of 
[andy and carl] = generator set of [andy and carl] = {a, c} 

You may now want to think about Problems (68) through (72). 

2.4 Monotonicity properties and witnesses 

An important property of functions is what monotonicity type they belong 
to. Suppose the domain of a function f is a partially ordered set with, say, a 2: b. 
If f is upward monotonic, it preserves this ordering in its value: f(a) 2: f(b). 
If f is downward monotonic, it reverses the ordering: f(b) 2: f(a). If f is non­
monotonic, it obliterates the ordering. Since GQs are functions (characteristic 
functions of sets of properties), their monotonicity can be examined. 

(46) GQ is monotone increasing ( = upward mon.): 
(A E GQ & A ~ B) :::} B E GQ. 

(47) GQ is monotone decreasing ( = downward mon.): 
(A E GQ & B ~ A) :::} B E GQ. 

(48) GQ is non-monotone: neither increasing nor decreasing. 

Some examples: John, at least two men, every man denote increasing GQs. No 
men, fewer than six men denote decreasing GQs. John and nobody else and 
exactly two men denote non-monotonic GQs. Here is a linguistic way to show 
these: 

(49) (Every man runs & run ~ run or sit) :::} Every man runs or sits 

(50) (Few men run or sit & run ~ run or sit) :::} Few men run 
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(51) (Exactly two men run & run ~ run or sit) :fo 
Exactly two men run or sit 
(Exactly two men run or sit & run ~ run or sit) :fo 
Exactly two men run 
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A more general and also visualizable way to demonstrate monotonicity prop­
erties is to use a Boolean algebra as in (41), repeated here: 

(41) 
{a, b, c, d} 

{a, b, c} {a, c, d} {a, b, d} {b, c, d} 

{a, b} 

{a} {b} {c} {d} 

The algebra makes it easy to see, for instance, that if some set A is an element 
of [at least two men], i.e., has at least two men in it, then every set B that is 
larger than A (is above A in (41)) is also an element ofthis GQ; and conversely 
for, say, [no man]: 

(52) [at least two men] is monotone increasing: 

for every A, B, (A E [at least two men] & B ;2 A) => 
B E [at least two men] 

(53) [no man] is monotone decreasing: 

for every A, B, (A E [no man] & A ;2 B) => B E [no man] 

See Problem (73). 
The best known linguistic application of monotonicity properties has to do 

with the licensing of negative polarity items. We will be making crucial use of 
another type of consequence of monotonicity differences. 

Let a noun phrase contain a determiner that provides information concern­
ing cardinality, e.g., two, at least two, more than two, at most two, less than 
two, exactly two. 
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(54) If the GQ denoted by a cardinality-indicating noun phrase is monotone 
increasing, then 

DET(A)(P) = ~X[X ~ A & IXI = det-many & X ~ P) 

That is, At least two men walk can be equivalently stated as, 'There is a set of 
individuals whose elements are all men, whose cardinality is at least two, and 
whose elements all walk.' Or, using witnesses, 'There is a witness of [at least 
two men] and its elements all walk.' 

If, on the other hand, the GQ denoted by such a noun phrase is not increas­
ing, then there is NO such equivalence. E.g., Fewer than two men walk is NOT 
equivalent to 'There is a set consisting of less than two men, and these men all 
walk'. Imagine the situation in which John walks, Bill walks, and Frank walks. 
The set {john} is surely one that has fewer than two elements, all of which are 
men and walk-but the existence of such a set does not make the sentence true 
here. The sentence does not allow us to ignore Bill and Fred, who also walk, 
but the proposed paraphrase allows us to ignore them. Or, Exactly two men 
walk is NOT equivalent to 'There is a set of individuals whose elements are all 
men, whose cardinality is exactly two, and whose elements all walk'. Imagine 
the same situation and pick the set to be {john, frank}, to see why not. 

Note why this is so. The crucial property of upward monotonicity is that 
whatever is true in a small situation (say, one in which just two men walk) 
remains true when we embed that situation in a bigger one (in which three or 
more men walk). Neither downward monotonic nor non-monotonic quantifiers 
have this property, which means that to be safe, we must always look at the 
biggest possibly relevant situation. 

The significance of these simple observations is that in the analysis of lin­
guistic phenomena, one often wishes to associate existentially quantified sets 
with GQs. Great caution needs to be exercised in these cases. Either the 
phenomenon we are looking at is factually restricted to increasing GQs, or a 
maximality condition of some sort must be added to guarantee that no relevant 
individual gets ignored. 

The relation between monotonicity and witnesses can be generally charac­
terized as follows. Let W be a witness, and A the smallest live-on set, of GQ. 
Then, 

(55) If GQ is monotone increasing, then for any X, X E GQ iff 
~W[W~X]. 

E.g., Two men run is true iff there is a witness of [two men] 
whose members run. 

(56) If GQ is monotone decreasing, then for any X, X E GQ iff 
~W[(X n A) ~ W]. 



Background Notions 

E.g., Few men run is true iff there is a witness of [few men] 
which contains all the men who run. 

(57) If GQ is non-monotonic, then for any X, X E GQ iff 
3W[(X n A) = W]. 

E.g., Exactly two men run is true iff there is a witness of 
[exactly two men] which equals all the men who run. 
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The observation in (54) is a special case of (55). On the other hand, the 
formulations in (56) and (57) ensure that we are looking at the maximal set: 
we are not "ignoring" anything. Just as (55) does not hold of decreasing GQs, 
(56) does not hold of increasing ones. MAN is a W, and the A, for [at least 
two men]. Suppose that only one man runs. (RUN n MAN) ~ MAN does not 
entail that RUN E [at least two men]. 

Since W is a subset of smallest live-on set A anyway, in (55) we might have 
used 3W[W ~ (X n A)], to bear out the pattern common to the three cases: 
there exists a witness W that contains, is contained by, or equals X n A. 

* 

Finally, note that Section 1 of the next chapter (Beghelli et al. 1996) may 
be regarded as an extension of the present one: it is concerned with the use of 
witness sets in capturing some basic intuitions concerning scope. 
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3 PROBLEMS 

Unmarked problems involve applying the definitions in the text. Those marked 
with an asterisk may require some creativity. 

(58) Is (A) below a semi-lattice? Is (B) a Boolean algebra? Why? 

(A) 
*e 

(B) 
*d 

1 
~ 

c* *d 

C><J 1* c 

*b 

1 

a* *b 

*a 

(59) The structure in (lOb) does not have elements labelled b V c or a V c. 
How come it is still a join semi-lattice? 

(60) Show that every complete semi-lattice A is a lattice. (Hints: Assume A 
is a meet semi-lattice. What is the 1\ of the set of upper bounds of an 
arbitrary X ~ A? What is the V of this set?) 

(61) Show that for conservative DETS, symmetry = intersectivity. 

(62) Show that [more than one man] and Uewer than two men] do not live 
on {a,b,d}. 

(63) The textbook example of a "potential determiner" that is not conserva­
tive is only. Assume that only men is a noun phrase in Only men run. 
Demonstrate that only is not a conservative "determiner". 

(64)* Formalize Only men run and Only John and Bill run using first order 
logic, and complete the following: If only was interpreted as ... , with 
restrictor . .. and scope ... , it would turn out to be conservative. Are 
there linguistic arguments supporting this analysis? 

(65) Is {John, Bill, Fido} (a) an element, (b) a witness of [at least two men]? 

(66) What are the witnesses of Uewer than four men] and of [few men] in 
the Boolean algebra (41)? 
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(67) The elements of a GQ are too big to be genuinely characteristic of it; the 
text suggests the use of witnesses. Couldn't we use minimal elements 
instead? The definition is this: X is a minimal element of GQ iff X is an 
element of GQ but ceases to be one if we take away even one individual 
from it. (Hint: What are the minimal elements of the GQs denoted by 
(i) at least two men, more than one man, exactly two men, (ii) fewer 
than three men, at most one man, no man? What are their witnesses?) 

(68) (a) Is [no man] a principal filter? Why? (b) Is [every man] a principal 
filter? Why? 

(69)* What set does they in (i) and (ii) refer to? Argue for your proposal 
with reference to whether they can be continued with Perhaps there 
were others who did the same (i.e. both came in and were selling coke). 
Formalize your proposal using notions introduced in 2.3. 

(i) More than two people came in. They were selling coke. 

(ii) At least two people came in. They were selling coke. 

(70)* Is there a difference between the behavior of (i)-(ii) in (69) and that of 
(iii)? Sticking with the machinery of 2.3, come up with an interpretation 
for two people that makes the correct prediction without requiring a new 
rule, i.e. try to make (iii) a special case of (i)-(ii). 

(iii) Two people came in. They were selling coke. 

(71)* Compare the following sentences: (i) A dog/every dog bit two women 
(you know, my neighbors) and (ii) A dog/every dog bit two or more/more 
than three women. Do they have both a subject widest scope and an 
inverse, object wide scope reading? Set up a hypothesis that explains 
the data. 

(72)* Examine now what readings Every prof assigned more than two readings 
to three students and Every prof assigned three readings to more than 
two students have. Do your findings make you change the hypothesis 
concerning inverse scope that was made in (71)? 

(73) Is the smallest live-on set of (a) an increasing, (b) a decreasing, (c) a 
non-monotonic quantifier an element of that quantifier? 
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4 SOLUTIONS 

(58) Is (A) below a semi-lattice? Is (B) a Boolean algebra? Why? 

(A) 
* e 

(B) 
*d 

1 
~ 

c * * d 

[><J 1* c 

*b 

1 

a* *b 

* a 

(a) No. The join is the least upper bound of a two-element set. {c, d, e}, 
the set of upper bounds of {a, b}, has no least element since c and d are equal. 
So there is no a V b in A. 

(b) No. B has no complements. Take b, for example. The complement of b 
ought to be another element of B (not a subset of B!). Now, b /\ a = a (and a 
is the bottom element 0) and b V d = d (and d is the top element 1), but ai-d. 
In fact, there is no element of B for which both equations would hold. 

(59) The structure in (lOb) does not have elements labelled bvc or 
a V c. How come it is still a join semi-lattice? 

Because a V b V c is the least upper bound for {a, c} and {b, c}: it is an 
upper bound, and there is no smaller upper bound in the structure. The fact 
that we could "imagine" a distinct b V c does not matter: what matters is what 
elements the structure actually has. 

(60) Show that every complete semi-lattice A is a lattice. (Hints: 
Assume A is a meet semi-lattice. What is the /\ of the set of 
upper bounds of an arbitrary X ~ A? What is the V of this 
set?) 

A being a complete meet semi-lattice means that not only every two-element 
subset, but any subset, of A has a greatest lower bound in A. What we need 
to show is that this guarantees that every subset also has a least upper bound. 
What is a least upper bound of X ~ A? It is the infimum of the set of upper 
bounds of X: 

v X = I\'<UB(X» 
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We can always define the set of upper bounds of X: 

UB(X) = {a E A: every x E X, a;::: x} 

Since this is a subset of A, and A is complete, we know that its infimum is in 
A. So, 

I\(UB(X)) E A 

Thus, if every subset has an infimum in A, then every subset has a supremum 
in A, too. The case of a join semi-lattice does not require new considerations: 
everything works the same, replacing /\ with V, upper by lower, etc. 

This exercise highlights the fact that "greatest" (as in greatest lower bound) 
is defined using least upper bound, and "least" (as in least upper bound) is 
defined using greatest lower bound. 

To give a concrete example of a meet semi-lattice that is not complete, 
consider 

*a *b 

~ 
*c 

What subset lacks an infimum here? Well, the empty subset. Its lower bounds 
are a, b, and c since it is vacuously true of each of these that it is smaller than or 
equal to all the elements of the empty set. But this set of lower bounds {a, b, c} 
has no greatest element, so the empty subset lacks an infimum. The missing 
top element would be the supremum of {a, b}, so its absence also prevents our 
structure from being a lattice, in accordance with the theorem just proved. 

(61) Show that for conservative DETS, symmetry = intersectivity. 

Symm: D(A)(P) = D(P)(A) 
Int: D(A)(P) = D(A n P)(P) 
Cons: D(A)(P) = D(A)(A n P) 

Int ~ symm: D(A)(P) = 
D(A)(Anp) = 
D(An (Anp))(Anp) = 
D(Anp)(Anp) = 
D(P n (P n A))(P n A) = 
D(p)(pnA) = 
D(P)(A) 

by cons 
by int 
by def. of n 
by def. of n 
by int "reversed" 
by cons 
Symm! 
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Symm => int: D(A)(P) = 
D(P)(A) = 
D(p)(pn A) = 
D(pnA)(p) = 
D(Anp)(p) 

by symm 
by cons 
by symm 
by def. of n 
Int! 
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(62) Show that [more than one man] and [fewer than two men] do not 
live on {a, b, d}. 

{a, b, d} has one of the men, c missing. Now, {a, c} is an element of [more 
than one man], but {a, b, d} n {a, c} = {a} is not. And conversely, {a, b, d} n 
{ a, c} = {a} is an element of [fewer than two men], although {a, c} is not. 

(63) The textbook example of a "potential determiner" that is not 
conservative is only. Assume that only men is a noun phrase 
in Only men run. Demonstrate that only is not a conservative 
"determiner. " 

Only men (if interpreted as a semantic constituent) is a GQ that does not 
live on the set of men at all, to wit: 

Only men run <fo Only men are men who run 
Only men run ¢:} Only men are existents who run 

That only is not conservative is not very problematic: we can argue that it is 
simply not a determiner but a noun phrase modifier. 

(64)* Formalize Only men run and Only John and Bill run using first 
order logic, and complete the following: If only was interpreted 
as ... , with restrict or ... and scope ... , it would turn out to be 
conservative. Are there linguistic arguments supporting this 
analysis? 

V'x[run(x) -+ man(x)] 
V'x[run(x) -+ (x = john V x = bill)] 

If only was interpreted as a universal quantifier, with the VP as its restrict or 
and the subject as its scope, it would turn out to be conservative: 

Every runner is a man ¢:} Every runner is a runner who is a man 
Every runner is either John or Bill ¢:} Every runner is a runner who 
is either John or Bill 

(NB: We are not arguing that only is a determiner in syntax; we are arguing 
that semantically it is a conservative operator.) 
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This analysis is quite plausible. First, spelling out the contribution of only 
is obviously necessary anyway, and there is no reason why only should not be 
interpreted as 'all.' Second, only is a well-known focusing operator, that is, 
the phrase it combines with is the focus and the rest of the sentence is the 
focus frame. Since the focus-focus frame partition is assumed to be reflected 
in the syntax of Logical Form, and since many operators (e.g. adverbs of quan­
tification) are assumed to have the focus frame as their restrictor, the same is 
natural in connection with only. So we are positing the following analogy: 

Only MEN run everY(focus frame {x : runx}) (focus{ X : manx}) 
John always cites MEN everY(focus frame {x : John citesx}) (focusX : manx}) 

The only objection might be that Only men run requires the existence 
of runners, and the formula Vx[run(x) ---+ man(x)] does not. But this does 
not need to be specified in the meaning of only: it is generally assumed that 
sentences with focus presuppose that the property denoted by the focus frame 
is not empty. This analysis suggests that conservativity (or generally, domain 
restriction) may be far more pervasive than generally thought. It may be 
characteristic of all two-place operators, not only of determiners. This is natural 
if conservativity (domain restriction) indeed characterizes the syntax/semantics 
interface. This hypothesis suggests that the syntactic analyses of potential 
counterexamples should be checked and possibly recast. 

(65) Is {John, Bill, Fido} (a) an element, (b) a witness of [at least 
two men]? 

(a) Yes, because the intersection of {John, Bill, Fido} with MAN has at 
least two members. 

(b) No, because a witness of [at least two men] is an element of it that 
contains only men, and here we have a dog, too. 

(66) What are the witnesses of [fewer than four men] and of Uew men] 
in the Boolean algebra (41)? 

(a) No element of this algebra has more than three men in it, so in this 
respect all qualify. But we need to discard those that contain d, the dog. 

(b) Few men may mean either of two things. (i) 'fewer than a set number 
k'-if we set k as, say, 7, then the witnesses will be those sets that contain six 
men or less and no dog. This is independent of how many men we have in fact. 
(ii) 'few of the men'-we may stipulate that, say, 30% or less of the men counts 
as few of them; since we have 3 men, this will come down to 'at most one man'. 
So the witnesses are those sets that contain at most one man and no dog. 
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(67) The elements of a GQ are too big to be genuinely character­
istic of it; the text suggests the use of witnesses. Couldn't we 
use minimal elements instead? The definition is this: X is a 
minimal element of GQ iff X is an element of GQ but ceases 
to be one if we take away even one individual from it. (Hint: 
What are the minimal elements of the GQs denoted by (i) at 
least two men, more than one man, exactly two men, (ii) fewer than 
three men, at most one man, no man? What are their witnesses?) 

All the GQs in (i) have minimal elements consisting of exactly two men, and 
all the GQs in (ii) have the empty set as their unique minimal element. This 
indicates that the notion of a minimal element does not only eliminate irrelevant 
individuals but also eradicates "size" distinctions and therefore collapses noun 
phrases it should not. On the other hand, while witnesses eliminate individuals 
outside the restrictor, they retain "size" distinctions. 

(68) (a) Is [no man] a principal filter? Why? (b) Is [every man] a 
principal filter? Why? 

For GQ to be a principal filter, there must be a non-empty set A such that 
(i) if some X is an element of GQ, A is a subset of X, and (ii) if A is a subset 
of some X, X is an element of GQ. 

(a) What sets come to mind in connection with [no man]? Say, 0 (its 
unique witness) and MAN (its smallest live-on set). 0 satisfies (i), because it is 
a subset of any X, but not (ii), for the same reason (say, 0 ~ WALK does not 
entail that no man walks). In addition, the generator set should be non-empty. 
So try MAN. MAN clearly does not satisfy (ii): MAN ~ HUMAN does not 
entail that no man is a human. Indeed, the fact that the unique witness and 
the smallest live-on set differ already indicates that [no man] is not a principal 
filter. 

(b) The smallest set [every man] lives on is MAN. The definition of every 
says that for any set X, X E [every man] iff X E {P : MAN ~ P}, and 
the latter is equivalent to MAN ~ X. MAN is also the GQ's unique witness. 
There may be models in which MAN is empty. The definition in the text is 
"modalized" in order to allow for this: it requires the set the GQ is preoccupied 
with to be not always empty. This practically allows us to ignore models 
without men. Alternatively, we might say that every man denotes a principal 
filter in those models where there are men. In any case, we take every man to 
be an uncontroversial principal filter. 

(69)* What set does they in (i) and (ii) refer to? Argue for your 
proposal with reference to whether they can be continued with 
Perhaps there were others who did the same {i.e. both came in and were 
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selling coke}. Formalize your proposal using notions introduced 
in 2.3. 

(i) More than two people came in. They were selling coke. 

(ii) At least two people came in. They were selling coke. 

They refers back to all the people who came in. This is confirmed by the 
fact that the continuation "perhaps there were others . .. " is no good: if all 
are referred to, there cannot be others. Noun phrases like more than two people 
are said to support only "maximal reference anaphora." A formalization may 
be: SL(GQ) n VP, where SL(GQ) is the smallest set the subject of the first 
sentence lives on (here: MAN), and V P is the predicate of the first sentence 
(here: CAME IN). 

(70)* Is there a difference between the behavior of (i)-(ii) in (69) 
and that of (iii)? Sticking with the machinery of 2.3, come 
up with an interpretation for two people that makes the correct 
prediction without requiring a new rule, i.e. try to make (iii) 
a special case of (i)-(ii). 

(iii) Two people came in. They were selling coke. 

Here the continuation "perhaps there were others ... " is good, so they 
cannot be referring to all the men who came in. It refers to just the two men 
the speaker was talking about in the first sentence. Noun phrases like two 
people are said to support "non-maximal reference anaphora." It might be 
argued that a specific (referential) interpretation of two people is what enables 
this reading; more than/at least two people does not seem to have a comparable 
interpretation. 

We may formalize this referential interpretation by saying that two men (on 
this reading) denotes a principal filter; those two men who the speaker has in 
mind. The smallest live-on set of such a principal filter is smaller than the set of 
men: it contains just the two relevant individuals. The intersection of this set 
with V P is just the two-man set. So the formalization in (69) extends to this 
case and thus the example may speak in favor of a principal filter interpretation 
of two men (among other readings). 

(71)* Compare the following sentences: (i) A dog/every dog bit two 
women (you know, my neighbors) and (ii) A dog/every dog bit two or 
more/more than three women. Do they have both a subject wide 
scope and an inverse, object wide scope reading? Set up a 
hypothesis that explains the data. 
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(i) can easily have both readings. (ii) does not easily have an object wide 
scope reading. 

In (70) we have seen that specific indefinites may be regarded as denoting 
principal filters. In (i), the phrase you know, my neighbors suggests that we 
are dealing with a specific indefinite, too. The following descriptive hypothesis 
suggests itself. When the direct object receives a "specific" interpretation, it 
takes scope over the subject; when it does not, it cannot. Two men can be 
specific, because on one reading it denotes a principal filter; two or more/more 
than three women have no such readings. 

(72)* Examine now what readings Every prof assigned more than two 
readings to three students and Every prof assigned three readings to 
more than two students have. Do your findings make you change 
the hypothesis in (71)? 

The trick here is that we now have three quantifiers! The hypothesis in 
(71) can be checked by asking whether three N can take intermediate scope, 
that is, inverse scope inside the VP and still vary with the subject. Since the 
hierarchical order of VP-internal complements is a matter of debate, we check 
two sentences: in at least one of them three N must be taking inverse scope if 
it scopes highest inside the VP. So, are the following readings possible? 

every prof> three students > more than two readings 

and 

every prof> three readings > more than two students 

If yes, then on this construal three students and three readings do not denote 
principal filters. If they did, their witnesses could not vary with the individual 
professors. Also, if the given reading is available, then three N need not denote 
a principal filter in order to take inverse scope over the c-commanding more 
than two N. 

The judgment seems to be that the critical reading is available. So the 
hypothesis in (71) is refuted. This example does not refute the assumption 
that two men can denote a principal filter. What it shows is that denoting a 
principal filter is not necessary for taking inverse scope. 

This conclusion makes one want to go back and check if denoting a principal 
filter is strictly necessary for two people to support anaphora as in (iii) above. 
For instance, the following modified context is useful: Every policeman reported 
that the following happened at 6 p. m. in the building he was watching. Two 
people entered. They were selling coke. Perhaps there were others who did the 
same ... Indeed, it seems possible for the pairs to vary with the policemen 
and still support anaphora in the same way. This indicates that defining the 
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antecedent as SL( GQ) n V P is not a sufficiently general solution. (Indeed, a 
radically different treatment for the type of two people is proposed in Discourse 
Representation Theory.) 

(73) Is the smallest live-on set of (a) an increasing, (b) a decreasing, 
(c) a non-monotonic quantifier an element of that quantifier? 

The quantifiers [at least one man], [fewer than two men] and [exactly one 
man] have the same smallest live-on set: [man]. At least one man is a man is 
true, Fewer than two men are men is false, and Exactly one man is a man is 
also false in the model (25), since we have three men who are all men. We see 
that its smallest live-on set may be too big to be an element of a decreasing 
or a non-monotonic quantifier. In the case of the increasing ones, we can be 
sure we cannot get into trouble: if, say, {a} E [at least one man], then every 
superset of {a} is. 

REFERENCES 

Barwise, Jon, and Robin Cooper. 1981. Generalized quantifiers and natural 
language. Linguistics and Philosophy 4(2):159-219. 

Beghelli, Filippo, Dorit Ben-Shalom, and Anna Szabolcsi. 1996. Variation, 
distributivity, and the illusion of branching. In this volume. 

Keenan, Edward, and Dag Westerstahl. 1994. Generalized quantifiers in lin­
guistics and logic. In Johan van Benthem and Alice ter Meulen (Eds.), 
Handbook of Logic and Linguistics. Amsterdam: Elsevier. Forthcoming. 

Landman, Fred. 1991. Structures for Semantics. Dordrecht: Kluwer. 



2 
VARIATION, DISTRIBUTIVITY, 

AND THE ILLUSION OF 
BRANCHING* 

Filippo Beghelli, Dorit Ben-Shalom, 

and Anna Szabolcsi 

Department of Linguistics 
UCLA 

A well-known observation is that (1) has a reading on which every building 
scopes over a fireman, but (2) does not: 

(1) A fireman checks the safety of every building. 

(2) A fireman imagined that every building was unsafe. 

The way to justify this claim is to point out that in (1), but not in (2), firemen 
can vary with buildings. For instance, (1) but not (2) is true in the following 
situation. In the diagram below, the four *'s represent all the buildings, and 
the .'s firemen: 

(3) • 

What is a precise way of saying what we did in drawing this diagram? 
This question is the point of departure for the first part of this paper, which 

may be regarded as an extension of the Backgrounds chapter. We show, in 
rather informal terms, how witness sets can be useful in both explicating some 
basic intuitions about scope and understanding how particular denotational 
semantic differences between noun phrases affect their abilities to bear out 

·This paper is based on "When do subjects and objects exhibit a branching reading? ," 
read at WCCFL XII in April 1993 and at the CSLI conference on Logic and Language in 
June 1993. It presents the same results as the version in the WCCFL proceedings but spells 
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at the initial stage of the project, and to an anonymous Kluwer reviewer for comments. This 
research was partially supported by NSF Grant #SBR 9222501. 

A. Szabolcsi (ed.), Ways of Scope Taking, 29-69. 
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certain scopal patterns. More generally, we suggest that the usual notion of 
scope needs to be factored into variation, distributivity, and maximality. This 
part lays some groundwork for several of the subsequent chapters and is thus 
of interest to all readers. 

The second part shows that, already in this initial raw form, the above 
insights can be applied to make a novel claim concerning the availability of 
so-called branching readings. In logical terms, a branching reading can be 
defined for any sentence with a subject and a direct object. However, speakers 
of English accept only a fraction of these readings, so the question arises how 
the data can be predicted from the meanings of the participating quantifiers 
and the syntactic structure of the sentence. We propose that thinking about 
the behavior of quantifiers along the lines introduced in the first part leads to 
a simple answer to this question. l 

1 THE INGREDIENTS OF SCOPE 

1.1 Witnesses and variation 

Recall the definition of a witness set from the Backgrounds chapter (exx. 
37, 40): 

(4) a. A set W is a witness of a GQ iff W E GQ and W ~ SL(GQ), 
where SL(GQ) is the smallest set the GQ lives on. 

b. A GQ lives on a set of individuals A if, for any set of individuals 
X, 

X E GQ iff (XnA) E GQ. 

For instance, a witness set of the GQ denoted by every building is any set 
that contains every building and no non-building, and a witness set of the GQ 
denoted by a fireman is any set that contains at least one fireman and no non­
firemen. The contents of (3) can now be described as in (5), and the general 
strategy, as in (6): 

1 According to the theory of generalized quantifiers, the term "quantifier" refers to the set 
of properties denoted by a noun phrase, and not to the noun phrase itself. In this paper 
we try to adhere to this norm. However, sometimes this would make the text pedantic and 
complicated. In these cases, we apply the term to the noun phrase as well. 
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(5) 

*-+------1 WI oqa fireman] 

*-+----::::>f W2 of [a fireman] 

* - W3 of [a fireman] 

* -
WI of 
[every building] 

(6) To construct a situation that verifies the asymmetrical scope reading 
F > G, pick a witness Wi of the wide scope quantifier F. Using the 
relation denoted by the predicate, associate with each element of Wi a 
possibly different witness Wj of the narrow scope quantifier G. 

We are now ready to study various limitations that this approach highlights. 
One situation in which (7) is true is (8): 

(7) More than one fireman checks every building (subject wide scope) 

(8) 

* 
-1---_-.1 * W I of [every building] 

- * 

* 
WI of 
[more than one fireman] 

(8) contains only one witness associated with the narrow scope quantifier, and 
this is not an accidental property of the situation we are considering. It follows 
from the very meaning of every building. There can be only one set that contains 
every building and no non-building: the set of buildings itself. 

In GQ theoretical terms, [every building] is a principal filter: it has a unique 
witness set (Backgrounds ex. 44). The same holds for [the (two) men] and 
[Andy and Carl], for instance. We now see that principal filters cannot exhibit 
variation (referential dependency) even in narrow scope position. Consequently, 
while variation is an important factor in our notion of scope, exhibiting varia­
tion and taking narrow scope cannot be identified. 

To see the complementary case, consider: 

(9) John / A fireman read a book. 
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(10) a. 

G------8 W 1 of [a book] 

Wlof 
[John] or [a fireman] 

b. [J-a 
W2 of 

Wl of [a book] 

W2 of [a book] 

[a fireman] 

In (lOa), again, we have only one witness for the narrow scope quantifier, but 
here, this cannot be blamed on the meaning of a book. The unicity of the book 
set to be considered is forced by the fact that the witness of the wide scope 
quantifier has only one element. Whenever the relevant witness of the wide 
scope quantifier is a singleton, it is unable to induce variation (there is nothing 
to vary with), even if the narrow scope quantifier itself might be capable of 
exhibiting variation (as [a book] is). 

What quantifiers fail to induce variation? The GQ [John] has no non­
singleton witnesses at all: note that the smallest set [John] lives on is {john}. 
But [a fireman] has larger witnesses. How shall we judge the situation depicted 
in (lOb), where the book-sets vary with the firemen? We propose that this 
variation is irrelevant, because the truth of the sentence is established already 
before we get to consider the second fireman and his book. Thus we may say 
that the quantifiers that cannot induce relevant variation are the ones whose 
minimal witnesses are singletons. (A minimal witness is one that ceases to be 
a witness if you take away even one element of it.) 

1.2 Distributivity 

We should hasten to add that having a non-singleton minimal witness is 
just a necessary, not a sufficient condition for a quantifier to induce variation. 
The pertinent data have been observed more or less independently by various 
scholars in the literature. 2 

(11) Two firemen read four books. 

This sentence has a run-of-the-mill subject wide scope reading. But, unless the 
subject is accented in a particular way, it does not easily have a comparable 
object wide scope reading. Namely, it is easy to construe the four books as 

2Farkas (1981, 1996), Verkuyl (1988), Kamp and Reyle (1993), Ruys (1993), Reinhart 
(1995), Kratzer (1995), Beghelli and Stowell (1994), and possibly others. 



Variation, Distributivity, Branching 33 

referentially independent of the two firemen (which is a precondition for the 
object wide scope reading), but not the firemen as varying with the books. 
Similarly, 

(12) A fireman imagined that two buildings were unsafe. 

Here two buildings may be read de re, i.e., the sentence may be interpreted 
as entailing the existence of two buildings. Nevertheless, even on this reading, 
firemen cannot vary with buildings. One way to express this is to say that four 
books in (11) and two buildings in (12) can take wide scope, but not distributive 
wide scope. Interestingly, the latter observation extends to universals, as in (2), 
repeated here: 

(2) A fireman imagined that every building was unsafe. 

Just as in (12), the existence of the buildings need not be a figment of a fire­
man's imagination, but even when every building is read de re, it cannot induce 
variation in the firemen. This observation is interesting for the following reason. 
Theories of plurals standardly assume that the scope of plural noun phrases 
needs to be factored into the scope of the existential closure applied to the 
set (or, plural individual) variable introduced by the NP and the scope of a 
distributive operator. On the other hand, the fact that universals do not in­
duce variation in higher clauses has been taken to mean, plainly, that they are 
scopally trapped in their own clause. The parallelism of the data in the two 
domains suggests, instead, that distributivity needs to be factored out in both. 

Thus it seems that the phenomenon of scope needs to be broken down, at 
least, into variation and distributivity. The present paper will merely capitalize 
on this basic observation and does not develop an appropriate novel approach to 
scope; some of the papers in this volume (Szabolcsi 1996, Beghelli and Stowell 
1996, Beghelli 1996, Farkas 1996) will make several steps in that direction. 

Given the above factorization, is the notion "scope" still useful? We propose 
to retain it in a primarily syntactic sense, in part to facilitate the comparison of 
our claims with those of others. By two quantifiers standing in an asymmetric 
scope relation we mean that the syntax of the logical or natural language under 
consideration has given one of the quantifiers the best possible chance to induce 
variation in the other. Thus, on one analysis, a fireman in (1) will be said to 
take asymmetric wide scope over every building, even though this particular 
choice of quantifiers cannot give rise to variation, but every building in (2) will 
not be said to take scope over a fireman. 

1.3 An application: When does order matter? 

The strategy in (6) has a significant logical limitation, to which we turn 
shortly. But before that, we can use the above considerations to answer the 
following simple question: 
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(13) Consider (i)-(iv). When are the two quantifier orders equivalent? (As 
usual, :hx[g(x)) abbreviates 'there are Xl, X2, such that they are distinct 
and g(xd, g(X2)')' 

(i) Vx3y[!(x, y)) 
(ii) 3x3y[f(x, y)) 
(iii) VxVy[f(x, y)) 
(iv) 32x32y[f(x, y)) 

and 3yVx[f(x, y)) 
and 3y3x[f(x, y)) 
and VyVx[!(x,y)) 
and 32y32x[f(x, y)) 

Everybody knows, of course, that the two orders in (i) are not equivalent 
but the ones in (ii) and (iii) are. In view of this, one may be tempted to jump 
to the conclusion that the two orders are equivalent when the two quantifiers 
are identical, thus predicting that (iv) falls together with (ii) and (iii). But a 
moment of reflection shows that this is wrong. Consider the following linguistic 
instantiation of the formulae in (iv). The same noun dog is used throughout so 
that the restrictions can be ignored. 

(14) a. (At least) Two dogs bit (at least) two dogs (subject wide scope) 

b. (At least) Two dogs were bitten by (at least) two dogs (subject 
wide scope) 

(15) a. 
biters ~~ bitees 

~ 
b. 

bitees ~ biters 

~ 
Thus we must abandon the idea that the answer lies with the identity of the 
quantifiers. Instead, it seems the answer lies with variation. 

The order of the quantifiers matters when one order gives rise to a different 
pattern of variation than the other. This may obtain when one order gives rise 
to variation and the other does not, or when both do but differently. Let us 
now briefly consider each of the four cases. To make talking about the examples 
easier, (i)-(iii) will also be paraphrased in the manner of (iv) above. 

(16) a. Every dog bit a dog (subject wide scope) 

b. A dog was bitten by every dog (subject wide scope) 

(16a) is the best case for variation: [every dog] can induce variation and [a dog] 
can exhibit variation, because (unless the universe is accidentally too small) the 
former has a non-singleton minimal witness and the latter has more than one 
witness. (16b) is the worst case: [a dog] cannot induce relevant variation and 
[every dog] cannot vary. So the two orders will differ. 

(17) a. A dog bit a dog (subject wide scope) 
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b. A dog was bitten by a dog (subject wide scope) 

In (17a) as well as (17b), the wide scope quantifiers cannot induce relevant 
variation (the fact that the narrow scope ones might be able to exhibit variation 
does not come into play). So order makes no difference. 

(18) a. Every dog bit every dog (subject wide scope) 

b. Every dog was bitten by every dog (subject wide scope) 

In (18a) as well as (18b), the narrow scope quantifiers cannot exhibit variation 
(the fact that the wide scope ones might be able to induce variation does not 
come into play). So again, order makes no difference, but for a different reason 
than in (17). 

Returning to (14a, b), already spelled out and depicted above, [two dogs] 
can both induce and exhibit variation. In the (a) situation we may end up with 
two biters and four bitees, while in (b) with two bitees and four biters. Order 
makes a difference, despite the identity of the quantifiers. 

This example indicates that although the behavior of the plain universal 
and existential quantifiers properly falls under a larger generalization, they are 
somewhat misleadingly special and thus it is dangerous to base intuitions solely 
on their behavior. 

But, as has been mentioned above, the set of quantifiers considered above 
has still been quite limited in a crucial respect. This is to what we turn now. 

1.4 Maximality 

Take the following pair: 

(19) a. Exactly one man saw exactly one woman (subject wide scope) 

b. Exactly one woman was seen by exactly one man (subject wide 
scope) 

Applying the above considerations to (19) we predict that (19a) and (19b) are 
logically equivalent, since [exactly one (wo)man] has only singleton minimal 
witnesses. But it is easy to see that the two readings are in fact independent! (In 
considering the situations below, the reader is invited to focus on the relevant 
subject wide scope readings, which are undoubtedly available, whether or not 
they are the intuitively most salient.) In (20), we simply outline situations in 
which one reading is true and the other is false and are not using witness sets: 

(20) a. John saw {Mary} (19a) true, (19b) false 
Bill saw {Mary, Susie} 
Peter saw {Judy, Claire} 
No one else saw no one else 
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b. John saw {Mary} (19b) true, (19a) false 
Bill saw {Mary, Susie, Judy} 
Peter saw {Judy} 
No one else saw no one else 

In (20a), (19a) is true because John is the only man who saw just one woman, 
and (19b) is false because Susie, Judy, and Claire were all seen by just one man. 
In (20b), (19b) is true because only Susie was seen by just one man; (19a) is 
false because both John and Peter saw just one woman. 

If we had tried to use the witness sets method outlined in (6), we would 
have failed miserably. In all the earlier cases, this method safely guaranteed 
that the sentences under consideration are true in the situation constructed. 
We might have embedded those situations in arbitrarily larger ones without 
any adverse effect. Not so in the present case. Consider: 

(21) 

John G-----8 Mary WI of [exactly one woman] 

WI of 
[exactly one man] 

Both (19a) and (19b) are true here-but only if we guarantee that there are no 
more pairs in the man~aw_woman relation. If, for instance, (21) is embedded 
in (20a) or (20b), the truth values change dramatically. 

This in fact was to be expected. Up till now, we have restricted our atten­
tion to monotonically increasing quantifiers. As was seen in the Backgrounds 
chapter, for a quantifier to be increasing means, precisely, that whenever a 
sentence including it is established as true in some situation, it will remain 
true in arbitrary enlargements of that situation. And precisely this property 
is absent from decreasing or non-monotonic quantifiers, since both impose a 
maximality condition on the relevant situations. Exactly one {wo)man denotes 
a non-monotonic quantifier. 

It is easy to see that the witness sets method runs afoul of decreasing and 
non-monotonic quantifiers in wide as well as narrow scope positions. Below, 
sentences are paired with situations whose encircled parts are constructed using 
the witness sets method. The sentences are all false in the larger situations. 
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(22) Exactly two/less than three firemen read two books. 

*-========= . • 

Cd-a 
Wlof 
[exactly two firemen] or 
[less than three firemen] 

Wl of [two books] 

W2 of [two books] 

(23) Two firemen read exactly two/less than three books. 

*-+--------i 

*""<::t---

W 1 of [two firemen] • 

W 1,,- of [exactly two books] 
or ~less than three books] 

W ~ of [exactly two books] 
or ~ less than three books] 

1.5 Consequences for scope taking 

37 

One consequence is that our proposal above concerning when the order of 
two quantifiers matters holds only for pairs of increasing quantifiers. There are 
of course some cases even in the non-increasing domain where we get equiv­
alences, e.g. John saw no man iff no man was seen by John, and exactly one 
man saw Judy iff Judy was seen by exactly one man. But giving a recipe for 
the general case becomes a more complicated matter. 

Another, and more important, consequence pertains to the mechanisms of 
scope taking. We proposed a method for constructing situations that verify 
asymmetrical scopal readings: pick a witness of the wide scope quantifier and 
let the relation denoted by the predicate associate a possibly different witness 
of the narrow scope quantifier with each of its elements. We observed then that 
the viability of this method is limited to increasing quantifiers. This observation 
might indicate that the witness sets method is worthless. Alternatively, it might 
simply show that there is an empirically relevant intuition concerning how 
scopal readings are calculated or verified that pertains to one set of quantifiers 
but not to others. In other words, if the witness sets method indeed captures 
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an empirically relevant intuition concerning the examples that it is applicable 
to, then scope taking cannot be a uniform phenomenon: decreasing and non­
monotonic quantifiers must work in a way that is different from how increasing 
quantifiers do. 

Several papers in this volume will make the empirical argument that differ­
ent classes of natural linguistic quantifiers acquire their scope through different 
syntactico-semantic mechanisms. More specifically, it will be observed that 
there are two larger classes of quantifiers with markedly different scopal be­
havior. One of the classes contains only increasing quantifiers, while the other 
lumps together the decreasing and the non-monotonic items, along with some 
increasing ones. This indicates that monotonicity properties alone do not de­
termine scopal behavior, but they do playa major role. And indeed, it will be 
argued that the manipulation of witness sets is insightful in connection with 
the behavior of the first class of quantifiers. 

Specifically, Beghelli and Stowell (1996) argue that QPs belonging to the 
first class have designated landing sites in Logical Form (the specifiers of RefP, 
DistP, and ShareP, each associated with a distributive operator in a different 
way), while QPs belonging to the second class do not: they occupy the ap­
propriate case positions. Szabolcsi (1996) proposes a connection between this 
syntax and Discourse Representation Theory, and discusses the relevance of 
monotonicity properties in detail. 

The second part of the present paper does not yet pursue this syntactic, or 
representational, line; it remains within the realm of denotational semantics. 
We will be concerned with how factoring scope into variation, distributivity, 
and maximality makes it possible to predict what subject-object pairs speakers 
of English accept as supporting branching readings. First we give the gist of 
the analysis and then go on to present the details in more formal terms. 

2 BRANCHING: AN INDEPENDENT READING? 

2.1 The problem 

Branching quantification in English was first studied by Hintikka (1974), 
Fauconnier (1975) and Barwise (1979). Their typical examples involve con­
joined noun phrases, a reciprocal predicate, and some particle like all. (24) and 
(25) come from Barwise (1979, pp. 61~62): 

(24) More than half of the dots and more than half of the stars are all linked 
by lines. 
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(25) 
* • 

Two hallmarks of the configurations that make a branching reading true are 
independence (cf. the stars do not vary with the dots, and vice versa) and full 
connection (cf. the relevant stars are each connected to all the relevant dots). 
(Sher 1990 calls this the "each-all" version of branching.) 

Branching readings are produced by a specific polyadic interpretation sche­
ma. This schema is not taken to be the contribution of any of the lexical 
items in the sentence; it is added to the derivation over and above the sur­
face syntactically justified ingredients (in some theories, it is the interpretation 
of the Logical Form operation absorption). Specific proposals concerning the 
branching schema will be discussed in Sections 2.7, 2.8, and 2.1O.l. 

In addition to conjoined noun phrases, subject-object pairs may also support 
a branching reading. Many speakers even find this the preferred interpretation 
of certain sentences (see Gil 1982). E.g., 

(26) Three dogs bit two men. 
'There is a set D of three dogs and a set M of two men, and each member 
of D bit each member of M' 

But do all subject-object pairs support a branching reading? From a logical 
point of view (Sher 1990), there is no reason why they should not. However, 
Liu (1990, 1992) found that the availability of branching in English is severely 
limited. For instance, no such reading is attributed to (27a, b): 

(27) a. Every dog bit two or more men. 

b. No dog bit fewer than five men. 

In this paper we are only interested in data involving plain subject-object 
pairs-that is, cases where, in distinction to Barwise's example, one quanti­
fier phrase (QP) is structurally more prominent than the other, and no item 
like all is floating around. The question is this: 

(28) What subject-object pairs support a branching reading? 
Can the availability of branching be predicted from the meanings of the 
subject and object quantifier phrases and the syntactic structure of the 
sentence? 

Interestingly, our quest leads to a reductionist answer: 

(29) Predictions concerning when subject-object pairs support a branching 
reading can be made and indeed, come for free, if no special mechanism, 
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syntactic or logical, is assumed to create that reading. Each of the 
attested branching readings is logically equivalent to some other reading 
of the sentence that we want to derive anyway. 

(30) Specifically, the branching readings of plain SVO sentences can be seen 
as special cases of either (A) scopally asymmetrical or (B) cumulative 
readings. 

This result lends support to the suggestion by May (1989) and others that 
whatever branching readings are available in natural language are to be derived 
compositionally, relying on the contribution of adverbs like all, and appeal to a 
non-Iexicalized branching schema is never necessary. We will make the following 
claims: 

(31) A branching reading (of type A) is available exactly when the following 
conditions obtain at the same time: 

i. The meanings of the quantifier phrases preclude variation in the 
given configuration. This guarantees that the relevant two sets are 
independent. 

ii. The relation denoted by the verb is distributive (in the sense that 
it is strictly between individuals and not between groups). This, 
together with the fact that one of the quantifiers is assigned scope 
over the other, guarantees that the two sets are fully connected. 

lll. The nature of the quantifiers is such that the maximality condition 
on branching is met. 

The discussion is organized as follows. Section 2.2 reviews Liu's branching 
data that this paper seeks to explain. Then the argument that most of the 
observed branching readings are logically equivalent to scopally asymmetrical 
readings is presented in two steps: Sections 2.3 through 2.5 present the intuitive 
core, and Sections 2.6 through 2.9 the formalism. Section 2.10 evaluates the 
results against alternative definitions of branching and against empirical data. 
Finally, Section 2.11 discusses the one case in which the branching reading is 
to be eliminated in favor of a cumulative reading, and concludes by raising the 
question whether the absence of genuine branching is an accidental gap in the 
semantics of English. 

2.2 Lin's generalization 

Liu (1990, 1992) conducted a careful empirical study concerning the scope 
and dependency behavior of noun phrases (NPs) in English. Her observation 
that NPs differ significantly in their ability to support inverse scope has inspired 
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several of the papers in this volume. Beyond this, she also used her data to 
formulate a generalization concerning the availability of branching readings. 

To begin with, Liu classifies noun phrases (NPs) according to their behavior 
in subject and object positions: 

(32) a. Non-specific NPs: (i) Can depend on other NPs for scope interpre­
tation, and (ii) Cannot easily make the subject scope dependent 
when they are in object position. 

b. G(eneralized)-specific NPs: All the rest. (i) Cannot be dependent 
on others and/or (ii) Can easily make the subject dependent when 
in object position. 

For instance, few books is non-specific: 

(33) At least two men read few books 

a. 'At least two men read few books, possibly different ones' 
few books can be scope dependent 

b. * 'Few books are such that at least two (possibly different) men 
read them' 
few books as 0 cannot make S scope dependent 

On the other hand, every book is G-specific: 

(34) At least two men read every book 

a. * 'At least two men read every book, possibly different ones' 
every book cannot be scope dependent 

b. 'Every book is such that at least two (possibly different) men 
read it' 
every book as 0 can make S scope dependent 

Note that the classification concerns NPs, and not NP denotations. Thus a NP 
will qualify as G-specific if it has at least one reading on which it can induce 
scope dependency in the subject while in object position. Using these criteria, 
Liu classifies NPs as follows. 

(35) Non-specific NPs: 
at least two N, more than two N, between two and five N, exactly two N, 
few N, fewer than two N, no N, neither N 

(36) G-specific NPs: 
all the N, every N, each N, most of the N, a majority of the N, some N, 
a (certain) N, the N, both N, one/two/three (of the) N 
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Turning to branching, Liu offers the following empirical generalization: 

(37) a. When both NPs of a basic transitive sentence are G-specific, the 
sentence has a branching reading. 

b. When one NP is G-specific and the other is non-specific, the sen­
tence mayor may not have a branching reading. 

c. When both NPs are non-specific, the sentence has no branching 
reading. 

For example: 

(38) Two men read every book 

(39) a. At least one man read every book 

b. Two men read few books 

(40) At least one man read few books 

can be branching 

can be branching 

cannot be branching 

cannot be branching 

But why do we encounter any restrictions, and specifically these restric­
tions? Liu does not offer an explanation, formal or informal. However, there 
is something striking about her finding that whether an NP can participate in 
a branching reading correlates precisely with whether this NP can be scopally 
dependent and whether it can induce inverse scopal dependency. Assuming 
that these are indeed the relevant terms, the following question arises: What 
is it about branching that requires the NPs that support it to have particular 
scopal properties? The fact that the branching reading requires that the sets 
associated with the two quantifiers be chosen independently suggests a track 
to follow. 

2.3 Independence and full connection: a first 
approximation 

One crucial characteristic of branching is that the sets of individuals the 
quantifiers talk about are independent: there is no variation. This contrasts 
with the prototypical cases of asymmetric scope, where either the subject or 
the object induces variation in the other. 

In Part I, we have seen, however, that there are particular choices of quan­
tifiers with which scopal asymmetry cannot amount to variation. To recap, two 
prominent cases in the increasing domain are when (i) the wide scope QP is of 
the sort John or a fireman or (ii) the narrow scope quantifier is of the sort every 
building, the (two) buildings, or Andy and Carl. This raises the possibility that 
in the plain subject-verb-object cases that Liu examined, branching readings 
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are but special cases of scopally asymmetrical readings. This is the insight that 
this paper explores. 

A second crucial characteristic of branching is that the two sets are fully 
connected. Are two independently chosen witness sets necessarily fully con­
nected by the relation denoted by the predicate? Obviously not. Cases of 
cumulative and collective quantification are counterexamples (Scha 1981): 

(41) (At least) two firemen put out (at least) three fires. 'Altogether two 
firemen put out fires, and altogether three fires were put out by them' 

(42) Two firemen put out every fire. 'Two firemen as a collective put out 
every fire' 

However, if one quantifier takes wide scope over the other and the relation 
between them is strictly distributive, then full connection is automatic. To see 
this, consider the kind of diagram that the method outlined in (6) produces: 

(43) 

• W 1 of narrow scope G 

*--t-------__ ir--t. 
• 

W 2 of narrow scope G 
*~t=-----------t-. 

• 
W 1 of wide scope F 

This is the general case, where witnesses of G vary with the elements of some 
witness of F. Here the fact that F takes scope distributively over G entails that 
there is a witness of F such that each member of it is linked to each member 
of a possibly different witness of G. But we are considering special cases where 
the relevant witnesses for G are identical. Hence each member of F's witness 
is linked to each member of G's witness, which amounts to full connection. 

In sum, we have shown that in the intuitively most accessible cases, an asym­
metric scope relation involving a distributive predicate and particular choices of 
quantifiers inescapably yield a reading that is equivalent to a branching reading. 
Below we demonstrate that similar equivalences exist in other, intuitively less 
accessible cases as well. So, the question arises whether there are convincing 
cases of branching left without an asymmetric equivalent. We argue that there 
is only one type left, which, however, is known to have a cumulative equivalent. 
We conclude that the branching reading is never a genuine, separate reading 
of plain SVO sentences. Correspondingly, precise predictions concerning what 
pairs of quantifiers support "branching" come from establishing exactly when 
a scopal or a cumulative reading is equivalent to a branching one. 
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The Sections 2.6 and onward are concerned with substantiating this claim 
in more formal terms, also taking the maximality condition into account. Prior 
to that, however, we examine two issues to increase the initial plausibility of 
the enterprise. 

2.4 Linear order: The role of scope restrictions 

By every logician's definition, the polyadic branching schema is indifferent 
to the order in which the quantifiers occur in the sentence. Thus, if (44) has a 
branching reading, (45) is predicted to have one, too: 

(44) More than one but fewer than six dogs bit every lion. 

(45) Every lion bit more than one but fewer than six dogs. 

Consider the two diagrams in (46), which are mirror images of each other, 
corresponding to the fact that (44) and (45) only differ in that subject and 
object are interchanged. Applying the appropriate definition (Sher's) to the 
quantifiers denoted by every lion and more than one but fewer than six dogs, 
(44) is predicted to have a reading which is true in (46a), and (45) to have a 
reading true in (46b). 

(46) a. 

b. 

D3 , ... , 1,000 

The prediction is not borne out: (44) is true of (46a) , but (45) has no reading 
on which it is true of (46b). The fact that Ln is linked to 1,000 dogs does not 
affect (44) but falsifies (45). 

The fact that switching the subject and the object affects the availability of 
the branching reading indicates that there is something fundamentally wrong 
with deriving that reading in a way that is inherently insensitive to the (linear, 
or c-command) order of the two quantifiers. 

Our proposal, on the other hand, accounts for the contrastive behavior of 
(44) and (45) in a natural way. Recall that we are proposing that alleged 
branching readings are in fact special cases of others: in the present case, the 
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asymmetric scopal reading is a possible candidate. What we find is that (44) 
has a relevant scopal reading that is true in (46a) , but (45) has no scopal reading 
true in (46b). 

Specifically, every lion denotes a principal filter, and more than one but 
fewer than six dogs a non-negative quantifier. As we shall show in (72), this 
combination guarantees that the subject wide scope reading of (44), 'there are 
more than 1 but less than 6 dogs such that each bit every lion,' is equivalent 
to a branching reading. (44) also has the 0 > S reading, 'every lion was bitten 
by a possibly different set of more than 1 but less than 6 dogs,' which is not 
branching and is irrelevant now. 

In the case of (45), the branching reading would be equivalent to the 0 > S 
reading. But (45) simply has no 0> S reading! The fact that modified numeral 
QPs like more than one but fewer than six dogs in object position do not take 
scope over the subject exemplifies one of the standard restrictions observed by 
Liu (1990): 

(47) Every lion bit more than one but fewer than six dogs. 

a. 'every lion bit a possibly different set of more than 1 but less than 
6 dogs' 

b. * 'there are more than 1 but less than 6 dogs such that each was 
bitten by every lion' 

The fact that the absence of a particular scopal reading correlates with 
the absence of the logically equivalent branching reading confirms that the 
branching reading has no independent source: it is an epiphenomenon. 

2.5 Bare indefinites 

To cover Liu's core data, some new assumptions need to be made concerning 
bare (= non-modified) indefinites. As Liu observes, bare indefinites pattern 
with universals and definites in supporting a branching reading: 

(48) a. Two or more kids climbed every tree. 

b. Two or more kids climbed three trees. 

c. Two or more kids climbed five or more trees. 

"branching" ok 

"branching" ok 

no "branching" 

The easiest account of these facts is to postulate a principal filter reading for 
bare indefinites. This reading comes closest to Fodor and Sag's (1982) notion 
of a referential indefinite. Similarly to the case with a definite, the quantifier 
three trees on this reading talks about a set consisting of three trees that we 
"have in mind." This notion of referentiality is conceptually distinct from En<;'s 
(1991) specificity, for instance. For En<;'s purposes, three trees or even any three 
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of the trees is specific if we know what superset we are drawing from. On the 
other hand, three trees denotes a principal filter if the three trees themselves are 
fixed. (Specificity in Enc;'s sense may pragmatically increase the noun phrase's 
ability to denote a principal filter.) 

This account is not entirely correct, however. Consider the following (Cor­
mack and Kempson's 1991 remarks point in the same direction): 

(49) Every teacher saw that two or more kids climbed three trees. 

On the account just proposed, (48b) has a branching reading when two or more 
kids takes wide scope but three trees denotes a principal filter. This predicts 
that when the complement clause in (49) has a branching reading, the kids 
may vary with the teachers but the trees may not. That is, all the teachers 
must have seen climbings of the same three trees, although they may have 
seen different kids climb them. But this prediction is false. For instance, the 
sentence may describe a situation in which each teacher saw two or more of his 
own pupils climb three of his own trees: 

(49') 

It is not necessary for the trees not to vary with anything, which is what the 
principal filter interpretation requires. It suffices if the trees do not vary with 
the kids; and of course the kids must not vary with the trees, either. Notice 
that the standard treatment of three trees cannot possibly yield this result. If 
the sentence is assigned an S > 0 reading, the trees will vary with the kids; 
and if it is assigned an 0 > S reading, the kids will vary with the trees. What 
we need, intuitively, is a "relative principal filter" interpretation for the narrow 
scope quantifier. 

As Martin Honcoop (p.c.) points out to us, a straightforward way to obtain 
"relative principal filters" is to assume that three trees here is a principal filter 
denoter which, however, contains a phonetically null bound variable pronoun, 
so that (49) has an interpretation comparable to Every teacher saw two or more 
kids climb the three trees in his yard. But the same insight may be captured 
without making this particular syntactic claim. 

We may adopt some basic assumptions of Discourse Representation Theory 
as in Kamp and Reyle (1993). Syntax proper and semantics proper are me­
diated by a level of discourse representations. A bare indefinite introduces a 
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set (or a plural individual) referent. This referent may be placed either into 
the universe of the DRS that corresponds to the indefinite's place in syntactic 
structure or into the universe of any superordinate DRS. Finally, representa­
tions make explicit when a predicate is distributive with respect to a particular 
argument slot. Below is a Kamp and Reyle style representation of (49), sim­
plified by not spelling out the contribution of x saw that. 

In (50), the referent Y (and, as required by Kamp and Reyle, its associated 
conditions) is not introduced into the default DRS which contains z climbed 
y but, instead, into a superordinate one. Notice that introducing Y into a 
superordinate DRS does not assign wide scope to it over 'T/ in the traditional 
sense: kids do not vary with trees. This is due to the fact that the choice of 
the set (plural individual) Y is dissociated from distributivity, and hence from 
variation. This is unlike traditional generalized quantifier theory, where the 
two cannot be dissociated. 

In this framework there is no need to postulate a separate principal filter 
reading for a bare indefinite. When the set (group) referent of a bare indefinite 
is introduced at least as high as the referent of some noun phrase NP that is 
syntactically more prominent and thus has already been processed by the DRS 
construction rules, the indefinite behaves like a principal filter with respect to 
that NPj when it is introduced into the main DRS, it behaves like a principal 
filter par excellence. 

(50) 

[x saw that:] 

Y1) 
trees*(Y) 
IYI = 3 

x 
==> z 

teacher(x) 
kid(z) 

1)= ~z 

~ z climbed y 

11)1 ::::: 2 

According to the analysis in (50), three trees functions as a "relative prin­
cipal filter." It is not a true principal filter because its referent Y is not in 
the outermost box. But it has a fixed referent in the right hand side box in 
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which two or more kids is processed, and this is all we are interested in for the 
purposes of branching. 

To summarize, it turns out that the notion of a (genuine) principal filter is 
somewhat too demanding for our purposes; a relative principal filter suffices. 
In the interest of simplicity, however, we will continue to phrase our discussion 
of the conditions for branching in terms of principal filters, without adding the 
qualification "relative" all the time. 

Another important question that arises here is whether we are only invok­
ing DRT in order to solve the problem bare indefinites pose for branching. 
The answer is No. Beghelli and Stowell (1996) and Beghelli (1996) propose 
an empirical theory of quantifier scope, and Szabolcsi (1996) argues that their 
treatment of bare indefinites is essentially equivalent to adopting those assump­
tions of DRT that we appealed to above. This means that the main claim of 
our paper remains in effect: Each of the attested branching readings is logically 
equivalent to some other reading of the sentence that we want to derive anyway. 
Also, the claim that branching readings in plain SVO sentences can be seen as 
special cases of either scopally asymmetrical or cumulative readings remains 
true. We just need to add the qualification that the proper treatment of scope 
itself needs to go beyond traditional generalized quantifier theory. 

Note, finally, that there is an even more radically semantic approach to scope 
in general and to problem this section has been concerned with in particular, 
namely, the one proposed in Farkas (1996) in terms of evaluation indices. 

2.6 Independence in the general case 

Let us begin by spelling out some of the reasoning in Part I in more precise 
terms. Variation can be formulated as in (51). (This specific formulation was 
suggested to us by F. Moltmann.) If the two quantifiers of a sentence are F 
and G and the relation denoted by the verb is R, (F> G)(R) is the wide scope 
F reading. 

(51) (F > G)(R) is capable of exhibiting variation if it is not the case that 
in every model where (F > G)(R) is true, the following holds: 

For every witness Wl of F, for every x, z E Wl, 

for every witness W2 of G, for every y, v E W2, 

((x,y) E Rand (z,v) E R) -+ ((x,v) E R and(z,y) E R) 

In words: When there is variation, it need not be the case that whatever 
books one fireman read are the same as whatever books other firemen, if any, 
read. (Of course, a model may be too small to bear out potential variation.) 

Spelling out the condition in (51), we derive the condition in (52): 
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(52) For F > G to exhibit variation, there must be a model where (F > G)(R) 
is true, but 

((x,y) E Rand (z,v) E R) -1+ ((x,v) E Rand (z,y) E R) 

i.e., we need both 
(a) x i= z within the same witness of F, and 
(b) y i= v that distinguish two witnesses of G. 

A quantifier F that cannot induce variation is one that never has two distinct 
elements x and z in its witness. This obtains when F has a unique witness and 
it is empty, e.g. no dog; or when F's witnesses are all singletons, e.g. John, this 
man, John and no one else, and exactly one man. A combination occurs with 
fewer than two men. 

Note though that we only need to exclude variation that is "relevant" in 
view of the meaning of the quantifier. F's like a man, some man, at least one 
man have witnesses with more than one element but, since these quantifiers 
are increasing, the extra elements never make a difference. We can redefine 
the range of harmless quantifiers as those that have only singleton witnesses 
or are increasing and have singleton minimal witnesses. (Note that we cannot 
in general restate (52a) in terms of minimal witnesses. This would let all 
decreasing quantifiers in, since they all have the empty set as their minimal 
witness.) 

A quantifier G that cannot vary is one that does not have two distinct 
witnesses. This obtains when G has a unique witness. This unique witness 
may be empty, as with no man, or non-empty, as with John and Mary and no 
one else on the one hand and with John and Mary, every man and the(se) men 
on the other. In these latter core cases, G "talks about" some fixed individuals, 
a notion neatly formalizable using the concept of a principal filter. 

(53) The quantifier G is a principal filter iff it is ofthe form >.P[A ~ PJ, with 
A non-empty, i.e., the properties (sets) that are elements of G are the 
supersets of a particular set A. A, which is also the unique witness of 
G, is called its generator set. 

Names, universally quantified NPs, semantic definites, and their conjunc­
tions are well-known principal filters. The quantifier John and Mary talks 
about the set {john, mary}. Every man talks about the set of men.3 These 
two men talks about a set consisting of the two men we are pointing at, e.g., 
{peter, frank}. (Deictic these two men resembles pronouns in that its interpre­
tation depends on the context (assignment, pointing), but in each context it 
talks about a unique set of individuals.) 

3In some models every man may have an empty witness. We may choose to ignore these. 
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Prior to going further, let us note that in developing our argument it is 
crucial that we used witness sets, rather than elements, of quantifiers. Recall 
that an element of a quantifier may contain entities that do not belong to the 
smallest live-on set, i.e. the restrictor, of the quantifier. E.g., an element of 
every dog may contain cats and fire engines. Observe now that neither the 
ability to induce variation nor the ability to vary can be sensibly captured in 
terms of elements. Say, we have Two lions bit every dog. Suppose L1 bit every 
dog and an old cat, while L2 bit every dog and a young cat. Then the pertinent 
elements of every dog vary with the lions. This type of variation however is an 
artifact of the use of elements: it is never linguistically relevant. 

2.7 The equivalence of scopal asymmetry and 
branching: the increasing case 

When R is distributive, (F > G)(R) with no variation exhibits "indepen­
dence and full connection." Does this yield logical equivalence with branching? 
It depends on what exactly our definition of branching is. We will write the 
branching reading as (F x G)(R). 

The definition of (F x G)(R) with two monotonic increasing generalized 
quantifiers is easy: it really involves nothing but independence and full con­
nection. Technically, the latter means that the sets that are linked form a 
cross-product. 

(54) Jf X and Yare properties (= sets), their cross-product X x Y is the set 
of all pairs (x, y) such that x is an element of X and y is an element of 
Y. 

(55) Branching, MONt-MONt (Barwise 1979): 
For A and B that are monotone increasing quantifiers, (A x B)(R) is 
defined as 3X3Y[X E A&Y E B&X x Y ~ R] 

Read: There are two sets, X and Y, such that X is an element of the generalized 
quantifier A, Y is an element of B, and the cross-product of X and Y is 
contained in the relation R denoted by the verb. 

In view of our considerations above, it is easy to see that within this domain, 
(F x G)(R) is equivalent to (F > G)(R) whenever F's minimal witnesses are 
singletons or G has a unique witness. For example: 

(56) A dog bit three or more men. [S > 0] 
'There is a set X that contains a dog and a set Y that contains three or 
more men, and each element of X bit each element of Y' 

(57) Three or more dogs bit five menfilter. [S > 0] 
'There is a set X that contains three or more dogs and a set Y that 
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contains five particular men, and each element of X bit each element of 
Y' 

It is interesting to mention here that Westerstahl (1992) proves the following 
theorem for finite models: 

Q1> (58) When Q1 and Q2 are MONt and 180M, is equivalent to Q1Q2 
Q2 

iff Q1 = :3 or Q2 = v. 

(Read: when Q1 and Q2 are increasing and have isomorphy (= topic-neutrality, 
quantity), the branching reading is equivalent to the wide scope Q1 reading iff 
Q1 is the existential or Q2 is the universal quantifier.) 

Notice that the reasoning that we presented above offers a simple intuition 
for why Westerstahl's theorem holds. Among the quantifiers that Westerstahl 
chooses to consider, the existential is the one with singleton minimal witnesses 
and the universal is the one with a unique witness. This explanation is inter­
esting because it suggests how (58) generalizes to other quantifiers. 

2.8 A general definition of branching 

There is full agreement in the literature that (55) captures what the branch­
ing of two increasing quantifiers means. But once we turn to other quantifiers, 
we find disagreement concerning both for what cases branching can be defined 
and how it should be defined. The disagreement has two kinds of source: techni­
cal difficulties involved in providing a general definition and intuitive differences 
in how some cases should be evaluated. 

Barwise (1979) defines the branching of two monotonic decreasing general­
ized quantifiers as follows: 

(59) Branching, MON-!--MON-!- (Barwise 1979): 
For A and B that are monotone decreasing quantifiers, (A x B)(R) is 
defined as :3X:3Y[X E A&Y E B&(Rn (A x B)) ~ X x Yj 

(60) Fewer than ten dots and fewer than six stars are all linked by lines. 

(59) interprets (60) as follows: we have a set X containing fewer than ten dots 
and a set Y containing fewer than six stars, and whatever dots and stars are 
linked by lines are pairs drawn from X and Y. 

The difference between (55) and (59) is due to the increasing versus decreas­
ing nature of the quantifiers involved. It is exactly parallel to the difference 
in how Three men walk and Fewer than ten men walk can be expressed using 
formulae that begin with "There is a set X ... ". 
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(61) Three men walk 
3X[X E THREE-MEN & X <;;; (WALK n MAN)] 

(62) Fewer than ten men walk 
3X[X E FEWER_THAN_TEN~EN & (WALK n MAN) <;;; X] 

The increasing (61) merely states that the three men are walking men; it allows 
any number of further men to walk. The decreasing (62) requires that the fewer 
than ten men be all the walking men that there are-we call this a maximality 
condition. Exactly two men walk with a non-monotonic quantifier also requires 
a maximality condition; it would be expressed using (WALK n MAN) = X.4 

Of course, the meanings of these sentences can be formalized in other ways 
as well, not beginning with "There is a set X .... " On the other hand, the 
branching readings must be formalized in this way. Beginning the definitions 
with "There are two sets, X and Y, ... " ensures that the sets are chosen 
independently. 

Going further, Westerstahl (1987) attributes to van Benthem a branching 
schema for certain non-monotonic quantifiers (naturally, with X x Y = R) and 
himself proposes a general schema that applies to all continuous quantifiers. 

Recall that we are interested in the definition of branching because we wish 
to examine the equivalence of scopal and branching readings in full generality. 
This means that we need a single definition, or a battery of definitions, that 
applies to all nine monotonicity combinations of two quantifiers. But the fact 
that the three monotonicity schemata differ in having <;;;, ;2 or = between X x Y 
and the restricted R already indicates that the problem is not trivial. The first 
attempt to overcome the difficulties is quite recent: Sher (1990). 

Sher's definition is fully general and consists of two parts: the first part is 
essentially identical to the definition for two increasing quantifiers, and the sec­
ond part imposes a maximality condition in order to take care of the decreasing 
and the non-monotonic cases. Her original version is as follows (P1 and P2 are 
the common nouns of the two NPs): 

(63) (Q1 x Q2)(R) is defined as 
(3X)(3Y)[(Q1X)XX & (Q2Y)YY & X x Y <;;; R & 
(V'X/)(V'yl)(X X Y <;;; XI X yl <;;; R <;;; P1 X P2 --+ X X Y = XI x yl)] 

Since this is the definition we will use, let us consider it in some detail. First 
of all, we will modify it slightly: 

(64) Branching (a slight modification of Sher 1990 
Let F and G be generalized quantifiers whose smallest live-on sets are f 

4In the increasing case it makes no difference whether we write X C WALK or 
X <; (WALK n MAN). Similarly, in (55) we might have written X x Y <; (R n (A x B))j the 
restriction was omitted for the sake of simplicity. 
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and g, respectively, and R a restricted relation such that Dom(R) ~ f 
and Ran(R) ~ g.5 The branching reading (F x G)(R) is true iff 
3X3Y[X E F & Y E G & X x Y ~ R & 
VX'VY'[X x Y ~ X' x Y' ~ R * X x Y = X' x Y']]. 

The working of (64) can be exemplified as follows: 

(65) Exactly two dots and more than two stars are all linked by lines. 
'There is a set X containing exactly two dots and a set Y containing 
more than two stars such that (i) X x Y ~ R, i.e., each dot in X is 
linked to each star in Y and (ii) X x Y is not part of any bigger X' x Y' 
in the dotJinks-star relation' 

(64) differs from (63) in both a formal and a (minor) substantial respect. The 
formal difference is that (64) is stated using the formalism of generalized quanti­
fier theory. The substantial difference is that in (63) the relation R is restricted 
by the sets PI and P2 denoted by the common nouns of the relevant two noun 
phrases, while in (64) it is restricted by the smallest live-on sets of the corre­
sponding generalized quantifiers. Since in most cases the common noun sets 
and the smallest live-on sets are identical, the change may seem insignificant 
(although natural: in a semantic definition, we use a semantic, not a syntac­
tic, notion). However, a noun phrase like John contains no common noun but 
[John] has a smallest live-on set (in this case, {john}), so (64) becomes ap­
plicable to it. Furthermore, in the case of principal filters like these two men 
the smallest live-on set (for instance, {john, bill}) is smaller than the common 
noun set (MAN). We will see that here our semantic definition gives the desired 
results. 

Let us see how (64) handles the non-monotonicity of exactly two dots in (65). 
The schema first guarantees that two appropriate sets are chosen independently 
and their members are fully connected. If we stopped here, however, (65) would 
be accepted as true in the following situation (if there are altogether three 
stars): 

(66) 

Condition (ii) excludes this. It requires that the cross-product that we use to 
verify (i) be the largest such, in the sense that it must not be properly contained 
in a larger cross-product within the same relation. 

Does the maximality condition affect the increasing quantifier more than 
two stars? It does not. If in fact there were ten stars in the cross-product 

5If F is the denotation of the object, and G of the subject, then R is the (restricted) 
converse of the relation denoted by the verb. 
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and we chose a Y that contains only, say, three stars, the sentence would be 
predicted to be false; but nothing prevents us from choosing Y to contain ten 
stars in the first place. In general, it follows from the notion of increasingness 
that it is insensitive to this kind of maximality condition. Hence, when both 
quantifiers are increasing, Sher's and Barwise's definitions coincide. 

Sher differs from Barwise on decreasing quantifiers, however. While Bar­
wise's (59) defines a reading that is equivalent to what has come to be called a 
cumulative reading (Scha 1981), Sher's definition gives a different reading. 

(67) Fewer than three dots and fewer than three stars are all linked. 

:><: 
Barwise's definition renders the sentence false in this situation. We have two 
independent cross-products; we have to choose one of them. But whichever we 
choose does not exhaust the dotJinks-star relation: the relation contains the 
pairs coming from the other cross-product, too. Sher's definition, on the other 
hand, renders the sentence as true: it only requires one X x Y that has the 
desired size and it not part of any bigger X' x Y'. And there are even two such. 

In the same way, Sher's definition renders both of the following sentences 
with non-monotonic quantifiers true in the above situation: 

(68) Exactly one dot and exactly one star are (all) linked. 

(69) Exactly two dots and exactly two stars are all linked. 

Spaan (1992) accepts Sher's treatment of (67), however, he does not share 
Sher's intuition that (68) and (69) can be simultaneously true. He proposes 
that maximality should be defined not in terms of subsets but in terms of 
cardinality. His definition forces us to choose the biggest cross-product, in this 
case, the one involving two dots and two stars. This makes (69) true and (68) 
false. 

On the other hand, Spaan explicitly agrees with Sher that (67) is true in the 
following situation, where all the independent cross-products have the desired 
size: 

(70) :><: 
:><::: 

But Schein (1993, Ch. 12) argues that there are various linguistic examples 
that require a cross-product and are thus reasonably expected to fall under the 
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heading branching and are false here, contra Sher's (and Spaan's) contention. 
For instance:6 

(71) a. Fewer than three dots are linked to fewer than three stars, pairwise 
completely. 

b. Exactly two dots are linked to exactly two stars, pairwise com­
pletely. 

In sum, we have noted that in certain cases Sher's results differ from what 
Barwise or Spaan or Schein would find desirable. If they are correct, her (64) is 
somewhat too permissive. Can we still take (64) to be our etalon of branching 
when we examine plain SVO sentences? We believe that we can. Recall that we 
will be interested in what scopal readings of plain SVO sentences are equivalent 
to branching readings. As Section 2.10.1 will demonstrate, it turns out that 
in the cases where the four authors differ there are no equivalences anyway, 
wherefore the differences are immaterial to us.7 There is one relevant difference, 
namely, Sher's treatment of the branching of two non-monotonic quantifiers 
differs from van Benthem's. In Section 2.11 we will submit that here Sher is 
correct. 

2.9 The general equivalence of branching and scopal 
asymmetry 

The main novelty of Sher's definition is that branching has three compo­
nents: independence, full connection, and a separate maximality condition. 
The main theme of this section is how this third factor narrows down the range 
of scopal readings that are equivalent to a branching one. 

In this paper we do not attempt to offer a beautiful formal result concerning 
the branching/scopal equivalence. Instead, we offer a kind of catalogue of 
the cases of equivalence whose correctness is easy to check using the basic 
definitions. We state it as a sufficient condition, but we conjecture that it is 
both sufficient and necessary. 

(72) Equivalence of (64)-branching and scopal asymmetry: 

(i) If either F or G is a principal filter generated by a singleton, then 
(F> G)(R) and (F x G)(R) are equivalent irrespective of what the 
other quantifier is. In all other cases there is some qualification on 
the other quantifier to ensure the equivalence: 

6Schein himself does not propose a definition of branching. 
7We therefore opt for Sher's definition, which is the simplest and most general; Spaan's is 

restricted to the cases where X and Yare not empty. 
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(ii) If F is upward monotonic with singleton minimal witnesses, equiv­
alence holds if G is upward monotonic. 

(iii) If G is a principal filter, equivalence holds if F is non-negative. 

(iv) If G has a unique empty witness, equivalence holds if F is a prin­
cipal filter. 

We will now systematically employ the notions of variation and maximality 
in giving a hint of why (72) is true. 

In the examples the quantifier that guarantees no variation will be printed 
in bold face; our question is what restrictions need to be imposed on the other 
quantifier. 

The cases in which the wide scope quantifier F cannot induce variation 
include the following: 

(73) a. MONt with singleton minimal witnesses: 

filter: John, this man, one ma11filter 

non-filter: at least one man, one or more men 

b. -MON with singleton (minimal) witnesses: exactly one man 

c. MON..!- with a unique empty witness: no man 

d. MON..!- with singleton or empty witnesses: fewer than two men 

When F is a principal filter generated by a singleton set, maximality is 
automatically guaranteed, because the relation R is restricted to F's smallest 
live-on set, which is the singleton itself. Thus we are not allowed to consider 
pairs beyond those that have the unique element of the singleton as one of their 
members. 

(74) Fido bit few/exactly two/at least two men. 

This is the first case where our modification of Sher's original (63) makes a 
difference. There are several further cases to follow. 

When F is an increasing singleton though not a filter, no restriction needs 
to be imposed on G as long as it is upward monotonic. G may be able to vary, 
because the variation F induces is irrelevant. But consider the following: 

(75) a. At least one dog bit exactly two men. 

b. At least one dog bit fewer than three men. 

~::~D' 
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(75a, b) are true here on the S x 0 reading: there is a maximal cross-product 
containing exactly two/fewer than three men. But the S > 0 reading is false, 
since individually, neither dog bit exactly two/fewer than three men. 

When F is a non-monotonic singleton, equivalence fails unless G is a prin­
cipal filter: 

(76) a. Exactly one dog bit at least two men. 

b. Exactly one dog bit John and Bill. 

Here (76a) is false on the S > 0 reading but true on the S x 0 reading since, as 
we have seen, Sher allows us to ignore the existence of other independent cross­
products. This kind of problem does not arise for (76b), since R is restricted 
to the set {john, bill}. 

When F is decreasing and does not induce variation, equivalence holds only 
when G is a singleton filter, as in No/fewer than two dogs bit John. 

(77) a. Fewer than two dogs bit John and Bill. 

b. Fewer than two dogs bit few men. 

c. Fewer than two dogs bit at least two men. 

If in fact exactly one dog bit the said men, we already know from the previous 
example that only (77a) with a filter has a chance. But if no dog bit John and 
Bill, we can fail again. See the discussion of (79). 

Notice that if someone chooses to interpret fewer than two men as 'fewer 
than two, but not zero, men,' then (s)he regards it synonymous with exactly 
one man, that is, the quantifier is non-monotonic, so the reasoning for (76) 
applies. 

Let us now turn to the cases where the narrow scope quantifier G cannot 
vary: 

(78) a. MONt with unique witness = principal filter: John, John and Mary, 
the{se) men, every man, two menfilter 

b. -MON with unique witness: John and Mary and no one else 

c. MON + with unique witness: no man 

That G is a principal filter does not guarantee equivalence in general. E.g., 

(79) a. No dog bit every man. 
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b. Fewer than three dogs bit every man. 

D 3 • .Ie M3 

Both sentences are true here on the S > 0 reading, but not on the S x 0 
reading. The reason is that 0 x {Ml' M 2 , M 3 } = 0 would only be maximal in 
the dog_bit_man relation if the latter were empty, too: here it is a subset of 
{Dd x {Ml,M2 }. 

One way to avoid this problem is to make G a singleton filter. No/fewer 
than three dogs bit John is safe, because the whole generator set of the principal 
filter is affected uniformly. (A similar effect would arise if G were a group.) 
Another possibility is to require F to have no empty witness, i.e, to make F 
non-negative: either non-monotonic or increasing. 

(SO) a. Few but not zero dogs bit every man. 

b. Exactly two dogs bit every man. 

c. At least two dogs bit every man. 

The reasoning that shows that (SOa, b) yield equivalence is parallel to that for 
(76b), and the fact that (SOc) with an increasing F yields equivalence is already 
familiar. 

When G has a unique witness but is non-monotonic, equivalence obtains 
only when F is a singleton filter: 

(SI) a. Fido and Spot bit John and Mary and no one else. 

b. Fido bit John and Mary and no one else. 

c. Spot bit John and Mary and no one else. 

FidO~JOhn 
Spot Mary 

Bill 

(Sla) is false here on the S > 0 reading but true on the S x 0 reading. The 
fact that Spot bit Bill, too, matters for S > 0 but not for S x 0: given that 
Fido didn't bite Bill, there is no larger cross-product. On the other hand, (SIb) 
is true and (SIc) is false on both readings. 

Finally, if G has a unique empty witness, F needs to be a principal filter: 

(S2) a. Few dogs, if any, bit no man. 
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b. Exactly two dogs bit no man. 

c. At least two dogs bit no man. 

d. Fido and Spot bit no man. 

Suppose S > 0 is true. Then the set of dogs who bit no man is a witness W of 
F. In all four cases W x 0 = 0, but in (81a, b, c) this is not necessarily maximal 
in the dog_bit-Illan relation, which can happen to be non-empty. In in (81d), 
on the other hand the restricted relation is {fido, spot} _bit_man, which must 
be empty if S > 0 is true. 

With this we have concluded the discussion ofthe cases summarized in (72). 

2.10 Evaluation of alternatives 

In this section we compare our proposal with three different kinds of alter­
natives. First, we argue that choosing Sher's definition of branching did not 
distort our picture. Second, we show that our results compare well with Liu's. 
;Third, we comment on certain variations in speakers' judgments. 

2.10.1 Sher versus Barwise/Spaan/Schein 

Our first task is to justify the choice of using Sher's definition of branching, 
despite its divergence from Barwise's, Spaan's, or Schein's claims at various 
points. Here we are not claiming that Sher is more correct than the others 
(although she may be); what we are claiming is that the divergences make 
almost no difference in connection with the scopal/branching equivalence. 

The typical cases where Sher's predictions differ from those of the others 
involve cases in which the quantifiers are decreasing or non-monotonic, and 
there is more than one cross-product in the model, cf. the discussion above of 
(67), (68), and (71). We argue that these cases make no difference since the 
corresponding SVO sentences, below, would not exhibit a scopal/ branching 
equivalence, anyway. 

(68')-(71') Exactly two dots are linked to exactly two stars. 

(67')-(71') Fewer than three dots are linked to fewer than three stars. 

The reason is precisely that the S > 0 reading always allows variation here: 
different dots may be linked to different sets of stars. In the non-monotonic 
case, the S > 0 reading does not require for there to be even a single cross­
product of the desired size. In the decreasing case the S > 0 reading may 
be true without anyone of the cross-products being exhaustive of the relation 
(Barwise) or without the biggest cross-product (Spaan), or even any maximal 
one (Sher) being small enough. 
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Likewise, it is important to point out that the fact that the special branching 
schema "overgenerates" cannot be blamed on Sher's innovations: returning to 
even the most conservative definition, such as Barwise's, would not eliminate 
the empirical problem. 

(83) contains two upward monotonic quantifiers. As has been mentioned, 
everybody's branching schema covers this case and interprets it in the same 
way (a). However, the branching paraphrase is not equivalent to either of the 
scopally asymmetrical paraphrases (b) and (c), whence our proposal predicts 
that (83) has no branching reading. 

(83) At least two dogs bit more than two men. 

a. 'There is a set containing at least two dogs and there is a set con­
taining more than two men, and each of these dogs bit each of these 
m~' =SxO 

b. 'There are at least two dogs each of which bit a possibly different 
set of more than two men' = S > 0 

c. 'There are more than two men each of which was bitten by a pos-
sibly different set of at least two dogs' = 0 > S 

Consider the truth of (83), and the truth ofthe paraphrases, in situation (84): 

(84) 

~~~:~ 
M3 

M4 

(83b) is true in (84), while (83a) and (83c) are false. The sentence itself, we 
claim, is just true here. If this is correct, then (83) lacks both the S x 0 reading 
and the (non-equivalent) 0 > S reading. 

But there are two branching cases proposed in the literature that we do not 
derive: 

(85) No one loves no one. 

(86) Exactly five men love exactly six women. 

We return to these in Section 2.11. 



Variation, Distributivity, Branching 61 

2.10.2 The asymmetric/branching equivalence versus Liu 

How do our results compare with Liu's findings? Let us begin by listing a 
sample of sentences which, according to (72i-iv), should be perceived as having 
a branching reading a la (64). The quantifiers that guarantee independence are 
printed in bold face; recall that restrictions on the others are due to maximality. 
For simplicity's sake, the examples rely on the S > 0 reading. 

(87) SINGLETON FILTER> ANYTHING 

every man 
Fido few, if any, men 
A dogfilter 

bit more than two but fewer than six men 
John and Bill and no one else 

(88) ANYTHING> SINGLETON FILTER: 

Every dog 
Few, if any, dogs 
More than two but fewer than six dogs 
Fido and Spot and no other creature 

(89) UPWARD SINGLETON> UPWARD 

At least one dog bit 

bit 

(90) NON-NEGATIVE> PRINCIPAL FILTER: 

More than six dogs 
Exactly one dog 
Few but not zero dogs 

bit 

John 
a manfilter 

every man 
more than six men 

every man 
John and Bill 
two dogsfilter 

(91) PRINCIPAL FILTER> UNIQUE EMPTY WITNESS: 

The dogs 
Fido and Snoopy 
Two dogsfilter 

bit no man 

According to Liu, an SVO sentence is certain to have a branching reading 
if both NPs are G-specific; it mayor may not have one if one NP is G-specific 
and the other is not (here Liu offers no generalization); and it never has one if 
both NPs are non-specific. The set of Liu's G-specific NPs is coextensive with 
those that have at least one (absolute or relative) principal filter interpretation 
in our terms. 

Assuming this correspondence, our results give a fair approximation. All 
cases with two principal filters are ruled in, and only a single case of two non­
filters is. The following cases deserve to be commented on. 
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First, consider the one filter plus one non-filter cases. The "non-negative 
> principal filter" class coincides with Liu's more detailed findings. The only 
cases that may raise an eyebrow are those where a filter can be combined with a 
decreasing quantifier (see 87, 88, and 91 above). We believe that not excluding 
mixed cases from the very beginning makes our approach more convincing; it 
is in fact insightful that only such a restricted set of further cases exhibits 
equivalence. 

Next, consider the two non-filter cases, which are of the type At least one 
dog bit more than six men. Contra Liu, we are predicting that this kind of 
sentence does have a branching interpretation. But this is inescapable, since 
the S > 0 reading of this sentence is logically equivalent to a branching one 
according to everybody's definition of branching. 

These cases might indicate the existence of a gap between the logician's 
definition of branching and the pretheoretical intuition that speakers apply 
when judging whether a sentence has a branching reading. The former is purely 
denotational; the latter seems somewhat representational. Specifically, speakers 
seem to prefer cases where one or both noun phrases introduce a discourse 
referent corresponding to a witness set, according to some version of DRT or 
according to Szabolcsi (1996). 

In any event, note that we are not arguing that all these sentences have 
a genuine braching reading. On the contrary, we are arguing that in all SVO 
sentences branching is a mere illusion, due to the fact that an independently 
available reading is logically equivalent to what the branching one would be. 

Finally, the following case may seem problematic for our proposal: 

(92) Most (of the) students read two books. 

As Liu explains, this sentence has one S > 0 reading on which pairs of books 
vary with students. On the other hand, for many speakers it lacks the standard 
o > S reading on which each of the two books was read by a different majority 
of the students. Instead, it has a classical branching reading: each member of 
some fixed majority of students read each member of some fixed set of books. 
(92) may thus seem to call for irreducible branching (see also Keenan 1996). 
This conclusion is not inescapable, however. Note that two books can denote a 
filter and thus the branching reading is equivalent to an S > 0 reading, just as 
in the examples reviewed earlier. The one thing that is peculiar about (92) is 
that although most (of the) students is in general not a filter, in subject position 
it cannot become dependent on the object. This fact requires an explanation 
but need not affect the present proposaLs 

8There is one possible explanation of this fact that we are aware of: Honcoop's (1994). 
Following Ben-Shalom (1993), he suggests that inverse scope is calculated by a binary quan­
tifier. Departing from Ben-Shalom, he proposes that the wide scope quantifier contributes 
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2.10.3 Variation in judgments 

Speakers' judgments may vary with respect to certain examples. One source 
of variation is what noun phrases they are willing to interpret as principal 
filters. Everyone seems to have a filter interpretation for noun phrases with 
bare numerals like two men, and no one for, e.g. few men or more than one but 
fewer than six men. On the other hand, speakers differ somewhat as to whether 
they interpret at least n phrases and partitives as filters or not. Another source 
of variation is that some may interpret few men as non-negative 'few but not 
zero men,' at least in certain contexts. Such differences will affect whether 
At least two men saw at least six (of the) dogs and Few men saw every 
dog are classified with (90), for instance, but not the global predictions. Our 
predictions concern noun phrases interpreted as such-and-such quantifiers, not 
noun phrases as potentially ambiguous syntactic units. 

Since these interpretation options playa role in E-type anaphora and in­
verse scope, we expect the same individual preferences to show up in those 
domains. For instance, the acceptability of Evans's (1980) famous example, 
quoted in (93a), seems to hinge on one's ability to interpret few senators in 
a non-decreasing fashion, as the implausibility of the modified (93b) version 
shows. 

(93) a. Few senators admire Kennedy, and they are very junior. 

b. ?* Few senators, if any, admire Kennedy, and they are very junior. 

Or, consider the following descriptive generalization (based on our earlier 
work and on the results of the previous section): In the default case, if a direct 
object noun phrase GBl is interpreted as a principal filter, this ensures that 
(i) the sentence has an 0 > S reading and (ii) if S is non-negative, its S > 0 
reading is equivalent to a branching reading. So if a speaker accepts, say, Every 
man saw GBl on the branching reading, (s)he is expected to accept it on the 
o > S reading as well. 

2.11 Cumulative readings and conclusion 

Approaching the end of our journey, we must ask whether the cases we 
have accounted for so far cover all "branching readings" that arise in plain 
SVO sentences. Above, we have in fact anticipated the answer: they do not. 

its unique witness and the narrow scope quantifier a Skolem function to this binary quan­
tifier. He suggests that if the narrow scope quantifier is proportional, the Skolem function 
would need to be implausibly complicated and thus predicts that only intersective quantifiers 
"skolemize." NB It may seem that any theory that accommodates the fact that direct object 
two books does not take distributive wide scope over the subject will take care of the problem 
of subject most. That is true in the case of (92), but not in general, for the same rigidity 
effect is exhibited with every book in the object position. 
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Consider (94), together with its interpretation according to (64): 

(94) No one likes no one branching, a la Sher 
3X3Y[no-one(X) & no-one(Y) & X x Y ~ manJikeJUan & 
'v'X''v'Y'[X x Y ~ X' X Y' ~ manJikeJUan => X x Y = X' x Y')) 

This is a bona fide reading of (94). But it is truth conditionally independent 
of the only scopal reading, 'Everyone likes someone.' 

The unloving world reading of (94) constitutes the only unquestionable ex­
ception to the claim that existing branching readings of SVO sentences are 
equivalent to an existing scopal reading. As has been observed by Sher (1990) 
and Zwarts (1992), however, the reading in (94) is equivalent to a so-called 
cumulative reading (Scha 1981, Schein 1993). Cumulative quantifiers are also 
scopally independent, but the connection between the sets is weaker than in 
branching: it is enough for every element of X to be connected to some element 
of Y, and for every element of Y to be connected to some element of X. Fol­
lowing Zwarts's suggestion, we note that when both sets X and Yare empty, 
the requirements 'for every x, there is a y' and 'for every y, there is an x' are 
vacuously satisfied: 

(95) No one likes no one cumulative, ala Scha 
'Exactly zero humans like humans, and exactly zero humans are liked 
by humans' 

Thus it seems quite natural to regard this reading as a special case of cumulative 
quantification.9 

The last case to consider is (96). Van Benthem defines a branching reading 
for two non-monotonic quantifiers of the exactly-type. Applied to (96'), this is 
not equivalent to any scopal reading, but it also differs from Sher's branching 
reading and Scha's cumulative reading of (96).10 

(96) Exactly two dogs bit no more and no fewer than three men. 

(96') 3X3Y[ex. two_dogs(X) & ex. threeJUen(Y) & dog_bit JUan = X x Y) 

(96') is false in all of the following situations. The S > 0 reading of (96) would 
be true in (97a), its cumulative reading in (97b), and its Sher-style branching 
reading in (97c). As compared to (97c), (96') excludes the presence of D 3 . 

gOr of resumptive quantification, cf. May (1989). 
lOIn the example, we replaced the second exactly-phrase with a no more and no fewer­

phrase, because we felt that the judgment is clearer in this way. The change cannot make a 
difference from van Benthem's point of view, since the two phrases are equivalent. 
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(97) a. 

D'~M' D2 M2 

M3 

M4 
b. 

Dl • 'I,Ml 

D2~M2 
M3 

c. 

D'.~'M' • D3 

*M2 

D2 • * M3 

If empirical judgments confirm that (96') exists as a separate reading, then 
it alone necessitates the use of a specific branching schema, all our previous 
arguments notwithstanding. Our own judgment is that (96') is stronger than 
what (96) ever requires. (We believe that (96) just has an S > 0 reading and 
a cumulative one.) 

With these observations, we take it that the data are compatible with our 
general claim: 

(98) Simple SVO sentences have a branching reading only when that read­
ing is logically equivalent to another, independently justified reading, 
namely, a scopally asymmetrical or a cumulative one. 

This conclusion is based strictly on the workings of a particular sentence type 
and thus says nothing about the necessity of a special branching schema in 
others. However, consonant suggestions have been made about other sentence 
types. May (1989), Krifka (1991), Schein (1993), and van der Does and Verkuyl 
(1996), each of whom examines different data than we do, suggest either that 
alleged branching cases are due to contextual factors or that branching is to 
be derived compositionally, relying on the contribution of conjunction or of 
adverbs like all, and an independent branching schema is never necessary. Our 
result can be seen as adding one more piece to the puzzle. But since no one 
has pulled all these fragmentary results together, it is in fact not yet known 
whether they actually cover all the empirically relevant cases. 

So let us assume, for the sake of the argument, that an independent branch­
ing schema is indeed not attested in natural language. Then the interesting 
question is whether this is an "accidental gap." As of date we are not able to 
answer this question, but let us indicate the beginnings of how we believe it 
might be approached. 
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Branching quantification is effected by a polyadic (here: binary) quantifier: 
one that satisfies more than one argument slot of the predicate at the same 
time. On the syntactic side, this means that the usual syntactic structure of 
the sentence is not respected; say, "absorption" needs to be invoked. On the 
semantic side, we note that polyadic quantifiers come in two varieties: those 
whose working is reducible to that of a sequence of (unary) generalized quan­
tifiers, in which case polyadicity is semantically inessential, and those that are 
irreducible in this sense. In the latter case, the quantifier's schema acts like a 
"word" in that it makes a totally idiosyncratic contribution to the meaning of 
the sentence. The difference is that words are overt parts of the sentence, while 
polyadic quantifier schemata are not. This makes it plausible that learnable 
polyadic schemata must be tied to particular phrases like all (or, in other cases 
where a polyadic analysis has been proposed, to phrases like between them, 
except, different... different ... , etc.),ll or to particular constructions like 
coordination.12 Other instances are presumably severely limited, judging from 
the fact that the meanings of sentences are by and large quite predictable. We 
expect that future research will identify quite strict constraints on the polyadic 
quantifiers of natural language. (See Ben-Shalom 1993 and Honcoop 1994 for 
some preliminary speculations.) At that point, it will be feasible to determine 
whether the branching quantifier schema is a possible but accidentally unat­
tested entity, or it in fact violates some constraint and its absence can thus be 
predicted. 
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DISTRIBUTIVITY AND 

NEGATION: 
THE SYNTAX OF EACH AND 

EVERY* 
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1 INTRODUCTION 
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This paper is concerned with the syntax and semantics of quantifier scope 
construal, focussing on the distributive quantifiers every and each, and their 
interaction with negation. Our discussion is based on the theory of the syntax 
of quantifier scope developed more fully in Beghelli and Stowell (1994) and in 
Beghelli (1995). 

The quantifier every has traditionally been analyzed in natural language 
semantics as the quantifier If, familiar from classical logic. We will show that 
every is more complex than this; a number of observations on its logico-semantic 
behavior lend plausibility to the view that every exhibits a kind of quantifica­
tional variability characteristic of licensed and bound elements. The quantifier 
each has been analyzed as a wide-scope variant of every, which is supposedly 
used in order to disambiguate between pairs of possible scope construals. We 
will show that the distinction between every and each is more properly char­
acterized in terms of an intrinsic distinction between optional and obligatory 
distributivity. The effects of this distinction are often masked, however, by the 
effects of the syntactic mechanisms by which these notions are expressed in the 
grammar of natural languages, as we will see. 

The paper is organized as follows. In Section 2, we introduce the gen­
eral theory of scope and quantifier types on which the rest of the paper is 
based. In Section 3, we discuss the syntax of distributivity, concentrating on 
the distinctive behavior of QPs headed by every and each, which we refer to as 
Distributive-Universal QPs (DQPs). In Section 4, we examine the scopal inter­
actions of DQPs with negation, bringing to light certain distinctive properties 
of these QPs, and highlighting some surprising differences between every and 
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each. In Section 5, we discuss other differences between every and each, which 
we will use to explain the differential behavior that they exhibit with respect 
to negation. 

2 TARGET SCOPE POSITIONS FOR QP-TYPES 

2.1 Scope uniformity 

Our analysis of every and each is formulated within the overall theory of 
quantifier scope developed in Beghelli and Stowell (1994) and in Beghelli (1995). 
We present here a sketch of that proposal; the reader is referred to those works 
for further discussion. We adopt two central assumptions of the standard theory 
of quantifier scope in generative grammar. First, quantifier scope is determined 
by c-command relations holding at the level of Logical Form (LF); second, 
Quantifier Phrases (QPs) are assigned scope by undergoing movement to their 
scope positions in the derivation of the LF representations. 

However, we reject one central assumption that has guided virtually all 
previous work on scope, namely that all QPs have the same scope possibilities. 
This can be stated in terms of QUANTIFIER RAISING (QR), as in (1): 

(1) The Uniformity of Quantifier Scope Assignment (Scope Uni­
formity) 
Quantifier Raising (QR) applies uniformly to all QPs. Neither QR nor 
any particular QP is landing-site selective; in principle, any QP can be 
adjoined to any (non-argument) XP. 

In this respect, we depart from the standard account in May (1977, 1985), 
as well as from refinements of it in Aoun and Li (1989, 1993), and Hornstein 
(1995). 

The reason why Scope Uniformity cannot be maintained is empirical: dif­
ferent QP-types have correspondingly different scope possibilities. Some of the 
evidence for this conclusion is reviewed below. l 

May (1977, 1985) assumes that pairs of subject and object QPs are typically 
scopally ambiguous, and concludes that all QPs normally undergo movement 
from their (S-structure) Case positions to distinct scope positions at LF. In 
other words, he assumes that Case positions never serve as scope positions for 
QPs. On the other hand, Hornstein (1995) proposes that every link in the 

lOur approach builds on that of various authors, notably Kroch (1979) and Liu (1990), 
both of whom observe that quantifier scope is not uniform, in the sense that individual 
quantifiers differ from each other in their ability to take inverse scope. Our work builds, in 
part, on proposals in BegheUi (1993), Ruys (1993) and Beghelli et al. (1996), among others. 
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A-chain of a given QP is a possible scope position for that QP-including both 
the Case position occupied by the QP at Spell-Out and its O-position. 

In this study, we propose a hybrid theory, incorporating aspects of both 
May's and Hornstein's approaches. 2 The central innovative aspect ofthe system 
developed here is that it draws distinctions among various QP-typesj whereas 
certain QP-types may take scope in their Case positions (remaining in situ 
at LF), other QP-types must move to distinct LF scope positions reserved 
for them. Moreover, there are further distinctions among those QP-types that 
must undergo movement, in the sense that each type has a designated LF scope 
position defined in the hierarchical phrase structure of the clause. 

2.2 QP types 

Although it is possible, a priori, to draw many distinctions among various 
QP-types, we believe that-in a first approximation-the syntax of quantifier 
scope can be adequately captured by recognizing five major classes of QP-types. 
Our classification incorporates insights of Szabolcsi (1994, 1996). The reader 
is especially referred to the latter paper, where the relation with our proposal 
is discussed at length. 

QP-Types 

a. Interrogative QPs (WhQPs). These are familiar Wh-phrases such as 
what, which man, etc. We adopt the standard convention of attributing a 
[+ Wh] feature to these QPs, encoding their interrogative force. 

b. Negative QPs (NQPs). These are QPs such as nobody, no man, etc. 
(In this group belong also French n-words such as personne 'nobody,' and 
possibly Italian/Spanish n-words such as nessuno/nadie 'nobody,' which 
sometimes require an overt negative element to license them.) We assume 
that these QPs bear a feature [+Neg]. 

c. Distributive-Universal QPs (DQPs). These are QPs headed by every 
and each, which occur only with singular nouns. We attribute to them, 
in a first approximation, a distributive feature [+Dist(ributive)] (we will 
revise this assumption in Section 5, where we will attribute to each an 
intrinsic feature of distributivity [+ Dist], leaving every underspecified for 
[Dist] and specified merely for universality [+Univ]). Both each-QPs and 
every-QPs are usually interpreted as both universal and distributive. 

d. Counting QPs (CQPs). These include decreasing QPs with determin­
ers like few, fewer than five, at most six, ... and generally cardinality 

2The hybrid claim that some quantifiers undergo scopal movement, while others do not, 
was put forth in Beghelli (1993). 
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expressions built by modified numerals (e.g., more than five, between six 
and nine, more (students) than (teachers), ... ). The characteristic se­
mantic property of these QPs is that they count individuals with a given 
property, have very local scope (take scope essentially in situ) and resist 
specific interpretations. 

e. Group-Denoting QPs (GQPs). To this large class belong indefinite 
QPs headed by a, some, several, bare-numeral QPs like one student, three 
students, ... ,and definite QPs like the students. The fundamental prop­
erty of GQPs is that they denote groups, including plural individuals. Even 
leaving aside their referential reading (the type of epistemic specificity dis­
cussed first by Fodor and Sag 1982), GQPs can easily be construed as tak­
ing widest scope within their clause, though they might be c-commanded 
by other scopal elements. We maintain that this capacity for wide scope 
derives from their ability to introduce group referents. (Another property 
of GQPs that derives from this is that they support collective interpreta­
tions in contexts where DQPs require a distributive construal.) Indefinite 
and Bare-numeral GQPs can also support readings where they have very 
local scope, behaving like CQPs. We factor out such readings (exhibited 
by some of the members of this class) in terms of an ambiguity between a 
GQP and CQP reading. 

2.3 Logical functions associated with QP-types 

On the basis of this typology, we identify the following logical functions and 
relative LF positions where they are satisfied. 

Scope positions for QP types 

a. WhQPs take scope in the Spec of CP, where they assume their interrog­
ative force by virtue of their [+Wh] feature being checked via Spec-Head 
agreement with the question operator Q. 

b. NQPs take scope in the Spec of NegP, where their [+Neg] feature is checked 
via Spec-Head agreement with the (silent) NegO head, as in Zanuttini 
(1991) and Moritz and Valois (1994). Clausal negation with not, which 
we assume involves negative quantification over eventualities or situations, 
is licensed in the same way. 3 

c. DQPs headed by each and every normally move to the Spec position of 
the Distributive-Universal category DistP, where they undergo Spec-head 

3In other words, we assume, with Krifka (1989) and Schein (1993), that the correct log­
ical translation of a negative sentence like John didn't come is not -.(come(j)), but rather 
no:e[come(e) /\ Agent(e,j)) there are no events of coming where John is the agent.' 
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agreement with the Distributive-Universal head DistO, resulting in their 
characteristic interpretation. We will also suggest, however, that every can 
occur in other LF-positions as well, under certain circumstances; details 
are given in Section 4 and 5. 

d. GQPs may select one of several distinct scope positions, resulting in the 
different interpretations that they receive: 

(i) GQPs that are referentially independent normally occupy the Spec of 
RefP position (located above CP), where they fulfill the function of 
(logical) subject of predication, and are interpreted with widest scope 
relative to other scope-bearing elements in their clause. 

(ii) A lower LF position, accessible by GQPs headed by an indefinite or 
a bare numeral, as well as QPs containing an externally bound vari­
able, is the Spec of ShareP, which we locate just below DistP.4 GQPs 
scoping in this position are interpreted with "dependent" specific ref­
erence, in the particular sense of specificity developed by Diesing 
(1990, 1992), i.e. ranging over individuals whose existence is presup­
posed. (This allows for a kind of narrow-scope specific reading, dis­
cussed below.) Whereas specific indefinite GQPs can occupy either 
the Spec of ShareP or the Spec of RefP position, specific definite 
GQPs must normally take scope in the Spec of RefP of that clause, 
and are scopally independent within it. 

(iii) Indefinite or bare-numeral GQPs may also take scope in their Case 
positions (i.e. in-situ), where they are interpreted non-specifically, like 
CQPs. 

e. CQPs cannot ordinarily be interpreted as specific. Therefore they are 
interpreted in their Case positions and take scope in-situ. For a discussion 
of the properties of CQPs, the reader is referred to Szabolcsi (1996). 

The relative scope positions of our five QP-types, based on their location in 
the functional structure of the clause, are given in (2): 

4Definite QPs containing externally bound pronouns may also move to the Spec of ShareP, 
though we will not consider such cases here. 
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(2) RefP 

~ 
Spec CP 

G~P ~ 
Spec AgrS-P 

wJQP ~ 
Spec DistP 

C~P ~ 
Spec ShareP 

I 
DQP ~ 

Spec NegP 

G~P ~ 
Spec AgrO-P 

I ~ 
NQP Spec VP 

CHAPTER 3 

I ~ 
CQP 

Given the well-known lack of island effects with definite and specific in­
definite GQPs-which, like indexical pronouns and names, can have a de re 
construal even when they are embedded within islands-it has often been sug­
gested that a wide-scope referential (de re) construal does not depend on move­
ment. We will not be concerned here with the issue of how referential readings 
(cf. Fodor and Sag 1982) of indefinite QPs should be generated. We refer the 
reader to Kratzer (1995) for a recent proposal. 

We assume that true GQPs become associated with an existential operator 
over a restricted variable, ranging over witness sets of the GQP.5 This proposal 
seems to us essentially similar to that contained in Reinhart (1995), where the 
existential operator ranges over choice functions6 (cf. Abusch 1994, Beghelli 
1993, Beghelli 1995, Ruys 1993, etc. for further discussion). 

Readers who are ill-at-ease with the postulation of functional categories will 
probably react with some skepticism to our claim that they playa central role 
in the syntax of quantifier scope assignment. We have several answers to this 
type of objection. First, with respect to the scope positions for WhQPs and 
NQPs, we are adding nothing new. Second, it is possible that our Spec of RefP 
position can be identified with the Topic position, and it is well known that 
topics undergo overt movement in many languages. (Our use of an LF landing 
site for GQPs forces us to adopt a somewhat broader notion of the "topic" 
function than what corresponds to the English Topic position, but many QP­
types, including downward-entailing QPs, are forbidden from moving there.) 

5We are grateful to Anna Szabolcsi for originally suggesting this idea to us. 
6Kratzer (1995) develops Reinhart's suggestion to deal with the puzzle of island violations 

with referential indefinites. 
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Third, our Spec of ShareP position may correspond to the position of Diesing's 
scrambled narrow scope presuppositional QPs, though we make it accessible 
only to existential QPs of this type. Fourth, DQPs move overtly in some 
languages, to a position that we believe is none other than our Spec of DistP, 
as we will show below. 

2.4 Scope and feature-checking 

In the system that we propose, the movement of DQPs and GQPs to their 
scope position is driven by the need to check features that are associated to their 
QP-types. We will therefore refer to our proposal as a checking theory of scope 
assignment. We will return later on in this paper to the precise characterization 
of some of these features (in particular, to the different feat ural specification of 
every vs.each). Here we simply wish to present the overall picture, and evaluate 
some of its consequences. 

Membership in any of the QP-types listed in Section 2.2 is indicated by 
a number of syntactic properties, some of which have been mentioned there. 
These properties are morphologically encoded in the determiner position of the 
DP or QP: this is obvious in the case of WhQPs and NQPs, as they bear Wh­
and n-markings, but it arguably holds for other QP-types as well. 

Thus, the determiners of DQPs (each, every) have what we may call e­
morphology. Morphological markings (the presence of un-modified numerals, 
(in)definite article, etc.) distinguish the various subtypes of GQPs, and CQPs 
are characterized by the presence of modified numerals. These morphological 
specifications are not inherently different from the usual ones (agreement, case 
marking, etc.). We propose that they represent the syntactic encoding of logico­
semantic features. 

What is special with these, we propose, is that they carry logico-semantic 
features. WhQPs check their [+Wh] features through Spec-Head agreement 
with a Wh-operator hosted in Co, and NQPs check [+Neg] in Spec of NegP, 
under agreement with the Neg-operator in NegD. Let us assume that a similar 
process obtains with the other QP-types. Feature-checking may appear to be 
more complex with the latter than it is with the former, but we are interested 
in pursuing the hypothesis that the process is essentially the same. 

Our basic assumption is that DQPs need to check their [+ Dist] features un­
der agreement with a distributive operator (which we can indicate as \/) hosted 
in DistD, whereas GQPs need to check group reference ([+group ref]) with an 
existential operator-head (3). Existential operator-heads occur in both ShareD 
and RefD. The hierarchy in (2) thus corresponds to a hierarchy of operators. We 
claim that one of the basic roles served by the functional hierarchy of the clause 
is to encode the structural order in which semantic information is processed. 
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This gives the basic idea of what we think is going on in the process of scope 
assignment: scope is simply the by-product of agreement processes. Within this 
overall scenario, individual sub-types of QPs (and possibly individual quanti­
fiers) realize additional features. GQPs are not, as a class, assigned a unique 
landing site: though definites typically take scope in Spec of RefP, numerals 
and indefinites can move to either RefP or ShareP. Extending the logic of our 
analysis, we suggest that when a GQP is endowed with an extra feature that 
marks it as the logical subject of predication, it will be driven to move up to 
(Spec of) RefPj otherwise it will remain in ShareP. If an indefinite GQP lacks 
the feature [+group ref] altogether, it behaves like a CQP, i.e. it goes no further 
than its Case position at LF). Unlike DQPs and GQPs, we assume CQPs do 
not have syntactically relevant features to check. 

On a somewhat more technical level, we assume that scope positions can 
be reached either directly, through (leftward/upward) movement, or by (right­
ward/downward) reconstruction to a lower link in the chain of the QP. There 
is no principled difference between movement and reconstruction: each QP­
chain is associated with one scope position, defined as the unique link which is 
compatible with the featural specification of the QP.7 

2.5 The checking theory of scope versus other 
approaches 

As noted above, the Checking Theory of scope that we develop here is in 
some respects a hybrid of May's theory (May 1977, 1985), which holds that 
all QPs undergo LF movement to their scope positions, and Hornstein's (1995) 
theory, which holds that quantifier scope is based strictly on chains formed by 
the movement of QPs to their Case positions in AgrSP and AgrOP. Our theory 
differs from these approaches in three important respects, however. 

In assuming that only certain types of QPs undergo "QR" to a (non-Case) 
scope position, the Checking theory differs from May's theory, which holds that 
all QPs undergo QR at LF, and also from Hornstein's theory, which assumes 
that none of them do. More fundamentally, the Checking Theory is sensitive 
to the inherent semantic type of the QPs involved. First, certain QP-types 
must undergo LF movement from their Case positions, whereas others do not. 
Second, the Checking Theory provides targeted scope positions for each QP­
type that does movej just as Wh-QPs and NQPs have targeted scope positions 
in the Spec of CP and NegP respectively, so DQPs headed by every or each, 
definite GQPs, indefinite GQPs, and CQPs have targeted scope positions too. 

7 Of course, this theory requires a suitable notion of Minimality to regulate movement. 
We do not explore this matter here; the reader is referred to Beghelli (1995) for a particular 
proposal in this direction. 
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These distinctive aspects of the Checking Theory of scope are motivated by 
the central empirical point that we wish to make, namely, that scopal ambiguity 
for pairs of clausemate quantifiers is much more restricted than has traditionally 
been assumed in the literature on quantifier scope. We are not referring here 
to the trivial observation that the discourse context may provide information 
that allows deductive reasoning to eliminate certain scope construals as unlikely 
or impossible; rather, we maintain that for certain combinations of quantifier­
types, the grammar simply excludes certain logically possible scope construals. 
(In order to recognize this point, it is necessary to abstract away from the 
effects of discourse-related factors associated with Focus and Contrastive Topic 
intonation. ) 

We now turn our attention to the empirical generalizations that our theory 
captures. We begin by discussing the scopal behavior of indefinite GQPs, in 
terms of their interaction with DQPs and NQPs (including clausal negation). 
Next, in Sections 3 and 4, we examine DQPs and their scopal interactions with 
negation. In each case, one might object that May's or Hornstein's approach 
could account for the relevant data more simply, without invoking special func­
tional projections for individual QP-types. To this objection, our reply is that 
the main strength of our approach lies in its ability to account for a range of 
data involving quantifier scope construals that are not ambiguous, where either 
of the alternative approaches would fail to distinguish in the appropriate way 
among different QP-types. 

Independently of these factors, we believe that the extra complexity inherent 
in assuming a differentiated account of QP-types is compensated for by its being 
more theoretically uniform at a higher level. Our approach extends to all QP­
types the basic analytical logic that has long been assumed for WhQPs, and 
more recently, for NQPs as well (cf. Zanuttini 1991, Moritz and Valois 1994). 

Finally, we should draw attention to another general feature of the Checking 
Theory of scope developed here, which follows from the notion of targetted 
scope positions: the traditional notion that LF movement is typically optional 
can be dispensed with. Given that QP-types are endowed with certain intrinsic 
features, they must move to those scope positions where the features in question 
can be licensed. 

2.6 Empirical justification 

We have stressed that the fundamental motivation for our approach is em­
pirical. We will now review some of the empirical justification for the rich 
structural representation that we hypothesize. We concentrate on interactions 
between clausemate QPs surfacing in subject and object positions, where one 
of the QPs is an indefinite GQP. We present only some of the relevant data in 
this section; further data will be considered in later parts of this paper. Sco-
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pal interactions between DQPs and negation (including both clausal negation 
and NQPs) are considered in Section 3; scopal interactions involving WhQPs 
are discussed extensively in Beghelli (1996). Furthermore, we will make only 
passing references, in discussing the predictions of our theory, to the scopal 
behavior of CQPs, since they bear only tangentially on the focus of the present 
paper; the reader is referred to Beghelli and Stowell (1994) and Beghelli (1995). 

2.6.1 Clause-internal scopal asymmetries 

We begin our empirical discussion by enumerating three predictions implied 
by the hierarchy of positions in (2): 

(3) a. A WhQP should always take wide scope with respect to any other 
QP in their clause, other than GQPs when these are assigned scope 
in Spec of RefP. 

b. A GQP should be scopally ambiguous with respect to a clausemate 
DQP, depending on whether the GQP moves to Spec of RefP or to 
Spec of ShareP. 

c. A GQP object should be scopally higher than clausal negation, ow­
ing to the fact that it takes scope in Spec of ShareP or Spec of 
RefP-except in the case mentioned above where an indefinite or 
bare-numeral GQP remains in its Case position (Spec of AgrO-P) 
and receives a counting interpretation; d. (diU) in 2.3. A GQP sub­
ject should always take wide scope with respect to clausal negation 
and/or a clausemate NQP. 

d. A CQP in object position should never be able to take inverse scope 
over a GQP or DQP occurring in subject position. 

Let us now see the empirical status of these predictions, and how they follow 
from our assumptions. Some of the predictions in (3) are, of course, familiar 
facts from the literature. For instance, (3a)-that WH-QPs take widest scope­
is widely assumed, and we are essentially following a long tradition here.8 Pre­
diction (3b )-that clausemate GQP /DQP pairs are scopally ambiguous-is also 
a familiar fact, exemplified in paradigms such as (4): 

(4) a. Every/Each student read two books. 

b. Two students read every/each book. 

In each case, the indefinite GQP headed by two can be construed either 
inside or outside the scope of the DQP headed by every/each. 

8There is one apparent counterexample to the claim that WhQPs scope higher than QPs 
with every, each, few, ... ,involving so-called pair-list readings of certain QP-types in certain 
syntactic positions; these are discussed in Beghelli (1996). 
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Our account of (4) does not differ empirically from the classical QR-based 
theory advanced by May (1977), although it derives the scopal ambiguity in 
a different way. The classical theory of May (1977) captures the ambiguity as 
a result of QR being free to apply sequentially, in either order, to both QPs. 
Either QP may adjoin to S, creating a higher S-node; then the other QP will 
adjoin to the higher S-node, taking wider scope than the QP that moved first. 
Since either QP can be the first to move, two LF -configurations are possible, 
resulting in the ambiguity. (This analysis could be translated into a Minimalist 
framework, by allowing both QPs to adjoin to AgrS-P, or by allowing one to 
adjoin to AgrS-P, and the other to adjoin to some other functional category, 
such as TP.) 

In contrast, the Checking Theory of scope that we are advocating here 
must claim that the DQP will always end up in the same LF scope position, 
namely in the Specifier position of the Distributive Phrase (Spec of DistP). 
Hence the scopal ambiguity must arise in some other way. We suggest that 
it arises because indefinite GQPs have an ambiguous quantifier type, making 
more than one LF position available to them; in fact, we suggest that they have 
four possible LF landing sites. One of these-Spec of RefP-is superior to the 
DQP's position in Spec of DistP; another-Spec of ShareP-is inferior to it. 
The other two positions are both Case positions (Spec of AgrS-P and Spec of 
AgrO-P, for subjects and objects, respectively); of these, the latter is inferior 
to the LF position of the DQP, while the former is superior to it. 

Consider now (4b), where an indefinite QP occurs in the subject Case posi­
tion (Spec of AgrS-P) at Spell-Out, and a DQP occurs in the object position. 
Since the DQP must move to the Spec of DistP position, which is inferior to 
the Case position of the subject, a narrow scope construal of the subject will 
be possible only if the subject reconstructs to a scope position lower than Spec 
of DistP. For the GQP subject in (4b), a narrow scope construal of the subject 
must involve its reconstructing to the Spec of ShareP position, since it cannot 
reconstruct to the Spec of AgrO-P. (The possibility of its reconstructing to its 
B-position is discussed below.) 

The reader may wonder how the Checking Theory of scope can account for 
sentences containing two DQPs, such as Each boy read every book or Every 
professor gave every student an A. If DQPs headed by each and every have 
a unique LF landing site, then one might expect that a given sentence could 
contain only one of them. The analytical problem posed by such examples is no 
different in principle from that posed by multiple Wh-questions or by sentences 
containing multiple NQPs, e.g., in languages exhibiting "negative harmony" 
such as Spanish. For such cases, we follow a long tradition in assuming that 
the Spec positions of scopal categories can be multiply filled, either because 
there may be more than one specifier for the same projection, or through a 
process of absorption applying to quantifiers of the same logical type. 
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The first prediction in (3c)-that indefinite GQP objects can take inverse 
scope over negation-is also a familiar fact, based on examples like (5a, b): 

(5) a. The students didn't read two/some books. 

b. No student read two/some books. 

The second prediction in (3c)-the possibility of a narrow-scope construal 
for an indefinite GQP object, as in (5a), follows from our proposal that some 
(e.g., bare-numeral) GQPs can be interpreted as CQPs and remain in their 
Case positions at LF, as in 2.2 and 2.3. 

Empirical support for the third prediction in in (3c)-that indefinite GQP 
subjects must take scope over negation-is less widely recognized, though it is 
supported by (6a, b): 

(6) a. Two/some students didn't read this book. 

b. Two/some students read no books. 

Assuming that the LF scope position of both clausal negation and NQPs is 
located at the NegP level, the possibility of a wide-scope construal of indefinite 
GQP subjects and objects is expected, given that indefinite GQPs have two 
possible LF landing sites above NegP in (2)-Spec of ShareP and Spec of RefP. 
(The distinction between these two positions is not obvious in examples like 
(5) and (6), and may appear at this stage to be an artifact of our account of 
(4); however, we will provide justification for this shortly.) 

However, the GQP subjects in (6) apparently must take wide scope relative 
to negation, suggesting that there is no position below the scope domain of the 
negative operator (in Spec of NegP) that these subject GQPs can reconstruct 
to. Our hierarchical arrangement of scope positions provides an account of 
this, in the spirit of Hornstein (1995). Unlike an object GQP, whose Case 
position (Spec of AgrO-P) lies within the scope of negation, a subject GQP 
would have to reconstruct to a position within VP in order to derive a narrow­
scope construal relative to negation, since the subject Case position (AgrS-P) 
is too high up. (Reconstruction to the Spec of ShareP can derive a narrow 
scope construal relative to a distributive operator in DistP, but it is not low 
enough to produce a narrow scope construal relative to negation.) 

Thus, there is only one way in which a narrow-scope construal of a subject 
GQP relative to negation might be derived: by reconstruction of the subject 
GQP to its original B-position below NegP. Evidently this option must be ex­
cluded. A natural way of deriving this result would be to assume that every 
quantifier phrase must syntactically bind a trace as a variable in the LF repre­
sentation. (Though the semantic basis for such an assumption is not obvious, 
we will assume nevertheless that such a condition holds, on LF representations, 
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at least.)9 Then reconstruction of a GQP-or another quantifier phrase-to its 
original {I-position would be excluded, since there would be no trace in a lower 
position for the GQP to bind. 

Simple indefinites (singular indefinites with the article a/an and bare plu­
rals) in subject position do seem to be capable of reconstructing below NegP, 
however, as in (7): 

(7) a. A student didn't write this book. 

b. Students didn't write this book. 

Furthermore, as is well known, simple indefinites and bare plurals can rou­
tinely be bound by generic operators and adverbs of quantification, whereas 
numerals and some do not show this type of variability. We can provide an 
explanation for the difference between (6) and (7) if we follow much recent 
worklO in assuming that simple indefinites and bare plurals are actually re­
stricted variables which can be unselectively bound by a variety of external 
quantifiers, including negative quantifiers. This will allow them to reconstruct 
into a {I-position because, being variables and not quantifier phrases, they do 
not need to bind variables themselves. Nor do they need to be checked with 
an operator-head in Spec,ShareP or Spec,RefP for existential quantification, 
because they are unselectively bound. Hence the contrast between (6) and (7). 

Lastly, we should point out that the introduction of a special type for 
CQPs is motivated by a basic asymmetry in subject-object scope interactions. 
Whereas both DQPs and GQPs can, when in object position, take wide scope 
over a subject GQP (though not in the same way-cf. Section 3), CQPs are 
not able to take inverse scope: 

(8) a. Some/one of the students visited more than two girls. 

b. Some/one of the students visited few(er than three) girls. 

c. Every student visited more/fewer than three girls. 

In neither of (8a, b, c) can the object QP take scope over the subject (at 
least if normal intonation is employed). For example, we cannot construe (8a) 
to mean that for more than two girls, it is the case that some student, or one 
of the students, visited her. 

This is derived directly under our analysis, since an object CQP cannot 
scope higher than Spec of AgrO-P, and a subject GQP, as seen above, cannot 

9This assumption was not made in Beghelli (1995), where it was proposed that CQPs are 
allowed to reconstruct in their theta-positions. Some of the empirical problems handled by 
this latter, less restrictive view, remain as open questions in the solution suggested in the 
present paper. 

lOHeim (1982), Kratzer (1988), and Diesing (1988, 1990) 
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reconstruct lower than Spec of ShareP. (Nor can a subject DQP reconstruct 
below Spec of DistP.) Our assumptions about the local scope of CQPs are 
further confirmed by the observation that these QPs only support a de dicto 
reading when they are complements of intensional predicates: 

(9) Someone wanted to visit more than two professors. 

2.6.2 Cross-linguistic evidence 

As a second argument for the Checking Theory of scope, we cite empirical 
evidence from surface constituent order in a number of languages, supporting 
our contention that there are distinctive scope positions defined in the phrase 
structure of the clause for DQPs and (particular construals of) GQPs. The 
paradigmatic case of one-to-one correlation between surface order and scope 
seems to be Hungarian, a language known to 'wear LF on its sleeve.' Szabolcsi 
(1996) presents striking evidence in support ofthe Checking Theory, by showing 
that, in Hungarian, a hierarchy of positions essentially similar to (2) governs 
the surface order of QPs. In this language, GQPs, DQPs, and CQPs move in 
the overt syntax to their specified scope positions in the hierarchy of functional 
projections in (2). 

With respect to DQPs, Kinyalolo (1990) has shown that, in the Bantu 
language KiLega, universally quantified noun phrases that are obligatorily dis­
tributive must undergo overt leftward movement in the visible syntax.ll We 
interpret this as evidence that KiLega requires DQPs to be spelled out in Spec 
of DistP, just as English requires (most) WhQPs to be spelled out in Spec of 
CPo Similarly, Khalaily (1995) shows that the Palestinian Arabic counterparts 
of our DQPs must undergo leftward movement in the overt syntax in a parallel 
fashion; he argues that Palestinian Arabic exhibits an overt counterpart to our 
LF movement to Spec of DistP, a conclusion that we concur with. 

Further cross-linguistic evidence comes from the recent literature on scram­
bling in Hindi (Mahajan 1990) and various Germanic languages (cf. Kratzer 
1988 and Diesing 1990, among others). A number of proposals have suggested 
that specific construals of indefinites are necessarily associated with (overt) 
leftward movement out of VP. Though the exact location of the landing site of 
scrambling is still being debated, we believe that the position that we identify 
as Spec of ShareP is a common landing site for scrambling. We will not develop 
this point here, however, since this would take us too far afield. 

11 It is significant to note that in KiLega universal terms that are not obligatorily construed 
with distributivity do not move leftward. In other words, only the quantifier corresponding 
to each, every triggers movement; the all quantifier does not. The latter is distinguished 
from the former in that it supports collective readings. Cf. Beghelli (1995) for discussion. 
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2.7 Semantic assumptions 

Thus far, we have sketched out a theory of quantifier scope based on the 
typology of QPs listed in 2.2, the fixed scope domains ordained by the clause 
structure in (2), and the assortment of assumptions in Section 2.3 about where 
the individual QP-types can occur in LF. Before concluding this introductory 
overview of our theoretical approach, we should make our assumptions con­
cerning the semantic underpinnings of our proposal explicit. We appeal chiefly 
to the theory outlined in Szabolcsi (1996). Szabolcsi's proposal is a develop­
ment of the core tenets of Discourse Representation Theory (DRT). We give 
the following as a minimal set of hypotheses on which our approach rests: 

(10) a. Following Szabolcsi's (1996) modification of standard DRT, we as­
sume that GQPs introduce discourse referents in the form of re­
stricted group variables. Such variables correspond to the minimal 
witness set of the QP in generalized quantifier theory parlance. 
Thus, a GQP like two men introduces a variable X ranging over 
sets containing two men and no non-men. We have suggested above 
that the variable introduced by a GQP must be checked with an 
existential operator-head that can only arise in two positions, as 
laid out in Section 2.3: Refl and Shareo. Only simple indefinites 
and bare plurals act as plain variables. 

b. Following standard DRT, we assume that CQPs are interpreted as 
generalized quantifiers. Because they do not introduce discourse 
referents (=variables), they do not undergo movement in LF above 
and beyond Case-driven movement. 

c. We depart from standard DRT (and follow Szabolcsi 1996) in as­
suming that DQPs also introduce discourse referents, albeit of a 
different type than GQPs. Whereas GQPs introduce individual 
variables (whether singular or plural individuals-the term group 
covers both)-DQPs introduce set variables, which are again re­
stricted variables ranging over witness sets of the quantifier. In 
Section 5 we discuss how the set variable introduced by a DQP gets 
bound, and by which operator. (Note, for clarification, that the dis­
tributive operator V hosted in DistO does not bind the set variable; 
this operator applies at a different level, that of the elements of the 
set.) 
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3 SCOPE AND DISTRIBUTIVITY 

3.1 Varieties of scope judgements 

Scope judgments involving quantifiers are commonly based on three types 
of interpretations, and related intuitions. The first type of intuition, usually 
invoked in assessing the interaction of existential quantifiers with a variety 
of logical operators (including negation and various intensional predicates), 
concerns existence presuppositions, as in (11): 

(11) a. John wants to marry a Canadian princess. 

b. John didn't marry a Canadian princess. 

If the existentially quantified indefinite QP falls under the scope of want or 
not, then the speaker need not be committed to the existence of any Canadian 
princess; on the other hand, if the QP scopes over the logical operator, then 
the speaker is committed to the existence of one such individual. This sort of 
intuition will not concern us in this section. 

A second type of intuition involves in scope interactions with negation and 
other downward-entailing operators. Consider, for example, the scopal interac­
tion between negation and an existential or universal quantifier, as in (12): 

(12) a. John didn't read a book. 

b. John didn't read every book. 

In these examples, the preferred reading is for negation to scope over the 
existential QP in (12a) and over the universal QP in (12b); however, the exis­
tential quantifier is also free to scope over negation in (12a), whereas in (12b), 
the universally quantified object can scope over negation only if it is focussed. 
In these examples, the primary basis for the scope judgements involves the 
interaction of the logical operator not with the logical operators V and 3. 

A third type of intuition, commonly associated with indefinite QPs inter­
acting with a variety of other QP-types, concerns distributivity. If a given 
QP1 takes scope over an indefinite QP2 , then QP1 is usually understood to 
distribute over QP2 . On the other hand, if QP1 fails to take scope over QP2 , 

then distribution fails. Consider (13): 

(13) a. Every boy read two books. 

b. Five boys read two books. 

If the indefinite GQP object falls under the scope of the subject QP, the 
total number of books involved is potentially much greater than two; the quan­
tity associated with the existentially quantified GQP object is multiplied by 
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the value of the other QP, so that (13b) can describe the reading of up to ten 
books, the total number depending on whether some of the boys might have ac­
cidentally read the same books. In such a distributive reading, we will describe 
the wide-scope QP as the DISTRIBUTOR and the narrow-scope indefinite as the 
DISTRIBUTEE or DISTRIBUTED SHARE (Choe 1987). If two books does not fall 
within the scope of the other QP, then distribution fails, and the sentence only 
describes the reading of a total of two books. 

3.2 Collective and distributive construals 

These intuitions about distribution rely on the possibility that the noun 
phrase serving as the distributed share is capable of referential variation, e.g. 
that each boy read a different pair of books in (13) (cf. Beghelli et al. 1996). 
In a situation where the boys happened to read the same set of books, as in 
Five boys read all the books, the DP all the books cannot serve as distributed 
share in the relevant sense, since there is no possibility of referential variation. 
Hence, narrow scope readings of some DP-types, including universals, cannot be 
accessed by intuitions of distributivity. We will assume, however, in agreement 
with Beghelli et al. (1996), that when a definite DP or DQP lands at LF in a 
position lower than that of another QP2 , it does take narrow scope with respect 
to QP2 • 

The type of distributivity illustrated in these examples involves an overt 
indefinite GQP serving as the distributed share. In other cases, distributiv­
ity seems to involve distribution of events or agentive functions; this type of 
distributive reading is often contrasted with a so-called COLLECTIVE reading. 
Consider (14): 

(14) John and Bill visited Mary. 

On the distributive reading, John and Bill are each agents of distinct events 
involving visits to Mary; on the collective reading, John and Bill act together 
as joint agents of a single visiting event. We will assimilate this collective/dis­
tributive distinction to the paradigm in (13) by assuming that there is a covert 
existential quantifier over events in (14), as suggested by Davidson (1967), 
Kratzer (1988) and many others; if this existential quantifier falls under the 
scope of the subject GQP, then a distributive reading results; if the covert 
existential quantifier takes broad scope, then distribution fails, and a collective 
interpretation results. 

We have labeled the QPs headed by each and every as Distributive-Universal 
QPs (DQPs)-distributive, because they must usually serve as distributors, and 
universal because they are usually understood to have the force of universal 
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quantification.12 The universal force that these QPs typically convey is illus­
trated in (15): 

(15) a. All the boys visited Mary at six o'clock. 

b. Every boy visited Mary at six o'clock. 

c. Each boy visited Mary at six o'clock. 

Suppose that the set of boys being quantified over consists of Tom, Dick, 
and Harry; then these sentences are all true if Tom, Dick, and Harry all visited 
Mary at six o'clock; they are all false if anyone of the boys failed to visit Mary 
at six o'clock. 

The distributive nature of each and every-as opposed to all-can be illus­
trated by considering contrasts such as the following: 

(16) a. The Pope looked at all the members of his flock. 

b. The Pope looked at every member of his flock. 

c. The Pope looked at each member of his flock. 

(17) a. All the boys surrounded the fort. 

b. ? Every boy surrounded the fort. 

c. ? Each boy surrounded the fort. 

In (16), the universally quantified objects all allow for a distributive con­
strual, where the object QP serves as a distributor and a looking event serves as 
a distributed share; but only all allows for a collective construal, where distri­
bution fails and there is a single looking-event. Thus, in (16a), the Pope might 
have looked at the assembled multitude with a single glance, but in (16b) and 
(16c), he must have looked individually at each and every member of his flock. 

In (17), the predicate surround requires an event with a semantically plural 
agent; this requires a collective (non distributive) construal of the subject QP, 
which must denote a (plural) group. Such a construal is possible with a uni­
versal QP headed by all in (17a), but not with a DQP headed by every or each 
in (17b, c); the DQPs force a distributive construal, where a surrounding-event 
serves as the distributed share, attributed individually to each member of the 
set of boys, a reading that is incompatible with the semantics of the predicate. 

Another property distinguishing each and every from all is grammatical 
number: each and every are grammatically singular, combining with morpho­
logically singular NPs and binding singular pronouns as variables: 

12 Actually, the situation is apparently somewhat different in Hungarian, where several non­
universal QP occur overtly in what appears to be the Spec of DistP position; cf. Szabolcsi 
(1996). 
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(18) a. All the boysi said theYi were tired. 

b. Every bOYi said hei was tired. 

c. Each bOYi said hei was tired. 

We believe this property is related to their strong distributive behavior; we 
will return to this point in Section 5 (d. also Beghelli 1995). 

Summarizing our discussion thus far, we have reviewed two ways in which 
a distributed share can be provided to set up distribution. The first involves 
an overt indefinite GQP functioning as a distributed share for another QP; 
the second involves a covert existential quantifier over events functioning as a 
distributed share, on a distributive (non-collective) event construal. We have 
also seen two contexts where DQPs force distributive (non-collective) event 
construals in configurations where universally quantified QPs headed by all 
and other QP-types allow a nondistributive (collective) construal. Henceforth, 
we will refer to each and every as STRONG DISTRIBUTIVE quantifiers. 

3.3 Other diagnostics of strong distributivity 

So far, we have not shown that DQPs headed by every or each differ from 
QPs headed by all (or from other types of QPs, for that matter) with respect 
to distribution over overt indefinite GQPs. At first glance, they appear not to. 
For example, in (19), the indefinite object GQPs seem to be allowed to function 
as distributed shares for various types of subject QPs: 

(19) a. Tom, Dick, and Harry read two books about India. 

b. Three boys read two books about India. 

c. All the boys read two books about India. 

d. Every boy read two books about India. 

e. Each boy read two books about India. 

(For many speakers, the DQP subject headed by each in (1ge) seems to fa­
vor a distributive construal over the indefinite object somewhat more strongly 
than the other subject QPs do, but this does not appear to be an absolute re­
quirement.) Thus, while each and every may be more strongly distributive than 
GQPs (including those headed by all) with respect to covert event quantifica­
tion, such a distinction does not seem to be justified when an overt indefinite 
GQP functions as the distributed share. 

This conclusion turns out to be premature, however. Recall that there are 
two possible LF scope positions below the Spec of DistP for GQP objects: 
the Spec of ShareP and the Spec of AgrO-P. (We have already suggested that 
GQPs may remain in their Case positions at LF, and that when they do so, 
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they have the counting interpretation characteristic of CQPSj this assumption 
was necessary in order to account for the fact that GQP objects are free to 
scope under negation.) Thus, it is possible that the GQP objects in (19) are 
actually occurring in Spec of AgrO-P rather than in the Spec of ShareP. 

An interesting difference between DQPs and other QP-types emerges when 
we consider structures involving singular indefinite QPs modified by the ad­
jective different, which functions as an unambiguous marker of true distributed 
share status.13 Only QPs headed by every, each can enforce a distributive read­
ing when they take scope over a different N. The following examples illustrate 
this: 

(20) a. Every boy read a different book. 

b. Each (of the) boy(s) read a different book. 

c. * All the boys read a different book. 

d. * The boys read a different book. 

e. * Five boys read a different book. 

DQPs also differ from GQPs with inverse scope construals. Whereas DQP 
objects headed by each or every can assume the distributor function, other 
QP-types, including GQPs headed by all, cannot: 

(21) a. A (different) boy read every book. 

b. A (different) boy read each book. 

c. * A (different) boy read all the books. 

d. * A (different) boy read Ulysses and Dubliners. 

e. * A (different) boy read two books. 

In (21c-e), the subject GQPs may not be construed as distributed shares, 
and different must be understood to mean 'different from some other boy men­
tioned previously in the discourse,' whereas in (21a, b), the subjects can be so 
construed, and different can be understood to differentiate among the referents 
of the distributed share. In addition, in sentences like (19b) the distributive 
reading 'there are two books about India, such that for each one, two (possibly 
different) boy read it' is not generally available, as noted by Kamp and Reyle 
(1993), Ruys (1993) and references cited therein. 

Actually, examples where an inverse distributive reading appears to be 
available with GQPs have been quoted in the literature. In this vein, Rein­
hart (1995) cites the well-known American flag example noted originally by 
Hirschbuehler (1982), to which we may add a more benign floral example: 

13Items like a different N also have an anaphoric reading: 'an N which is not identical to 
the one mentioned before.' This reading is irrelevant here. 
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(22) a. An Amerioan flag was hanging in front of two buildings. 

b. Blossoms sprang out of two rosebushes. 

91 

Such examples, however, rely crucially on the special properties of simple 
indefinites and bare plurals, which-as noted above in the discussion of (7)­
are allowed to reconstruct to their VP-internal thematic positions. The inverse 
distributive readings disappear with different choices for the subject GQP: 

(23) a. Five guards stood in front of two buildings. 

b. Three blossoms sprang out of two rosebushes. 

Neither ofthese cases seem to readily allow for a distributive interpretation­
which our approach correctly predicts, since reconstruction to the original VP­
internal thematic position is precluded for these GQP subjects, as we have 
already seen. In contrast to such cases, any indefinite GQP can serve as the 
distributed share when a DQP headed by every or each functions as the dis­
tributor, as observed above. Consequently, we believe that Hirshbuehler's type 
of example is simply reflective of the special reconstructive abilities of simple 
indefinites and bare plurals, and does not undermine our distinction between 
DQPs and GQPs with respect to inverse distributive construals. This suggests 
that our distinction between strong distributivity with DQPs headed by every 
or each and the type of distributivity exhibited by other QP-types does extend 
to distribution over overt indefinite GQPs after all. The contrast between (19) 
and (21) also suggests that this distinction is syntactically based, insofar as it 
is sensitive to c-command relations holding between the two QPs. 

We are now in a position to relate the strong distributivity exhibited by 
DQPs to the syntactic structure for quantifier scope that we introduced in 
Section 2. We suggested there that DQPs always move from their Case positions 
to the Spec of DistP at LF, and we pointed out that this movement seems to 
take place in the visible syntax (before Spell-Out) in some languages. We 
also suggested that when a DQP scopes over a clausemate GQP, the GQP 
normally occurs in the Spec of ShareP. We now propose to exploit this structure 
to characterize the difference between strong distributivity (associated with 
DQPs) and the type of distributivity exhibited by other QP-types. 

Strong distributivity seems to have three characteristic diagnostic proper­
ties: 

(24) Strong Distributivity 

a. DQPs headed by each/every are Strong Distributors. 

b. Strong Distributivity is obligatory. 

c. Strong Distributivity can arise under an inverse scope construal, 
e.g., where the distributee is in Spec of AgrSP and the distributor 
is in Spec of AgrOP. 



92 CHAPTER 3 

Let us now review our assumptions about scope assignment with DQPs. 
Suppose that DQPs bear an intrinsic feature of (strong) distributivity [+Dist]. 
As discussed in Section 2, this feature must be checked in the same way that 
features such as [+Wh] and [+Neg] must: under Spec-Head agreement with a 
functional head. Thus [+Dist] DQPs must appear in the Spec of DistP at LF 
in order for their distributive feature to be licensed. The DistO head selects as 
its complement a functional category containing the QP corresponding to the 
distributed share. This functional category, which we label ShareP, requires 
an existentially quantified indefinite GQP (the distributed share) to occur in 
its Spec position, just as NegP and [+Wh] CP require NQPs and WhQPs to 
occur in their Spec positions. When a DQP takes distributive scope over an 
indefinite GQP, the indefinite moves to Spec of ShareP at LF; when there is 
no overt indefinite and the GQP simply forces a distributive (non-collective) 
event construal, a covert quantifier over events moves to the Spec of ShareP. 
The complement of Shareo contains the Verb Phrase and various lower-level 
functional projections (including NegP and AgrOP): 

(25) AgrS-P 

~ 
Spec AgrS' 

.1 ~ 
subJ-trace AgrSO DistP 

~ 
Spec Dist' 

DQlp ~ 
DistO ShareP 

distributor 

~ 
Spec Share' 

1 ~ 
GQP and/or Shareo A rO-P 

3 event ~ 

Spec AgrO' 

1 ~ 
obj-trace AgrOO vp 

Thus, a chain of syntactic dependencies captures the strong distributive 
nature of DQPs. Our account captures the characteristic properties of Strong 
Distributivity in (24); (24a, b) follow from the mechanism offeature-checking, 
and (24c) follows from the fact that Spec of DistP and Spec of ShareP are 
possible LF landing sites for DQPs and indefinite GQPs, respectively. 

Let us see how our system works with a few simple examples: 
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(26) a. Every boy visited Mary at six o'clock. [15b] 

b. The Pope looked at each member of his flock. [16c] 

c. Each boy read two books about India. [1ge] 

d. A (different) boy read every book. [21a] 

In every case, the DQP headed by eachj every must move to Spec of DistP, 
where its [+Dist] feature is checked. This requires the presence of an active Dist 
head, just as the movement of a WhQP to Spec of CP requires the presence 
of an active [+Wh] Comp head. The active Dist head selects a ShareP with a 
Share head that licenses (and requires) an existential QP in Spec of ShareP, by 
the familiar feature-checking mechanism. 

We mentioned above that a number of recent studies (Schein 1993, Hig­
ginbotham 1985, Kratzer 1988, Diesing 1988, 1990) have adopted Davidson's 
(1967) proposal for the existence of an event argument and proposed a syntac­
tic position for it.14 We wish to adopt the proposal that event arguments are 
syntactically realized, but in a modified form; we suggest that this argument 
position occurs VP-internally, and that it functions as a B-position of the usual 
sort, i.e., as a syntactic position in which overt and covert QPs may originate 
(cf. Stowell 1991). Adverbial QPs ranging over events such as rarely, never, 
always originate there; the same is true of the WhQP whether and the NQP 
not (clausal negation), and the covert existential event QP 3. Just as whether 
and not move to their scope positions in Spec of CP and NegP respectively to 
have their quantificational features checked, so 3 moves to the Spec of ShareP. 

In (26a, b) there is no overt GQP, so the covert existential quantifier over 
events must move to the Spec of ShareP, forcing a distributive (non-collective) 
construal. In (26c, d) there is an overt indefinite, which is free to move into 
the Spec of ShareP, resulting in distribution over books in (26c) and over boys 
in (26d). These overt indefinites are also free to move to the Spec of RefP 
instead, resulting in a wide scope construal, in which case the event quantifier 
must move to the Spec of ShareP. 

Our analysis implies that the covert event QP 3 does not need to move to 
the Spec of ShareP if there is an overt indefinite GQP that can move there 
instead, as in (26c, d). This does not seem to be correct, however; it seems 
that the event quantifier is always forced to move to Spec of ShareP, since it 
is virtually impossible to construe a DQP as taking distributive scope over an 
overt indefinite with a collective (nondistributive) event construal. We are not 

14There is some disagreement on whether this argument position is realized for all types 
of predicates, or just for stage-level (or possibly just for eventive) predicates; we will assume 
that the position exists for all types of predicates, but that in the case of individual level 
predicates, it cannot be existentially quantified: it can only be (semi-)generically quantified. 
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certain whether the latter observation is a fact that the syntax of LF should 
try to account for, or whether it is a fact about the ontology of permissible 
event-types; for concretenes, we will assume the latter view, but we will not try 
to resolve this issue here. 

We have provided a syntactic account of Strong Distributivity, but so far we 
have not attempted to explain the type of distributivity associated with non­
DQP distributors. We have seen that the latter type of distributivity, which 
we will refer to as WEAK DISTRIBUTIVITY or PSEUDO- DISTRIBUTIVITY, has the 
following characteristic properties: 

(27) Pseudo-Distributivity (Weak Distributivity) 

a. Plural definite and indefinite GQPs (including QPs headed by all) 
are Pseudo-distributors. 

b. Pseudo-distributivity is optional. 

c. Pseudo-distributivity cannot arise under an inverse scope construal, 
e.g., where the distributee is in Spec of AgrS-P and the distributor 
is in Spec of AgrO-P. 

Property (27c) suggests that Pseudo-distributivity does not make use of 
distributor movement to a targetted scope position such as Spec of DistP per 
se; otherwise, we would expect that any QP-type that can trigger Pseudo­
distributivity should be able to do so regardless of where it originates within 
the clause. We will not provide an explicit account of Pseudo-distributivity 
here; the reader is referred to Beghelli (1996) for detailed discussion. We will 
simply sketch the essentials of the proposal given there. Pseudo-distributivity 
arises through the agency of a covert distributive element corresponding to 
floated each (cf. Roberts 1987). Like its overt counterpart, silent each is op­
tionally generated between AgrS-P and AgrO-P. Pseudo-distributivity is sup­
ported if silent each is c-commanded by (the trace of) the GQP that acts as 
(pseudo-) distributor , and c-commands the LF position of the QP that functions 
as (pseudo-) distributee. In the case where the distributed share is an indefinite 
GQP object, the lower scope position in question may be the Spec of AgrO-P. 

4 STRONG DISTRIBUTIVITY AND NEGATION 

In Section 2, we outlined the basic scope interactions exhibited by definite 
GQPs in relation to both DQPs and NQPs (including so-called clausal nega­
tion). Thus far, however, we have avoided any discussion of the scopal interac­
tion between DQPs and NQPs. Our structure in (2) suggests that we should 
expect DQPs to uniformly take scope over NQPs, since the Spec of DistP (the 
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target scope position of DQPs) asymmetrically c-commands the Spec of NegP 
(the target scope position of NQPs). 

The facts of DQP /NQP scope interactions with negation are much more 
complex than this, however. It turns out that DQP subjects behave differently 
from DQP objects, and, to make matters worse, each-DQPs behave differently 
from every-DQPs. We will concentrate on structures involving clausal negation 
marked by the particle not), which we have analyzed as an NQP that originates 
in the Event argument position and moves to the Spec of NegP (like any other 
NQP) to have its negative feature checked at LF. Since the same analytical 
logic extends to other types of NQP such as nothing, no man, etc., we will not 
discuss them explicitly here, in order to keep the discussion to a manageable 
length. 

It turns out that DQPs, far from scoping comfortably above negation, seem 
to be awkward or ungrammatical with it in most cases; in the one example 
where they seem to coexist happily (29a), negation scopes over the DQP, rather 
than vice-versa: 

(28) a.?? Every boy didn't leave. 

b. ?? Each boy didn't leave. 

(29) a. John didn't read every book. 

b. ?? John didn't read each book. 

Before proceeding further, we should comment briefly on the status of our 
judgments, since they depart from what is generally assumed about such data. 
Our judgments are based on a neutral, non-focussed intonation; if the DQP or 
the negated verb is focussed, these examples become grammatical, with distinct 
(and generally unambiguous) scope construals. We assume that these focussed 
readings have distinct LF representations associated with them, but we will say 
nothing further about them here; we are interested in explaining the marginal 
status of the non-focussed readings. 

The Checking Theory of DQP licensing, combined with our account of event 
quantification, accounts directly for these data, with the exception of (29a), 
which we discuss further below. In each case, the DQP should be forced to 
move to the Spec of DistP, activating DistO and its complement ShareP. But 
there is no existential QP available in any of these examples to occupy the 
Spec of ShareP and satisfy the checking requirements of its head. None of 
these sentences contain any overt indefinite GQPs, and in every case the event 
variable is bound by the (cliticized) event-NQP n't-or its null counterpart, if 
n't is really the head of NegP-so there cannot be a covert existential event­
QP, either. (There is only one Event argument position available, and it is 
impossible for two distinct QPs to originate there, just as it is impossible for 
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two distinct QPs to originate in any other argument position.) Since there is no 
indefinite QP that can move to the Spec of ShareP, the checking requirements 
of the head of ShareP cannot be satisfied, and the Checking Theory predicts 
that all of these examples to be excluded. This yields the desired result in every 
case except (29a), to which we return below. 

When the DQPs in (28)-(29) are replaced by (definite) universally quanti­
fied GQPs headed by all, the results are fully grammatical: 

(30) a. All the boys didn't leave. 

b. John didn't read all the books. 

These examples seem to behave like the examples involving scopal interac­
tions between indefinite GQPs and negation discussed in Section 2: the subject 
GQPs must scope over negation-at least on the neutral intonation-while the 
objects are scopally ambiguous. These examples can thus be assimilated to 
the treatment of GQPs given earlier. We account for the difference between 
each/ every and all by assigning QPs headed by all to the type of GQPs, with 
the proviso that the Spec of ShareP position is unavailable to these universally 
quantified GQPs for reasons already discussed. (Only QPs that are capable of 
referential variation may occur there, i.e. indefinites and definites containing 
free variables.) The decision to treat all as the head of a GQP also fits in 
with its ability to occur as the subject of collective predicates, as discussed in 
connection with examples (16)-(17). 

The data in (28)-(29), as well as the contrast between (30) and (28)-(29) 
provides strong support for our approach to Strong Distributivity, as well as 
our distinction between Strong Distributivity and Pseudo-distributivity. But 
although our treatment of Strong Distributivity correctly excludes (28a, b) and 
(29b), these examples do not show that DistP should be placed above NegP, 
as in our proposed structure, rather than beneath it. In fact, we would predict 
the same result if NegP were placed higher than DistPj since the NQP not 
would still originate in the Event argument position and bind its trace there 
as a variable, which ought to prevent the covert existential event-QP 3 from 
originating there as well. 

The crucial evidence for our relative hierarchical placement of DistP and 
NegP comes from sentences similar to those in (28) and (29), but with an overt 
indefinite GQP, as in (31) and (32): 

(31) a. Every boy didn't read one book. 

b. Each boy didn't read one book. 

(32) a. One boy didn't read every book. 

b. One boy didn't read each book. 
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The first thing to observe about these examples is that they are markedly 
better than their counterparts in (28a, b) and (29b). Our account of strong 
distributivity predicts this; although the presence of n't precludes an existen­
tial event-QP, there is an overt indefinite GQP that can move to the Spec of 
ShareP at LF, thus satisfying the requirements of the activated Shareo head. 
Moreover, (3la, b) and (32b) have precisely the scope readings that we expect 
to find, given our structure in (2): on the preferred reading, the indefinite GQP 
scopes over negation and under the DQP headed by every or each: thus, (3la) 
translates as 'for every boy, there is one book that he didn't read.' The crucial 
point is that the grammatical scope construal has the DQP and the indefinite 
GQP both scoping above negation, supporting our hierarchical placement of 
DistP and ShareP relative to NegP. 

The only problematical example in this paradigm is (32a); here, the ev­
ery-DQP seems to be unable to scope over negation, even though there is an 
indefinite GQP subject available, which should be able to move to ShareP. Our 
Checking Theory of scope, as outlined thus far, fails to capture this. (32a) 
is problematical in the same way that (29a) is; the DQP seems to be forced 
to scope under negation, even though we would tend to expect it to have the 
opposite scope relation, at least if it behaved like each. We will discuss both 
(29a) and (32a) in Section 5. 

At this point, we would like to comment on the significance of the data 
that we have been looking at for our general approach to quantifier scope. In 
Section 2, we observed that some QP-types support inverse scope construals, 
while others do not; in Section 3, we saw that only a subset of the former group 
of QP-types support inverse distributive scope construals (namely, DQPs). In 
this section, we have seen that even DQPs disallow any scope construal over 
negation unless they also distribute over an overt indefinite, which must it­
self scope over negation. We have also seen that universally quantified GQPs 
headed by all, which (unlike DQPs) cannot take inverse distributive scope over 
subject GQPs, apparently can take inverse nondistributive scope over nega­
tion. Such facts are virtually impossible to account for in terms of traditional 
treatments of quantifier scope, or, indeed, in terms of any theory that does not 
recognize distinctions among various QP-types in terms their scopal behavior. 
It is also interesting to note, inter alia, that in (3la, b) and (32b), the inverse 
scope construal of the object QPs relative to negation represent the only gram­
matical scope construals for these sentences (on the neutral intonation); this 
should come as a surprise to anyone who might still maintain that inverse scope 
construals are only marginally available, and that surface c-command relations 
are the basis of scope construals. 



98 CHAPTER 3 

5 EVERY VERSUS EACH 

5.1 Distributive Each and universal Every 

In our introductory remarks, we mentioned that each has sometimes been 
characterized as a variant of every, which allows (or requires) a wide scope 
construal where every does not. Thus Fodor and Sag (1982) describe each as 
"a quantifier that favors wide scope." Based on our discussion thus far, it is 
evident that we are inclined to seek an account for the distinctive behavior of 
each that goes beyond the statement of a predisposition towards wide scope. 

In fact, each and every exhibit a number of other differences, which collec­
tively suggest that every, unlike each, can receive a non-distributive universal 
construal in certain configurations, behaving essentially like all. We believe that 
these differences are related to those discussed in Section 4 (ex. (32)) involving 
scope interactions between DQP objects and negation, where each-DQPs were 
well-behaved from the perspective of our theory, whereas every-DQPs seemed 
to behave more like GQPs headed by all. 

As a point of departure, we point to two well-known differences between 
each and every that both indicate a more uniformly distributive character of 
each. First, each, unlike every, occurs in Quantifier Float constructions, which 
provide unambiguous distributive construals for sentences with GQP subjects, 
where a collective construal would otherwise be possible. In such cases, each 
arguably occupies the Spec of DistP position (d. Sportiche 1988, Beghelli 1995). 
Second, each, but not every, occurs in Binominal Each constructions, which also 
have a strong distributive interpretation (d. Safir and Stowell 1989, Beghelli 
1995). Although we will not discuss either of these constructions here, the fact 
that they both occur with each, rather than with every, does tend to suggest 
that each, rather than every is the canonical distributive quantifier in English. 
To our knowledge, there is no distributive construction that makes the cut in 
the opposite way. 

A third difference between each and every concerns collective universal con­
struals of DQPs headed by every in examples such as the following: 

(33) a. It took all the boys to lift the piano. 

b. It took every boy to lift the piano. 

c. * It took each boy to lift the piano. 

Although DQPs headed by every, like those headed by each, normally force 
a distributive (non-collective) construal, as we saw above, this requirement 
seems to be relaxed in contexts such as that in (33). While we do not have an 
explanation to offer for why the requirement should be relaxed in this construc­
tion, the distinction between each and every that it reveals suggests that, in at 
least one context, every can serve as a non-distributive universal quantifier. 
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The fourth difference between each and every concerns modification by 
almost. This particle can qualify any quantifier or numeral designating a fixed 
quantity that is understood as the end point of a scale, including universal 
quantifiers like every and all; but it cannot combine with each: 

(34) a. One boy ate almost twenty apples. 

b. One boy has eaten almost nothing. 

c. One boy ate almost all the apples. 

d. One boy ate almost every apple. 

e. * One boy ate almost each apple. 

This suggests that all and every-but not each-can designate the end 
point of a scale, here the full set of apples. Note that the ungrammaticality of 
(34e) cannot be due to a failure of distributivity, since the DQP should be free 
to distribute over the indefinite subject. 

A fifth difference concerns modification of universal and proportional quan­
tifiers by the particle not. Whereas not can combine with a variety of propor­
tional quantifiers, including more/less (than) n, many; or with every and all, 
it cannot combine with each: 

(35) a. Not more than ten boys ate an ice-cream cone. 

b. ? Not ten boys ate an ice-cream cone. 

c. Not many boys ate an ice-cream cone. 

d. Not all the boys ate an ice-cream cone. 

e. Not every boy ate an ice-cream cone. 

f. * Not each boy ate an ice-cream cone. 

Although this test groups every with all, rather than with each, it is not 
obvious what underlying semantic property is being diagnosed here. (The 
marginal status of the bare numeral example in (35b) suggests that a pro­
portional function of the quantifier may be relevant, but (35a) seems to have a 
non-proportional construal.) In any event, it seems reasonable to assume that 
every has a core function of pure universality that each lacks. 

While none of the differences between each and every enumerated in this 
section provides the basis for a coherent analysis of either the syntax or the 
semantics of these two quantifiers, they all point towards the conclusion that 
every is fundamentally more like a canonical universal quantifier than each is, 
and conversely that each is fundamentally more like a pure distributive operator 
than every. 
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5.2 Every and unselective binding 

A further difference between each and every pertains to the fact that every­
DQPs can be construed generically, whereas each-DQPs cannot: 

(36) a. Every dog has a tail. 

b. Each dog has a tail. 

Example (36a) can be construed as a claim about dogs in general, whereas 
(36b) must be construed as claim about a particular set of dogs previously 
mentioned in the discourse. In a similar vein, Gil (1992), citing the paradigm 
in (37)-(38), observes that each-DQPs pattern with definite GQPs (in our 
terms), whereas every-DQPs pattern with generically construed GQPs headed 
by all: 

(37) After devoting the last three decades to a study of lexical semantics, 
George made a startling discovery. 

a. Every language has over twenty color words. 

b. All languages have over twenty color words. 

c. ? Each language has over twenty color words. 

d. ? The languages have over twenty color words. 

(38) George has just discovered ten hitherto-unknown languages in the Papua 
New Guinea highlands. 

a. ? Every language has ·over twenty color words. 

b. ? All languages have over twenty color words. 

c. Each language has over twenty color words. 

d. The languages have over twenty color words. 

Gil accounts for this by attributing to each a feature [+Definite], which 
every is supposed to lack: "while for every, the domain of quantification is free, 
for each it is contextually determined." (p. 20). 

While this description of the contrasts in (37)-(38) seems to be more or less 
correct, it is not the case that every-DQPs must always be construed generically. 
Consider (39): 

(39) Emma and Anna found lots of beautiful shells on the beach. 

a. They examined each shell carefully. 

b. They examined every shell carefully. 

c. They examined all the shells carefully. 
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d. ? They examined all shells carefully. 

Here, the every-DQP seems to be construed as definite, quantifying over 
a contextually determined set in just the same way as the each-DQP and the 
definite GQP all the shells, in contrast to the generically construed QP all shells 
in (39d). The same is true of all of the every-DQPs discussed in Sections 1-3. 
Thus, the generic construal of the every-DQP in (37a) and (38a) seems to be a 
function of the particular syntactic context in which it occurs, which imposes a 
generic construal on simple indefinites headed by a in much the same fashion: 

(40) a. A man (usually) parts his hair on the left. 

b. Arby met a man at the conference. 

(Generic) 

(Existential/Specific) 

The variable interpretation of the indefinites and bare plurals in contexts 
such as (40) led Heim (1982) and Kratzer (1988) to conclude that indefinites 
and bare plurals function syntactically as (restricted) variables rather than as 
true QPs; these variables are supposed to be bound by external unselective 
quantifiers. The relevant quantifiers are a null generic (weakly universal) quan­
tifier GEN taking clausal scope in (40a) and Heim's existential closure operator 
in (40b) , to which Diesing (1988) assigns VP-Ievel scope, and which we have 
analyzed as originating in the VP-internal Event argument position, and taking 
scope at the ShareP level. 

If we now apply the same reasoning to the data in (36)-(39), we are led to 
the surprising conclusion that DQPs headed by every are variables, rather than 
true QPs. This prima facie surprising result is reminiscent of an observation 
due to Groenendijk and Stokhof (1993), who note quantificational variability 
effects with examples like the following: 

(41) For the most part, John knows which book every student bought. 

Here every seems to be interpreted more like most than like either all or 
each, suggesting, perhaps, that when every seems to behave like each, it may be 
exhibiting a similar type of unselective binding effect. Let us now consider how 
this might be possible, bearing in mind that we need to preserve the obvious 
fact that every is a kind of universal quantifier. 

When every-DQPs occur in generic contexts, they are interpreted as though 
they were universal-generic QPs (just like indefinites in the same environments) 
because they contain restricted variables (ranging over sets) bound by a silent 
generic quantifier. The meaning that we want to assign to examples like (36a) 
Every dog has a tail under this analysis is thus something like 'in the default 
situation s where X is the set of all dogs in s, all members of X have a tail.' 
When every occurs in a context associated with reference to a single situation­
time, it acquires its contextualized universal-distributive reading, presumably 
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because it is bound by an analogous silent definite quantifier. Thus, a sentence 
like Every boy lifted the piano would be translated along the lines of 'there is a 
(particular) past situation s, a set X of all boys in s, such that all the members 
of X lifted the piano.' 

Of course, this idea raises the issue of how a GQP headed by every can be 
analyzed as a universal variable. The theory presented in Section 2 allows us to 
account for this. We have assumed, with Szabolcsi (1996), that every and each 
introduce discourse referents, in the form of set variables. The set variable of 
each, we will now assume, must be bound by a definite operator-as required 
by its definiteness features, which we have reviewed above. On the other hand, 
the set variable introduced by every can be bound by other operators as well, 
including GEN. 

On its normal (strongly) distributive use that shows up in non-generic past­
tense contexts, every seems to be interpreted identically to each. At this point, 
one might ask exactly what kind of operator it is that licenses this canonical 
use of DQPs. The most obvious candidate is the existential quantifier over 
events. But this option is precluded for us, if this quantifier must appear in 
Spec of ShareP and the DQP headed by every or each must appear in the 
Spec of DistP. Another possible candidate is the silent (definite or indefinite) 
existential quantifier ranging over situation-times proposed by Stowell (1993). 
This quantifier is an existential counterpart of GEN; it is introduced as the 
internal argument of a Tense predicate heading the category TP. 15 We have 
not attempted to locate TP within the hierarchy of functional projections in 
(2), but it seems reasonable to suppose that it lies below AgrS and DistP. If so, 
it would be free to move to the Spec of RefP and act as the binder for every, 
each. 

5.3 Scope interactions with negation, revisited 

Now let us return to a consideration of the puzzling facts concerning object 
every-QPs in sentences containing clausal negation, repeated here: 

(29) a. John didn't read every book. 

b. ?? John didn't read each book. 

(32) a. 

b. 

One boy didn't read every book. 

One boy didn't read each book. 

(NOT> V) 

(NOT> V) 

(EACH> ONE> NOT) 

15More precisely, according to Stowell's proposal, this existential quantifier originates as the 
Specifier of the time-denoting category ZP, which serves as the internal argument of a Tense 
predicate such as PAST. A tense predicate is a dyadic predicate of temporal ordering, which 
relates an event-time or situation-time (denoted by its internal argument) to a reference-time 
(denoted by its external argument). 
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Recall that the each-DQPs in these examples are well-behaved, from the 
perspective of our theory of distribution; it is the every-DQPs that are prob­
lematic. These every-DQPs should be required to move to the Spec of DistP, 
just like the each-DQPs are. (This requirement on each-DQPs is responsible 
for the scope construal in (32b), and for the ungrammaticality of (29b).) 

Example (29a) is surprising because it shows that every-DQPs are not al­
ways required to move to the Spec of DistP above NegP; if they were, (29a) 
would be as odd as (29b). Example (32a) is even more surprising, because 
it shows that every-DQP objects are not just allowed to remain under NegP; 
here, they are actually required to do so. In (32a), the failure of the every-DQP 
to move above negation to the Spec of DistP cannot be attributed to the lack of 
an indefinite within the clause to satisfy the requirements of ShareP; evidently 
some other factor is at work here, inhibiting movement of the every-DQP to 
the Spec of DistP. 

We would now like to relate these facts to some of the other properties of 
every discussed in this section. The essential idea is that every-QPs introduce 
a set variable, which gets bound by negation when the every-QP occurs in 
its scope. Developing this idea further, it seems plausible to assume that the 
set variable introduced by every must be bound by the closest potential binder 
available. Since negation is closer to it in the hierarchy of functional projections 
than the existential quantifier over times in the complement of Tense, it is the 
closest potential binder and will bind the set variable of every. We can then 
say that every fails to be interpreted as scoping over negation in (29a) and 
(32a) because the set variable that it introduces must be bound by the closest 
unselective quantifier it can find, and the NQP that ends up in the Spec of NegP 
serves this role. Thus, (29a) would receive an interpretation roughly along the 
following lines: 'there is no situation s and set X of (all) books in s, such that 
John read (every member of) X at s.' 

A coherent picture is finally beginning to emerge: whereas each is a true 
distributive QP, every is not. Moreover, every exhibits some degree of quantifi­
cational variability, in the sense that its set variable can be bound by negative 
and generic operators. We have presented a possible account of this behavior, 
on the basis of the semantic justification of QP-types originally proposed by 
Szabolcsi (1996), cf. Section 2.7. 

There are, however, two crucial facts about each and every that we still 
have to clarify. First, we must account for the fact that each is obligatorily 
distributive, whereas every is only optionally so. Second, if every is not inher­
ently distributive, i.e., if it is really an unusual kind of universal, then we must 
explain why it differs from all in exhibiting Strong Distributivity in contexts 
such as those discussed in Section 3. 

We would like to suggest that the solution to these problems lies in the 
featural specification of every and each. Both every- and each-QPs have access 
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to Spec of DistP because they are singular, and this is a pre-condition for the 
distributive operator in DistO to apply to them. On the other hand, all is 
plural, and hence does not have access to Distp.16 

Each-QPs are endowed with a [+Distributive] feature, which must be checked 
in Spec of DistP; every-QPs, on the other hand, are underspecified for [Dis­
tributive]. Accordingly, every-QPs move to Spec of DistP only when their set 
variable is not bound by a lower operator, such as negation, which would then 
be the closer binder. When no negative operator intervenes, the set variable of 
every is bound by the existential quantifier over situation-times that has raised 
to Spec of RefP. 

5.4 Concluding remarks 

In this study, we have drawn attention to previously unrecognized scope in­
teractions involving each, every, negation, and various types of indefinite QPs. 
We have suggested that these can most naturally be accounted for under the 
assumption that various quantifier types, such as DQPs and NQPs, are asso­
ciated with fixed scope positions defined in the hierarchical pharase structure 
of the clause (DistP and NegP, respectively). We have also drawn distinctions 
among various types of (in)definite and numeral QPs (GQPs and CQPs), and 
proposed that these too have certain dedicated scope positions in the functional 
structure of the clause, though a greater amount of scopal freedom is allowed 
with these. 

In addition, we have claimed that a number of otherwise puzzling differences 
between each and every can most readily be explained by extending to QPs 
headed by every the Heim-Kamp notion that NPs that have been traditionally 
considered purely quantificational in fact introduce variables ("discourse refer­
ents" in DRT parlance), and by assuming that such variables can be bound by 
certain external operators. This, we have argued, yields in some cases additional 
meanings and scope positions beyond the fixed ones that we have suggested at 
the outset. 
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4 
STRATEGIES FOR SCOPE 

TAKING* 

1 OVERVIEW 
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Standard theories of scope are semantically blind. They employ a single logico­
syntactic rule of scope assignment (quantifying in, Quantifier Raising, storage, 
or type change, etc.) which roughly speaking "prefixes" an expression a to a 
domain D and thereby assigns scope to it over D, irrespective of what a means, 
and irrespective of what operator (3 may occur in D: 

(1) The semantically blind rule of scope assignment: 

alD ... (3 ... J ::} a scopes over (3 

There are two basic ways in which (1) turns out to be incorrect: the result­
ing interpretation may be incoherent, or the resulting interpretation may be 
coherent but not available for the string it is assigned to. 

Szabolcsi and Zwarts (1993) focus on the first case. Take a version of (1) 
that is assumed to operate in surface syntax: wh-fronting. In a sizable class of 
cases, called "weak island violations," this rule yields unacceptable results. For 
instance: 

(2) a. Who do you think that I mentioned this rumor to? 

b. Who do you regret that I mentioned this rumor to? 

c. Who didn't you mention this rumor to? 

(3) a. How do you think that I solved this problem? 
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b. * How do you regret that I solved this problem? 

c. * How didn't you solve this problem? 

(4) a. Who do you think that I got the ring I am wearing from? 

h. * Who do you regret that I got the ring I am wearing from? 

c. * Who didn't you get the ring that you are wearing from? 

Szabolcsi and Zwarts submit that the violation is semantic in nature. How 
in (3b, c) and who in (4h, c) ought to scope over domains D that they are 
unable to. The reason is that manners and collectives are elements of proper 
join semi-lattices. Szabolcsi and Zwarts argue that the computation of the 
denotation of a factive context requires taking meets, and that of the negative 
context, complements. Since these operations are not defined in join semi­
lattices, manners and collectives cannot scope over such contexts. For the 
moment, let it suffice that the 0: > (3 scope relation, pace (1), is not semantically 
unconstrained. 

To illustrate the second case, which the present paper is concerned with, 
consider the fact that quantifiers in English often scope over operators that 
are higher in the surface syntactic hierarchy. These cases are attributed to the 
covert operation of (1). This account predicts that all quantifiers 0: interact 
uniformly with all operators (3. But they do not. E.g., some but not all direct 
objects can scope over the subject (5), and some but not all direct objects can 
scope over negation (6):1 

(5) a. Three referees read every abstract. 
"every N > three N" 

b. Three referees read few abstracts. 
* "few N > three N" 

(6) a. John didn't read many abstracts. 
"many N > not" 

b. John didn't read few abstracts. 
* "few N > not" 

It turns out that these contrasts have to do with semantics, too; however, they 
pertain to the syntax/semantics interface, rather than pure semantics. That is, 
the starred examples are not incoherent; simply, the given form cannot carry 

IThe scope interpretation that matches surface hierarchy often outshines the one that 
does not. Y. Winter (p.c.) suggests that in checking whether the latter, inverse reading is 
possible, it is useful to test examples where the primary reading is pragmatically dispreferred. 
This procedure lets real inverse readings shine without creating the false impression that all 
inverse readings are possible: some examples will just end up nonsensical. 
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the intended meaning. Proof is that the same o:'s are able to scope over the 
same (3's in English when they are originally higher in syntactic structure (7) 
or when they acquire such a higher position via overt fronting (8): 

(7) a. Few referees read three abstracts. 
"few N > three N" 

b. Few women didn't like John. 
"few N > not" 

(8) Few men did no one/every woman/two women like. 
"few N > no N / every N / two N" 

Examples comparable to (8) are in fact standard in Hungarian, a language that 
disambiguates scope in surface structure (see below). 

It does not seem desirable to develop a theory that maintains the omnivo­
rous rule (1) and supplements it with a variety of filters on its overt or covert 
application. Such a strategy would simply not be explanatory. Instead, I argue 
for an approach that is as constructive as possible. This constructive method­
ology is in the same spirit as the combinatory categorial approach to syntax 
in Szabolcsi (1992) and references cited therein, although the results to be 
discussed in this chapter are entirely independent of categorial grammar. 

The assumption is that "quantification" involves a variety of distinct, se­
mantically conditioned processes. Each kind of expression participates in those 
processes that suit its particular semantic properties. Thus the heuristic prin­
ciple is this: 

(9) What range of quantifiers actually participates in a given process is 
suggestive of exactly what that process consists in. 

Based on data in Liu (1990, 1992), proposals how to devise semantically con­
ditioned specialized scopal mechanisms were first made in Ben-Shalom (1993) 
and Beghelli (1993). A both empirically and theoretically more fully developed 
version of the latter is Beghelli and Stowell (1994, 1996) and Beghelli (1995). 

In this paper I first summarize those features of Ben-Shalom's semantic 
proposal that will be important in the core discussion. I proceed to review­
ing certain aspects of Beghelli and Stowell's syntactic theory, and suggest that 
data from Hungarian, a language that "wears its LF on its sleeve," provide 
specific empirical support for them. Then I propose that Beghelli and Stowell's 
LF, especially in the light of some of the Hungarian data, can be quite di­
rectly mapped onto somewhat modified Kamp and Reyle (1993) style Discourse 
Representations.2 The main concrete modification to be proposed pertains to 

2 Potentially, other dynamic theories could be used, too. Kamp and Reyle's is special 
in that it happens to include significant work on plurals, as opposed to Heim's (1982) File 
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widening the class of discourse referents. Finally, the Hungarian data will be 
shown to provide evidence that the denotational semantics of the noun phrase 
delimits, but does not determine, whether it introduces a discourse referent. 

2 CONSTRUCTIVE APPROACHES TO 

DIFFERENTIAL SCOPE TAKING 

2.1 Ben-Shalom (1993) 

Ben-Shalom restricts her attention to a representative subset of the data in 
Liu (1990) that do not involve partitives.3 Some features of her proposal that 
are directly relevant to the present paper are as follows. Consider (10) and 
(11): 

(10) Three referees read every abstract. 

(11) Three referees read fewer than five abstracts. 

The standard way to calculate the object wide scope, 0 > S reading of (10) is to 
form the set of things read by three referees and check whether every abstract 
is in that set. But if the formation of this set, which is not the denotation of a 
surface syntactic constituent of the sentence, is a freely available option, then it 
can be used in calculating an 0 > S reading for (11), too. This is the standard 
assumption in the literature. However, (11) does not readily admit an 0 > S 
reading. This suggests that the 0 > S reading of (10) is not calculated in the 
above mentioned way, either. Rather, it must be calculated in some alternative 
way that is available when the intended wide scope quantifier is, say, every 
abstract but not when it is, say, fewer than five abstracts. 

Ben-Shalom proposes that inverse scope is effected by a specific binary 
quantifier [0 > S). 

(12) If Sand 0 are generalized quantifiers and R is the relation denoted by 
a transitive verb, the binary quantifier [0 > S) is defined to operate as 
follows: 

For every a E A, S(R(a)), 
where A is some set determined by o. 

Change semantics. The intuition my analysis is based on relies on the representational 
character of DRTj it remains to be seen whether DPL-style reincarnations of DRT would be 
equally suited to this purpose. 

3Liu's generalizations are reviewed in Section 2.2 of Beghelli, Ben-Shalom, and Szabolcsi 
(1996). 
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>.x[S(R(x))] is the property denoted by the subject+verb segment of the sen­
tence; in the examples at hand, it is the property of being read by three referees. 
Informally, (12) says, "Grab a set A determined by the quantifier denoted by 
the object and check, for every element a of this set, whether it has the prop­
erty that three referees read it." (The fact that Ben-Shalom formulates her 
proposal using a binary quantifier is immaterial for our present concerns, so it 
will not be dwelt on.) 

Let us underline the procedural difference between the standard calculation 
of scope and the one encoded by [0 > S]. The difference is twofold. On 
the standard account, we construct the set denoted by >.x[S(R(x))] and let 0 
operate on it. Using [0 > S], this set does not need to be constructed and 0 
is not a predicate operator. Instead, 0 contributes a domain of entities, each 
of which is checked for the property >.x[S(R(X))].4 

The binary quantifier [0 > S] works most straightforwardly when 0 is a 
principal filter, because a principal filter determines a unique set, called its 
generator, within its restrict or. The unique set [every man] determines is the 
set of men; the unique set [John and Bill] determines is the set {john, bill}, 
etc. When 0 is just monotone increasing, it determines several suitable sets 
(in a big enough model), called its witnesses, so the operation of [0 > S] is less 
simple but still perfectly viable. But when 0 is monotone decreasing or non­
monotonic, it does not determine any suitable set on its own. As is explained 
in detail in Chapter 1, the truth conditions of Fewer than six men walk or 
Exactly six men walk cannot be specified as "There is a set A consisting of 
fewer than/exactly six men such that each a E A walks." Hence [0 > S] is 
inapplicable to non-increasing quantifiers. 

According to Ben-Shalom, [0 > S] captures the empirical facts correctly 
because the best inverse scope takers in English are indeed principal filters. In 
the discussion below I will consider a wider range of quantifiers in a wider range 
of contexts, and propose a somewhat similar account of them, exploiting the 
fact that the strategy "Grab a witness set and check its elements for property 
P" generalizes exactly to the increasing quantifiers. 

The discussion of Beghelli and Stowell's proposal will make clear that, how­
ever insightful Ben-Shalom's proposal is, the overall picture of scope interaction 
is more complex than Liu's pioneering work suggested. Two important factors 
are (i) the need to factor out the contribution of distributivity and (ii) the fact 
that the possibility of inverse scope depends, not only on the choice of the wide 

4Jt might be objected that checking whether an entity has property Ax[S(R(x))] involves 
checking whether it is in the corresponding set, but this is not really so. To use a mathematical 
example, we may not be able to construct the set of prime numbers, but we may well be able 
to determine whether a given number is a prime, by examining what its divisors are. This 
example also reveals that the checking procedure may be intensional and/or invoke inferential 
processes. I thank Ed Keenan for discussion on this issue. 
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scope taker but, sometimes, also on the choice of the narrow scope taker. Thus 
the account requires a more complex set of assumptions. 

2.2 Beghelli and Stowell (1994, 1996)5 

Like Ben-Shalom, Beghelli and Stowell dispense with Quantifier Raising, 
an omnivorous movement rule without a specific landing site, and propose that 
Logical Form in English includes, among others, the following hierarchy of 
functional projections. Abbreviations: RefP = Referential Phrase, AgrSP = 
Subject Agreement Phrase, DistP = Distributive Phrase, ShareP = Distributed 
Share Phrase, NegP = Negative Phrase, AgrIOP = Indirect Object Agreement 
Phrase, AgrOP = Direct Object Agreement Phrase, VP = Verb Phrase. 

(13) RefP 

~ 
Spec AgrSP 

~ 
Spec DistP 

~ 
Spec ShareP 

~ 
Spec NegP 

~ 
Spec AgrIOP 

~ 
Spec AgrOP 

/"-..... 
Spec VP 

Each type of quantifier acquires its scope by moving into the specifier of that 
functional projection which suits its semantic and/or morphological properties. 
When the sentence contains more than one quantifier that needs to land in a 
particular specifier, that position is filled multiply and its content undergoes 
absorption. Some important options are as follows. 

Definites (the two men) move to the specifier of RefP, and distributive uni­
versals (every man) to the specifier of DistP. The head of DistP, a distributive 
operator, selects for a ShareP complement, which can accommodate either an 
indefinite (two (of the) men) or an existential quantifier over events. Indefinites 
may alternatively move to the specifier of RefP. 

5See Stabler (1996) for a reformulation of Beghelli and Stowell's syntax in computationally 
preferable terms. 
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Modified numerals (more than six men, fewer than six men, exactly six men, 
and indefinites whose noun is destressed) do not move to either RefP, DistP, 
or ShareP. They just move to the appropriate agreement specifier positions to 
receive Case. The fact that modified numeral subjects easily take widest scope 
follows from the fact that AgrSP in English happens to be higher than DistP 
and ShareP. On the other hand, indirect and direct object modified numerals 
happen to have their agreement positions quite low in the structure, and they 
scope accordingly. 6 

Scope relations arise in two ways. They may simply follow from the hierar­
chy specified in (13). For instance, an indefinite direct object may scope above 
a universal subject by moving into RefP, which happens to be above DistP: 

(14) a. Every man read two of the books 

b. [RefP two of the books [DistP every man . .. II 
Or, the inverse reading of Two of the men read every book comes about by 
moving every book to DistP and two of the men to ShareP. 

Inverse scope may also be due to reconstruction: a phrase can be lowered 
into the position(s) of its trace, typically, into its VP-internal position.7 The 
simplest assumption is that any kind of lowering is restricted to undoing se­
mantically insignificant movement, i.e. an expression can be lowered from its 
Case position but not from RefP, DistP, or ShareP. For instance, 

(15) a. More than three men read every book 

b. [AgrSP more than three menl [DistP every book ... [vp ... jl ... III 

The converse is not possible: Every man read more than three books does not 
receive an inverse scope interpretation. Every man cannot undo its presence in 
DistP and reconstruct into a VP-internal position below AgrOP: 

(16) a. Every man read more than three books 

b. [AgrSP tl [DistP evry manl [ShareP 3e [AgXOP > 3 books [vp ... tl ... lllll 

There is a slight difference between (16) and More than three men read more 
than six books. 

6Definites, universals, and bare indefinites also pass through their own agreement positions 
for Case reasons. Since DistP and ShareP are lower than AgrSP, subjects must undergo some 
kind of lowering when targeting these positions. Various ways to execute this are discussed 
in Beghelli (1995). 

7I base this part of the overview on Beghelli (1995), who considers the modified numerals 
data in greater detail than Beghelli and Stowell. 
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(17) a. More than three men read more than six books 

b. [AgrSP > 3 ren1 [AgrOP > 6 books. .. [vp ... 1··· III 

Here inverse scope is very difficult but, in contrast to (16), can be forced by 
context. Since more than three men as a subject can in general reconstruct into 
its VP-internal position, this is predicted. (The marginality of reconstruction 
when the object is also a modified numeral calls for an independent account.) 

Definites and bare indefinites do not move to DistP even when they are 
interpreted distributively; instead, their distributive interpretation is due to 
a silent operator comparable to floated each. Beghelli and Stowell call this 
"pseudo-distributivity." Silent each can apparently occur below AgrSP, ShareP, 
AgrIOP, and AgrOP, but not below RefP. This captures the fact that even 
when direct object three books moves to RefP and is therefore referentially 
independent of subject two of the men, it cannot make the latter referentially 
dependent, since there is no distributive operator between the two positions. 

(18) a. Two of the men read three books 

b. [RefP three books [AgrSP two of the menl [ShareP tl [ ... llll 
On the other hand, in the structure below the property of having read three of 
the books can be distributed over two men, because the latter has a trace in 
AgrSP associated with silent each: 

(19) a. Two men read three of the books 

b. [RefP two menl [AgrSP tl EACH [ShareP three of the books [ . .. llll 
Similarly, the direct object in RefP can distribute over a subject that recon­

structs into VP, because it has a trace in AgrOP and AgrOP may have silent 
each associated with it. 

In sum, the distributivity of universals is due to a separate distributive 
operator (Dist) and, similarly, the distributivity of definites and bare indefinites 
is due to a separate distributive operator (silent each). Once the distributive 
key and the distributive operator are separated, they can move separately. This 
possibility is made crucial use of. Every man and (the) two men are allowed to 
move upward unboundedly to a higher RefP, but the corresponding distributive 
operators, being heads or adverbs, stay put. Thus it is predicted that (20) has 
a de re reading, where every woman or two particular women have the property 
of there being more than six men who think that the women will fall in love 
with them; but the men cannot vary with the women, as this property does 
not distribute: 

(20) More than six men imagine that every woman/two women will fall in 
love with them. 
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The fact that Dist and each do not move up, together with the fact that the 
QP's landing site in the higher clause, RefP, is itself not associated with a 
distributive operator, underlies the traditional observation that "QR is clause­
bounded." 

3 CLAIMS TO BE MADE 

Below I will examine Hungarian data in the light of Beghelli and Stowell and 
make the following main claims: 

(21) Hungarian distinguishes scope positions in its surface syntax that are 
highly reminiscent of those postulated by Beghelli and Stowell for Logical 
Form in English. 

(22) Some noun phrases can occur in only one of the above scope positions, 
but others can occur in more than one, and their interpretations vary 
accordingly. 

(23) It is known that the presuppositional versus existential interpretation of 
noun phrases may be a function of their position. Hungarian is shown to 
exhibit similar positional distinctions in a new dimension, distributivity. 

(24) Scope taking mechanisms fall into two broad categories. In the one 
case, the noun phrase introduces a "logical" subject of predication (not 
identical to a grammatical subject, i.e. a nominative). In the other, 
it performs a counting operation on an independently defined predicate 
denotation. 

(25) The above distinction is not a purely denotational one, instead, it is 
representational/procedural. It is reminiscent of the basic insight of 
DRT. Introducing a logical subject of predication can be assimilated to 
introducing a discourse referent. Anaphora facts will motivate a revision 
of what items introduce discourse referents and the distinction of two 
kinds of referents: individuals (atomic or plural) and sets. 

(26) In general, the logical forms Beghelli and Stowell derive for English 
sentences can be seen as direct instructions for constructing DRS's. 
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4 SCOPE POSITIONS IN HUNGARIAN 

4.1 Hungarian surface structure disambiguates scope 

Hungarian has come to be known as a language that "wears its LF on its 
sleeve." A substantial body of work by Hunyadi, Kenesei, E. Kiss, Szabolcsi, 
and others since the early eighties has established that surface order and into­
nation disambiguate scope.8 For instance, the following sentences are unam­
biguous; the scopal order of quantifiers matches their left-to-right order.9 

(27) a. Sok ember mindenkit felhivott. 
many man everyone-acc up-called 
'Many men phoned everyone' 
= many men > everyone 

b. Mindenkit sok ember felhivott. 
everyone-acc many man up-called 
'Many men phoned everyone' 
= everyone > many men 

(28) a. Hatmil t6bb ember hivott fel mindenkit. 
six-than more man called up everyone-acc 
'More than six men phoned everyone' 
= more than 6 men > everyone 

b. Mindenkit hatnal t6bb ember hivott feI. 
everyone-acc six-than more man called up 
'More than six men phoned everyone' 
= everyone > more than 6 men 

More precisely, it is their occurrence in specific syntactic positions that defines 
the quantifiers' scope. Simple syntactic tests distinguish the positions in (29), 
which I label with the pretheoretical names that have by now become more or 
less traditional; I coined the speaking name Predicate Operator for one subtype 
of what is traditionally called Focus. As usual, the * indicates that the given 
position may be filled multiply:lO 

8The Appendix will show that there are in fact significant exceptions in the postverbal 
field. But this does not affect the argument in the bulk of the paper, which pertains to 
preverbal DPs. 

9For simplicity's sake, in this paper I will only consider cases in which the postverbal 
universal is unstressed. It is agreed, following E. Kiss (1987), that the alternative, heavy 
stressed option involves stylistic post posing in Phonetic Form. 

lOTopics are flatly intoned and not contrastive; contrastive topics (paraphrasable by "as 
for ... ") have a scooped intonation, must be followed by some operator, and are analyzed 
by E. Kiss (1987) as instances of Left Dislocation. In this paper I am not concerned with 
Left Dislocation, so even the position is omitted from the diagram. 
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(29) 

~ 
Topic* 

Quantifier* 

~ 
{ (Negation) Focus } ~ 

Predicate Operator / ~ 
Negation ~ 

Verb Postverbal* 

The fact that left-to-right order determines scopal order follows from (30). For 
recent discussions, see E. Kiss (1991, 1994). 

(30) In Hungarian, operators c-command their scope at S-structure (where 
c-command is defined in terms of first branching node). 

Typically, a Hungarian sentence with n scope-bearing DPs will have n or n - 1 
in the preverbal field, so that their scopes are indeed disambiguated by surface 
order. The post verbal field is assumed to have a flat structure. It is rare 
but possible to have more than one scope-bearing DP postverbally; what their 
relative interpretation is is an interesting question which I will return to in the 
Appendix. 

Some of the diagnostics of which position a DP occupies in the preverbal 
field are as follows: 

(31) a. Topics, but not other preverbal items, can be followed by sentential 
adverbials like tegnap 'yesterday.' 

b. When a Topic or Quantifier precedes a non-negated finite verb that 
has a prefix, the prefix is in proclitic position. 

c. When a Focus or Predicate Operator precedes a non-negated finite 
verb that has a prefix, the prefix occurs postverballyY 

d. A sequence of Quantifiers cannot be broken by a non-Quantifier. 
e. A DP in Focus receives an exclusion-by-identification interpreta­

tion; a DP in Predicate Operator does not. 

4.2 A parallelism with Beghelli and Stowell's LF 

I argue that the extent to which Hungarian surface structure reveals the 
syntax of scope is even greater than has been thought. In general, it demon­
strates that QPs are not simply lined up in the desired scopal order but occupy 

llThat is to say, the finite V moves into a functional head that is higher than the position 
of the prefix. 
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specific positions. And in particular, the traditionally distinguished positions 
correspond quite closely to the specifier positions of the functional categories in 
Beghelli and Stowell's (13). For the time being, I ignore the postverbal field. 

(32) Hungarian Topic ~ Spec, RefP 
Quantifier ~ Spec, DistP 

Focus (with indefs.) ~ Spec, ShareP 
Predicate Operator ~ Spec, AgrP /VP 

This parallelism is supported by data that pertain to (i) exactly what noun 
phrases occur in each position, and (ii) what kind of interpretation they receive 
there. 

Some restrictions on the occurrence of DPs in these positions are well­
known. E.g. a Topic must be specific, and universals do not occur in Topic or 
Focus (this latter fact was first observed in Szabolcsi 1980, p. 66). However, 
no systematic investigation of these matters has been carried out to date. In 
what follows I examine a representative sample. The data are summarized in 
(33) on the next page. Note that many DPs occur in more than one position; 
as we shall see, their interpretations vary accordingly. 

Let us see how the distribution of DPs supports the parallelism in (32). 
Proper names, definites, and those indefinites that take widest scope in their 

own clause are placed into [Spec, RefP] in Beghelli and Stowell. The Hungarian 
counterparts, when preverbal, occur in Topic. 

Distributive universals are placed into [Spec, DistP] in Beghelli and Stowell. 
The Hungarian counterparts, when preverbal, occur in Quantifier position. 

Bare indefinites that scope under distributive universals are placed into 
[Spec, ShareP] in Beghelli and Stowell. The Hungarian counterparts can occur 
in Focus with a comparable scope interpretation. 

Modified numerals, which do not readily take inverse scope in English are 
placed into [Spec, AgrP] or [Spec, VP] in Beghelli and Stowell. The same 
holds for indefinites whose N is destressed and whose numeral is interpreted as 
"exactly n." The (relevant) Hungarian counterparts cannot occur higher than 
the Predicate Operator position.12 

121f a constituent of DP is set into contrast, the whole DP is pied piped to Focus. This 
option is irrelevant to us and is not indicated in the table. 
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(33) Topic Quantifier Focus PredOp Post-V 

a legtiibb flu + + 
'most of the boys' 

valamely flu/bizonyos fluk + + 
'some boy(s)' 

Peter, Peter es Maria + + + 
'Peter,' 'P and M' 

a flu(k) + + + 
'the boy(s)' 

hat flu + + +@@ + 
'six boys' 

sok flu + + +@@ + 
'many boys' 

minden flu + + 
'every boy' 

valamennyi flu + + 
'each boy' 

meg Peter is + + 
'even Peter' 

hat flu is + + 
'even/as many as six boys' 

Peter is + + 
'Peter, too' 

semelyik flu (neg. concord) + + 
'none of the boys' 

lega/abb hat flu + + 
'at least six boys' 

tiibb, mint hat flu + + + 
'more than six boys(l)' 

hatnal tiibb flu + +# 
'more than six boys(2)' 

ponto san hat flu + +# 
'exactly six boys' 

keves flu + +# 
'few boys' 

kevesebb, mint hat flu + +# 
hatnal kevesebb flu + +# 

'less than six boys(1,2)' 
legfeljebb hat flu + +# 

'at most six boys' 
flu(k) + +# 

'boy(s), existential' 
@@ With the noun destressed 

# Only if PredOp/Focus is filled or V is negated 

In view of the above data as well as in anticipation of the discussion below, 
it seems justified to refer at least to Hungarian Topic as (spec of) HRefP and 
Hungarian Quantifier as (spec of) HDistP. On the other hand, I will retain 
the labels Focus and PredOp since here, it seems, the pertinent similarities are 
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functional and the residual differences are significant. ShareP, unlike Focus, 
does not host definitesj PredOp, unlike AgrP, is not Case-related, etc. 

Apart from the fact that scopal movement can be visible, the crucial respect 
in which Hungarian differs from English is that Hungarian has no agreement 
(Case) positions mixed with the scope positions in the preverbal field, whence 
scope relations are independent of the argument hierarchy. In the Appendix I 
outline an analysis of Hungarian senteRce structure that, among other things, 
captures the observations above. 

5 OUTLINE OF THE ANALYSIS 

In what follows, I will focus on the positions HRefP, HDistP, and PredOp, and 
argue that their inhabitants contribute to the interpretation of the sentence as 
summarized in (34) through (36). (Focus is omitted, because it has an obvious 
additional semantic function that is irrelevant to the present concerns.) I for­
mulate my claims with respect to Hungarian and will argue for them using Hun­
garian data, but recall that I believe that, modulo the obvious cross-linguistic 
differences, these data are supportive of Beghelli and Stowell's approach and 
my claims are intended to hold oftheir logical forms, too. In fact, some of these 
claims are incorporated into Beghelli and Stowell (1994, 1996),13 

(34) DPs that occur both in HRefP and Focus, as well as valamely/bizonyos 
N 'some N(s)' that only occur in HRefP, contribute an individual to the 
interpretation of the sentence, i.e., an atomic or a plural individual (the 
atoms of) which correspond(s) to the element(s) of a minimal witness 
set of the DP.14 This individual serves as a logical subject of predication. 
Predication may be distributive or collective, depending on the nature 
of the predicate. 

(35) A DP in HDistP contributes a set to the interpretation of the sentence, 
i.e., a witness set. This set serves as a logical subject of predication 
mediated by a distributive operator. 

(36) A DP in PredOp does not contribute an entity to the interpretation of 
the sentence and does not serve as a logical subject of predication. It 
performs a counting operation on the property denoted by the rest of the 
sentence. If that predicate is distributive and thus denotes a set, the DP 

13 A legtob fiu 'most (of the) boys' and fiu(k) 'boy(s), existential' are not included in my 
three categories. Their analysis goes beyond the scope of this paper. 

14 A witness set of a generalized quantifier GQ is a set that is (i) an element of GQ, and (ii) 
a subset of the smallest set GQ lives on. E.g. a witness set of [two men] is a set containing 
two men and no non-men. See Chapter 1 for discussion. 
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counts its elements. If that predicate is collective and thus has plural 
individuals in its denotation, the DP counts the atoms. The result of 
counting may even be compared to the cardinality of the common noun 
set, i.e. the DP's determiner need not be intersective. 

The basic distinction that I wish to make is between DP denotations that 
contribute an entity as a target of predication and DP denotations that operate 
on the denotation of the predicate in the manner of generalized quantifiers. 
Such a distinction seems straightforward between names, definites and bare 
indefinites on the one hand and modified numerals on the other.15 Distributive 
quantifiers might seem to side naturally with the latter group, but I claim they 
indeed side with the former and end up as one subspecies in the "subject of 
predication" category. This is what the proposals in (34) through (36) attempt 
to capture. 

It seems to me that a natural framework for expressing these proposals is a 
version of the Discourse Representation Theory expounded in Kamp and Reyle 
(1993). The claim that some DPs serve as logical subjects of predication should 
translate as the claim that they introduce discourse referents. Following Kamp 
and Reyle (1993, p. 168), by "introduces a discourse referent" I mean that the 
rule processing the DP introduces a referent either into the universe of the 
very DRS to which it is applied or into the universe of a superordinate DRS. 
Thanks to such referents, these noun phrases support non-maximal reference 
anaphora. This contrasts with rules that take care of quantifiers; these place a 
discourse referent into a newly created subordinate DRS (introduce duplex con­
ditions). These latter noun phrases only support maximal reference anaphora 
(constructing an antecedent for a subsequent pronoun involves the abstraction 
operation that intersects the denotations of the first and the second arguments 
of the determiner).16 

Kamp and Reyle stipulate that when a DP "introduces a discourse refer­
ent" then, at the point of introduction, it is associated with all and only the 
conditions that come from material inside the DP. That is, even if a referent 
is introduced into a superordinate DRS, it will never be divorced from its DP­
internal conditions. This needs to be stipulated, because Kamp and Reyle's 
discourse referents are plain variables ranging over the whole universe, and 
DP-internal conditions are represented as predicated of them. In contrast, in 
(34) and (35) I assume that a referent is a sorted variable that is ab ovo re­
stricted to ranging over (plural individuals formed from minimal) witness sets 

15The claim that HRefP serves as a logical subject of predication squares entirely with E. 
Kiss's (1992, 1994) analysis of Hungarian, although she makes no comparable claims about 
the other positions. 

16The distinction between maximal and non-maximal reference anaphora is illustrated and 
examined in Problems (69)-(72) of Chapter 1. 



124 CHAPTER 4 

of the generalized quantifier denoted by the DP. E.g., the discourse referent 
introduced by two men is a variable over plural individuals made up of two 
men. Since a witness set, by definition, is of the right "size" and contains 
only entities drawn from the determiner's restriction, the inseparability of the 
referent from the information that comes from the DP follows without further 
stipulation. 

Note that this proposal differs from the usual notion of restricted quantifi­
cation, which relies on the (smallest) set the GQ lives on, i.e. its common noun 
set, rather than a witness. 

Kamp and Reyle's stipulation in fact takes care of a problem discussed in 
Abusch'(1994) and Reinhart (1995). The example comes from Heim (1982): If 
a cat likes a friend of mine, I always give it to her. On the intended interpre­
tation, a friend of mine is to be construed as having wide scope. But if only 
existential closure is outside the conditional and the predicate friend of mine is 
in the antecedent, the sentence will be incorrectly verified by any model where 
there is someone who is not a friend of mine. Abusch (1994) proposes a specific 
syntactic mechanism to percolate the predicate up to the quantifier. Reinhart 
(1995) invokes choice functions in the interpretation of indefinites. My own pro­
posal is highly compatible with Reinhart's, given that the value of her choice 
function is exactly my witness set. Reinhart (1995) and Winter (1996) show 
how to obtain those choice functions compositionally; their procedure might be 
adopted by the present theory. 

The behavior of DPs that occur in HRefP and Focus (the latter the func­
tional counterpart of Beghelli and Stowell's ShareP) is straightforwardly deriv­
able from the properties Kamp and Reyle attribute to set denoter referents (sin­
gular or plural individuals, in present terms). What DRT gains from Beghelli 
and Stowell, in turn, is a characterization of distributivity that is empirically 
more precise and less stipulative. Recall from 2.2 that silent each is claimed 
to behave much like its overt counterpart, whose behavior is governed by well­
studied principles of syntax. 

Let us assume, then, in general that the DRS construction algorithm does 
not take the simple phrase structures used in Kamp and Reyle as input but, 
rather, its operation is directly determined by the kind of Logical Form Beghelli 
and Stowell's analysis assigns to the sentence. This will have clear advantages 
in connection with the treatment of inverse scope. Kamp and Reyle comment 
on the fact that not all noun phrases can take inverse scope, but eventually 
they opt for the stipulation that a syntactically lower noun phrase may be 
processed before a syntactically higher one, which is equivalent to assuming an 
unconstrained QR. Beghelli and Stowell's theory eliminates QR and replaces 
it with an articulated syntactic theory of where each type of noun phrase ends 
up at LF. Their LF now specifies the correct orders in which to process noun 
phrases. 
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But there are reasons for more substantial modifications ofDRT. These have 
to do with the behavior of DPs in HDistP, see (35), in comparison with those 
in PredOp, see (36). I will argue that the inhabitants of HDistP, universals 
among them, are construed as targets of (obligatorily distributive) predication. 
This claim will be supported by showing that (i) they support only distributive 
readings and (ii) they introduce discourse referents, although not exactly the 
same kind as inhabitants of HRefP. Only the inhabitants of PredOp, which are 
all "counters," operate on predicate denotations in the manner of generalized 
quantifiersP 

I believe that the picture that we are led to is a generalization of Ben­
Shalom's (1993) insight. Recall from 2.1 that, restricting her attention to the 
calculation of inverse scope, Ben-Shalom argued that there is a procedural dif­
ference in the evaluation of sentences involving names, definites, specific indefi­
nites, and universals on the one hand and those involving modified numerals on 
the other. In the former case, she proposes to start out with a set determined 
by the quantifier and check its members for some property. In the latter case, 
she proposes to directly tackle the predicate's denotation. In present terms, 
the difference is precisely that the former act as subjects of predication and the 
latter as predicate operators. 

Pursuing the DRT analogy, these observations amount to adding a procedu­
ral flavor to DRT, in the following sense. DPs that introduce discourse referents 
do not only differ from others in how they support anaphora, which is largely 
a matter of logical syntax. They also differ at the interface between DRSs and 
the model theory, because the verification of the truth of sentences containing 
them is carried out using different procedures. 

This procedural intuition may be reminiscent of Brentano and Marty's dis­
tinction between categorical versus thetic judgments, revived in Kuroda (1972), 
Sasse (1987), and Ladusaw (1994). At present I am not in a position to judge 
how far a deeper parallelism might go, but this issue certainly merits further 
investigation, since it may tie together formal and informal lines of research. 
(One obvious difference is that the present proposal is concerned strictly with 
the contribution of particular DPs, not with whole sentences/judgments.) Like­
wise, the "subject of predication" and the "predicate operator" types of ver­
ification procedures may be relevant in connection with the construction of 
mental models, in a sense similar to Webber (1979) and Crain and Hamburger 

17To avoid misunderstanding, notice that I am using the notion of a generalized quantifier in 
two different senses in this paper: in a denotational sense and in a representational/procedural 
sense. From a denotational perspective all noun phrases denote generalized quantifiers (sets 
of predicate denotations). This remains true whatever further considerations are invoked; 
hence I am free to appeal to notions like witness sets and monotonicity. From a representa­
tional/procedural perspective, only a subset of the noun phrases operate directly on predicate 
denotations: those that do not introduce a referent (logical subject of predication). 
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(1992). Finally, the two modes of operation recall the "look-up" versus "com­
pute" distinction in Szabolcsi and Zwarts (1993). But developing a broader 
procedural theory that subsumes these goes beyond the scope of this paper. 

In concrete terms, I will be arguing that the Beghelli and Stowell-style 
logical forms in (37) and (39) correspond to discourse representations as in 
(38) and (40), respectively.1S 

(38) is much like in Kamp and Reyle. The differences are (i) that X is 
now understood as a variable over plural individuals, not sets, and (ii) X is a 
restricted (sorted) variable. I will use the following notational convention: X E 
DP is a variable ranging over plural individuals whose atoms are the elements 
of some minimal witness set of [DPl I represent few books simply in terms of a 
duplex condition. Note that the cardinal and the proportional readings behave 
alike from the present perspective. EACH is Beghelli and Stowell's silent each. 

(37) [Refp Two bOySl [AgrSP tl EACH read2 [AgrOP few books3 [VP tl t2 t3llll 

(38) 

X E TWO - BOYS 

y 
read(y)(x) 

ATOM(X)(X) book(y) 

(40) involves every boy that, according to my proposal, introduces a set 
referent. Notation: X E DP* is a variable ranging over witness sets of [DP], 
and V is the distributive operator Dist. 

(39) [AgrSP h read2 [DistP every bOYl Dist [AgrOP few books3 [VP tl t2 t3llll 

(40) 

X E EVERY - BOY' 

y 
read(y)(x) 

x E X book(y) 

18The explanation of why referents in HRefP are based on minimal witnesses while those 
in HDistP are plain witnesses is given in Section 8.3. 
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This replaces a "tripartite" structure in Kamp and Reyle.19 

With these general considerations in mind, let us turn to the justification 
of (34) through (36), with reference to Hungarian. 

6 DISTRIBUTIVE AND COLLECTIVE READINGS 

6.1 Distributivity in HDistP 

The reason why the Hungarian Quantifier position deserves the label HDistP 
is that all DPs occurring there are strictly distributive. (Although we get 
distributive readings elsewhere, too, as will be discussed below.) 

Some DPs occur only in HDistP and not in the other three distinguished 
positions. Universals, minden fiu 'every boy' and valamennyi fiu 'each boy' 
are the paradigmatic cases. But all is 'also, even' phrases are like universals in 
that they are barred from HRefP, Focus and PredOp.2o For their distributivity, 
consider: 

(41) Kati is fel-emelte az asztalt. 
Kati also up-lifted the table-ace 
'Kati lifted up the table, too' 

This sentence cannot mean that along with others, Kati was a member of a 
collective that lifted up the table. It can only mean that Kati lifted the table 
on her own, and someone else did too. 

(42) Hat fiu is fel-emelte az asztalt. 
six boy even up-lifted the table-ace 
'As many as six boys lifted up the table' 

Here the contribution of is 'even' is essentially scalar: hat ... is means that 
six is considered many. Nevertheless, while the same sentence without is may 
well have a collective reading, (42) may only mean that there were as many as 
six individual table liftings. 

19 

x y 
read(y)(x) 

hoy(x) hookey) 

20It may be interesting to mention that Hunyadi {1981} explains the identical surface distri­
bution of is 'also, even' phrases and universals with reference to the fact that the morpheme 
is derives from the conjunction es and universals semantically reduce to conjunction. Similar 
relations have been in the focus of much recent work directed at Japanese and Korean. 
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But the most interesting new facts involve the observation that some noun 
phrases may occur in more than one position, and their interpretation varies 
accordingly. 

Consider first telic predicates that can be either distributive or collective. 
(43) shows that names, definites and bare indefinites (the DPs that occur both 
in HRefP and in Focus) support either reading. DPs in HDistP do not support 
a collective reading at all. Finally, DPs in PredOp support an unmarked dis­
tributive reading of the sentence as well as a marked collective one, which has 
the flavor "It took as many jfew as n boys to VP." 

In the examples below the first DP is one that occurs only in the given 
position and the second is one that occurs in different positions with varying 
interpretations. 

( 43) a. Kati es Mari 
Ket flU 

fel-emelte az asztalt. 

'Kati and Mari 
'Two boys 

lifted up the table' 

OK lifting: collective 
b. Minden fiu 

T6bb, mint hat fiu 
'Every boy 
'More than six boys 
* lifting: collective 

fel-emelte az asztalt. 

lifted up the table' 

c. Kevesebb, mint hat fiu emelte fel az asztalt. 
T6bb, mint hat flU 
'Less than six boys 
'More than six boys 

lifted up the table' 

OK lifting: "it took n "-collective 

HRefP 

HDistP 

PredOp 

Similar results are obtained with purely non-distributive telic predicates: 
"once only" predicates. Notice that here the distributive interpretation is out, 
no matter what the subject is: the same sand castle cannot be destroyed more 
than once (I mark this with i). See Szabolcsi and Zwarts (1993, Section 5) for 
some discussion. 

(44) a. Kati es Mari le-rombolta a homokvarat. 
'Kati and Mari tore down the sand castle' 
OK destruction: collective 
# destruction: distributive 

HRefP 
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b. Minden fiu 
T6bb, mint hat fiu 
'Every boy 
'More than six boys 
* destruction: collective 

le-rombolta a homokvarat. 

tore down the sand castle' 

# destruction: distributive 

c. Kevesebb, mint hat fiu rombolta Ie a homokvarat. 
T6bb, mint hat fiu 
'Less than six boys 
'More than six boys 

tore down the sand castle' 

OK destruction: "it took n"-collective 
# destruction: distributive 

129 

HDistP 

PredOp 

On the other hand, there are other non-distributive predicates like surround 
where even the "it took n" flavor is absent, and modified numerals in PredOp 
support an unmarked collective interpretation of the sentence. I suspect that 
this difference, which otherwise plays no role in my analysis and will not be 
investigated further, is due to the stativity ofthe predicate. (As for the choice 
of the verb, note that surround differs from gather, for instance, in that (i) if a 
plurality of entities surround something (in one layer), then no subset of them 
surrounds it, but (ii) a single entity may surround something by forming a full 
circle on its own.) 

(45) a. Az X birtok es az Y birtok k6riil-6leli a kastelyt. 
'Estate X and estate Y surround the castle' 
OK surrounding: collective 
OK surrounding: concentric circles 

b. Minden birtok 
T6bb, mint hat birtok k6riil-6leli a kastelyt. 
Sok birtok 
'Every estate 
'More than six estates surround the castle' 
'Many estates 
* surrounding: collective 
OK surrounding: concentric circles 

HRefP 

HDistP 
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c. Kevesebb, mint hat birtok 
Tobb, mint hat birtok oleli koriil a kastelyt. PredOp 
Sok birtok 
'Less than six estates 
'More than six estates surround the castle' 
'Many estates 
OK surrounding: collective 
OK surrounding: concentric circles 

The behavior of DPs in Quantifier position fully supports the idea that this 
position is analogous to [Spec, DistPj. Not only do the Hungarian counterparts 
of every boy and each boy occur in this position, but a variety of further DPs 
do, too. And while the latter can support collective readings elsewhere, in this 
position they only support distributive readings.21 

However, the following question presents itself: Do the collective or dis­
tributive readings arise in the same manner in all three positions? 

6.2 Two types of collective readings: HRefP and 
PredOp 

In the foregoing discussion I was careful to use a wording according to which 
a DP "supports a collective/distributive reading of the sentence." The reason 
is that I wished to remain entirely neutral as to what role this DP specifically 
plays in the formation of such a reading. I argue that in everyone of the three 
positions that we are considering the DPs playa somewhat different role. 

First consider the contrast between collective interpretations supported by 
DPs in HRefP versus DPs in PredOp: 

(46) a. Ez a hat fill fel-emelte az asztalt. HRefP 
'These six boys lifted up the table (together)' 

b. Ez a hat birtok koriil-oleli a kastelyt. 
'These six estates surround the castle (together)' 

(47) a. Tobb/kevesebb, mint hat fiu emelte fel az asztalt. PredOp 
'It took more/less than six boys to lift up the table (together)' 

b. Tobb/kevesebb, mint hat birtok oleli koriil a kastelyt. 
'More/Less than six estates surround the castle (together)' 

Following Kamp and Reyle (1993), I propose that in (46) the subject intro­
duces a plural individual referent and 'lifted up the table' is predicated of it 

21These data are clear counterexamples to Gil's (1995, p. 326) Universal 1: "If a quantifier 
is distributive-key, it is also universal." 
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collectively. More precisely, Kamp and Reyle treat bare indefinites as "set de­
noters," although they note that these sets are in one-to-one correspondence to 
plural individuals and the plural individual view is intuitively preferable. I am 
switching to plural individuals on the technical level, too, reserving the option 
of having set referents for another kind of DP. 

In Kamp and Reyle's theory, collective predication is the only way to obtain 
a collective interpretation for the sentence, and in fact, they do not discuss 
convincing examples that would force one to think otherwise. But the examples 
in (47) are such. The subjects do not introduce a discourse referent either in 
a technical sense (see the anaphora facts below) or in an intuitive sense. The 
sentences in (47) are in no way "about" some boys or estates. Thus I claim that 
these sentences receive their collective interpretation in a different way. Namely, 
it is the predicate that denotes a group, as opposed to a set of individuals, and 
what the DP does is to count the atoms of this group. E.g., 

(48) 'The collective that surrounds the castle and consists of estates has 
more /less than six atoms' 

Thus the sentences in (47) have a collective interpretation but their subject 
DPs are not interpreted collectively.22 

So, in line with Kamp and Reyle, I assume that DPs in HRefP /Focus denote 
plural individuals that can be subjects of collective or distributive predication, 
while DPs in PredOp are counters. In distinction to Kamp and Reyle, however, 
I assume that the latter can count either the elements of a set, or the atoms of 
a group, whichever the predicate they operate on denotes. This takes care of 
(46) versus (47). 

7 TWO TYPES OF DISCOURSE REFERENTS 

In this section I discuss various aspects of (35), i.e. the claim that DPs in 
HDistP introduce a set referent. 

22In English, some of the counting quantifiers have a variant that introduces a plural indi­
vidual. This is claimed in Groenendijk and Stokhof (1984) and corroborated by S. Spellmire 
(p.c.). Thus, we have, 

Some more/fewer than six men lifted the table [collectively]. 

The suspicion might arise that the English counterparts of the Hungarian examples only work 
with these variants (with the determiner some possibly "suppressed"). Notice, however, that 
Few estates surround this castle clearly differs in meaning from A/*Some few estates surround 
this castle and yet, is impeccable. Thus the phenomenon cannot be reduced to the subject 
introducing a plural referent. I should add that corresponding Hungarian DPs in PredOp do 
not allow for the plural construal at all. 
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7.1 No plural individual referent in HDistP 

Let us turn to anaphora facts that establish whether a DP introduces a 
plural individual referent. In Kamp and Reyle, the most important mark of DPs 
that introduce a plural referent is that they can antecede a collective subject 
pronoun even when the latter is inside their own distributive predicate, see 
(50)-(52) below. Here is why this is the test case. In cross-sentential anaphora 
like Many boys came. They were curious, the pronoun constructs an antecedent 
for itself using the restrictor 'boy' and the predicate 'came.' But a pronoun 
located inside a predicate cannot use that same predicate in constructing an 
antecedent for itself. It can only corefer with a previously introduced discourse 
referent. And since we want a collective interpretation for the pronoun, the 
discourse referent it corefers with must be a plural individual, too. 

It turns out that the Hungarian data are even easier to judge than the En­
glish. In Hungarian, DPs that contain a numeral are themselves in the singular 
and, alongside with conjunctions of singulars, trigger singular agreement on the 
predicate: 

(49) John es Bill 
Ket iigyved 
Sok iigyved 

titkamot vett fel/vett fel titkarnot. 

Hatmil t6bb iigyved 

'John and Bill 
two lawyer 
many lawyer 

secretary-acc hired{3sg}' 

more than six lawyer 

In cross-sentential anaphora, all these DPs antecede plural pronouns. When 
however they c-command a (possibly non-overt) pronoun, a singular pronoun 
receives a bound individual variable reading, while a plural pronoun receives 
a coreferential reading. Given this morphological distinction, all that needs to 
be judged in Hungarian is whether a DP can be linked to a plural pronoun 
in Kamp and Reyle's diagnostic context. For transparency, I replicate the 
Hungarian pronouns in the translations: 

(50) John es Bill .," ." elbeszelget-ett{3sg} 
K 't .. 'd olyan tltkarnot vett fel, aklVel elobb lb '1 t t k{3 I} e ugyve e esze ge - e p 

'John and Bill 
hired a secretary that 

two lawyers 
If {3sg}, interview distributive; 
if {3pl}, interview can (must?) be collective. 

he had interviewed 
they had interviewed' 
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(51) Minden I . k'" elk· I l"bb elbeszelget-ett{3sg} 
Sok iigyved 0 yan tIt arnot vett 1e , a lve eo * elbeszelget-tek{3pl} 

'Every lawyer 
many lawyers 

hired a secretary that 

If {3sg}, interview distributive; 
if {3pl}, example * 

he had interviewed 
* they had interviewed' 

(52) Hatmll kevesebb 
Sok iigyved 

£ I I . k' " k· I elbeszelget-ett{3sg} 
vett e 0 yan tit arnot, a Ive * elbeszelget-tek{3pl} 

'Less than six lawyers h· d t th t he had interviewed 
many lawyers Ire a secre ary a * they had interviewed' 

If {3sg}, interview distributive; 
if {3pl}, example * 

We see that the demarcation line lies exactly where Kamp and Reyle place 
it in English on the basis of judging the available interpretations. Only in the 
case of DPs that occur in HRefP /Focus can the plural pronoun be linked to the 
DP itself, cf. (50). In (51)-(52), with DPs that occur in HDistP and PredOp, 
respectively, the plural pronoun may at best pick up DP's smallest live-on set 
or be interpreted deictically. 

7.2 Essential quantifiers and distributivity 

The fact that DPs in HDistP are never linked to a plural pronoun in this 
context might suggest that they are interpreted in essentially the same way 
as those in PredOp, namely, as generalized quantifiers. The difference would 
consist in the first type having distributivity built into their definition. 

This correlation is interesting, because Partee (1995, p. 564) conjectures (ex­
tending a claim in Gil 1989, 1995) that all essentially quantificational DPs are 
distributive. To make Partee's point perhaps even stronger, let me reinterpret 
"essentially quantificational" as those DPs whose determiner is not purely in­
tersective and which cannot be taken to denote (atomic or plural) individuals, 
either. Every Nand proportionals are essentially quantificational. Further­
more, non-individual denoting DPs whose restrictor is presupposed not to be 
empty are essentially quantificational. The reason is that a presupposition that 
pertains to only one argument of the determiner prevents the determiner from 
being symmetrical (and hence intersective). 

In fact, Hungarian offers further subtle confirmation of Partee's hypothe­
sis. Consider the PredOp data discussed in (47). If tiibb/kevesebb, mint hat 
N is replaced by az N-ek kiizul tiibb/kevesebb, mint hat 'more/fewer than six 
among the Ns,' the closest we can get to a partitive in Hungarian, the collective 
readings disappear. 



134 CHAPTER 4 

(53) a. T6bb/kevesebb, mint hat fill emelte fel az asztalt. 
OK 'It took more/less than six boys to lift up the table (together)' 

b. A fillk k6ziil t6bb/kevesebb, mint hat emelte fel az asztalt. 
'More/fewer than six among the boys lifted up the table, indi­
vidually' 

Similarly, if we have sok 'many' or keves 'few' in PredOp and they are inter­
preted proportionally, the collective readings disappear. We may say that both 
changes result in essentially quantificational DPs. 

Now, it is possible to maintain that all DPs in HDistP are essentially quan­
tificational in this slightly modified sense. Recall what we have here: every N, 
many N, at least/more than n N, and also, even phrases. Crucially, it is not 
counter-intuitive to say that when t6bb, mint hat flu 'more than five boys' oc­
curs in HDistP, we presuppose that there are boys. Maybe we are even thinking 
of boys drawn from a known superset of individuals, that is, the phrase may 
be specific in Enc;'s (1991) sense. 

If all DPs in HDistP have semantic properties that make them essentially 
quantificational, then the fact that they are invariably distributive may simply 
follow from Partee's generalization. 

7.3 Set referents in HDistP 

It seems now that both the anaphora facts and the distributivity facts con­
cerning HDistP correlate with the inhabitant DPs being essentially quantifi­
cational. If essentially quantificational DPs are automatically to be analyzed 
as having a "tripartite" structure, then such an analysis seems very well mo­
tivated. I submit, however, that there are other facts that receive a natural 
explanation if we assume that these DPs introduce a discourse referent of some 
sort, and the same facts remain mysterious on the "tripartite" analysis. 

The Hungarian data are critical in developing this argument. The reason 
is that the diagnostics of introducing a discourse referent have to do with non­
maximal reference anaphora and referential variation. According to Beghelli 
and Stowell, in English only universals reside in DistP. But a universal has a 
unique witness that is identical to its restrictor (= smallest live-on) set. There­
fore, maximal reference anaphora (computed by intersecting the restrictor and 
the predicate sets) and non-maximal anaphora to some witness set come out the 
same. Likewise, universals will not exhibit referential variation, however they 
may be entered in the DRS. Therefore, the behavior of universals is compatible 
with more than one analysis. To see what properties the syntactic position per 
se has, we would need to test non-maximal anaphora on a DP with witnesses 
distinct from the restrictor, and referential variation on a DP with more than 
one witness. In Hungarian, DPs like 'many men' and 'more than five men' oc-
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cur in the same HDistP position as 'every man,' thus the relevant tests can be 
performed. Furthermore, since the same DPs occur in PredOp, too, minimal 
pairs can be formed to isolate the properties present only in HDistP. 

It should be clear that my factual claims below concern the behavior of 
Hungarian DPs, and it is for students of English to decide whether many men 
and more than jive men exhibit similar behavior. Now two questions arise. Is it 
possible at all for me not to predict that these English DPs behave analogously? 
It is, because I show in Section 9 that denotational semantics delimits, but 
does not determine, a DP's actual mode(s) of operation. Hence the fact that a 
Hungarian DP is denotationally equivalent to some English DP does not entail 
that they operate identically. But what is the crosslinguistic significance of 
the Hungarian facts then? Since I have argued for a global analogy between 
HDistP and English DistP on the one hand and PredOp and English AgrP on 
the other, the Hungarian data may offer an insight into the way DPs in these 
positions operate, even if the items that occur in those positions are not exactly 
the same. 

Consider first the following contrast in the behavior of tobb, mint hat diakunk 
'more than six students of ours' in HDistP versus PredOp, with respect to a 
variant of the "others" test, cf. Problems (69)-(70) in Chapter 1. Imagine two 
teachers in the process of correcting the exams of a large class. When they are 
done with some of the exams, the exchange in (54a) is felicitous, while the one 
in (54b) is not. 

(54) a. Tobb, mint hat diakunk felreertette a kerdest. 
Lehet, hogy meg masokat is taIalsz. 
'More than six of our students (HDistP) misunderstood the 
question. 
Maybe you will find others, too' 

b. Tobb, mint hat diakunk ertette felre a kerdest . 
* Lehet, hogy meg masokat is talalsz. 

'More than six of our students (PredOp) misunderstood the 
question. 

* Maybe you will find others, too' 

When 'more than six of our students' is in HDistP, as in (54a), the dialog 
is perfectly coherent. The first teacher's remark is unambiguously about a par­
ticular set of more than six students. The second teacher's remark means that 
there may be students outside this set who also misunderstood the question. In 
contrast, when 'more than six of our students' is in PredOp, the first teacher's 
remark can only mean that the number of students who misunderstood the 
question is greater than six. This cannot be followed by a remark about the 
"others." To begin with, this interpretation does not present a set of individu­
als in comparison with whom certain individuals may be "others." Moreover, 
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however the exams yet to be corrected will turn out, they will not change the 
fact that the overall number of those who misunderstood the question is greater 
than six. 

I conclude that the DP in HDistP introduces a set that is salient enough 
for anaphora to build on. This set is a witness of the generalized quantifier 
denoted by the DP. But a DP in PredOp crucially does not support this kind 
of anaphora, because it does not talk about individuals at all. 

The details of the interpretations of the complement subjects below point 
to the same conclusion quite unambiguously: 

(55) a. Legalabb ket elemzo ugy gondolja, hogy t6bb, mint hat hazug 
igazat mond. 
'At least two analysts think that more than six liars (HDistP) are 
truthful' 

b. Legalabb ket elemzo ugy gondolja, hogy t6bb, mint hat hazug 
mond igazat. 
'At least two analysts think that more than six liars (PredOp) are 
truthful' 

Farkas (1996) argues that the descriptive content (DC) of any noun phrase may 
be evaluated with respect to the worlds introduced by superordinate clauses; in 
the present case, this entails that whatever determiner the complement subject 
might have, the entities referred to may be liars in the speaker's world, not in 
the analysts' worlds. This in fact does not follow from the present proposal 
and thus, if correct, the mechanism Farkas proposes needs to be incorporated. 
On the other hand, there is a difference between the possible interpretations of 
(55a,b) that goes beyond what the evaluation of the DC explains. 

Namely, (55a) can mean that there is a fixed set of more than six liars 
such that a fixed set of at least two analysts think that they are truthful. 
That is, on this reading the liars and the analysts are chosen independently. In 
contradistinction to this, in (55b) it may at best be a coincidence if the liars the 
analysts think to be truthful are identical; there is no reading that guarantees it. 
This difference between (55a) and (55b) follows straightforwardly if we assume 
that the DP in HDistP introduces a referent corresponding to a witness (a 
set of more than six liars), but the DP in PredOp merely counts how many 
liars each analyst thinks are truthful. The fact that the liars can be chosen 
independently of the analysts in (55a) follows from the assumptions concerning 
discourse referents: they may be introduced into either the current DRS box 
or into any superordinate box. And the fact that the analysts nevertheless 
do not become dependent follows from the fact that the distributive operator 
invariably gets stuck in its base position. (These square with other proposals 
that Farkas makes.) No mechanism with a comparable effect is available to 
DPs that do not introduce a referent, cf. (55b). 
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With these, I take it to be established that DPs in HDistP, in distinction 
to PredOp, introduce discourse referents. 

We are now faced with the residual question of why, then, these DPs fail to 
support anaphora in (51). We may stipulate that coreference in the strict sense 
involves a relation between a pronoun and an expression denoting an individual, 
atomic or plural. Then one (natural) difference between bare indefinites like 
hat flu 'six boys' and inhabitants of HDistP is that the referent that the former 
introduces is an individual but the referent that the latter introduces is a set. 
As was noted above, such a distinction can be accommodated in Kamp and 
Reyle's framework with a minimal modification. 

This stipulation may be beneficial in explaining why, according to Beghelli 
and Stowell, bare indefinites never move to [Spec, DistPj and thus need to 
receive their distributive interpretation in a different way. We may correlate 
the feature that is checked in DistP with introducing a set, not an individual, 
referent. 

How should universals in DistP and HDistP be analyzed, then? Recall that 
because they denote principal filters, they conform happily to both the referent 
and the tripartite analyses. By default, we want to treat them in the same way 
as the other, more discriminating inhabitants of the same syntactic position, 
i.e., using discourse referents. 

It turns out that this analysis is the only one compatible with Stowell and 
Beghelli's independent claims. In general, they argue that distributivity is a 
separate factor even in the case of universals; what remains, then, is a set. 
More specifically, they discuss the following two types of data: 

(56) John didn't read every book. 

(57) What did every boy read? 

The notable property of (56) is that, on normal intonation, it only allows a 
reading where not takes scope over every book. The notable property of (57) is 
that it has a pair-list reading. Beghelli and Stowell (1996) and Beghelli (1996) 
analyze both cases by assuming that the universal acts as a variable bound 
by some operator (the negation or the question operator). Details aside, this 
would make no sense on the usual interpretation of universals, but it makes 
good sense if the universal introduces a set referent, since that is a bindable 
variable in DRT terms. 23 

23Incidentally, the result that universals may be bound is not unique to this analysis; 
dynamic semantics can produce the same, as observed by Groenendijk and Stokhof {1993}. 
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8 THE SUBJECT OF PREDICATION MODE OF 

OPERATION 

8.1 Grab a witness and predicate distributively 

Let us now see what the proposed analysis really is. 
There is a sharp intuitive difference between Hungarian sentences that have 

HDistP or PredOp filled, even when there is no truth conditional difference. 
DPs that occur in both positions are especially instructive in this regard. 

(58) Tegnap sok diakunk meg-betegedett. HDistP 
yesterday many student-1pl pfx-sickened 
'There is a set of many students of ours such that 
each fell ill yesterday' 

(59) Tegnap sok diakunk betegedett meg. 
yesterday many student-1pl sickened pfx 
'The students of ours who fell ill yesterday were many' 

PredOp 

The examples are chosen in such a way that, due to the possessive construction, 
they are both "presuppositional" and the 'many' phrases are interpretable as 
proportional in both cases. If this is so, then there is no standardly known 
reason for the sentences in (58) and (59) to be perceived as not meaning the 
same. But that is the perception; no native speaker would be tempted to say 
otherwise, even though they might not be able to explicate the difference. This 
is something to account for. 

My account is that in (58) we take a set of students and claim that each of 
them fell ill. In (59), we take those who fell ill, and count our students among 
them. 

The semantic analysis of HDistP that I am advocating is a generalization of 
Ben-Shalom's (1993) proposal for inverse scope and Chierchia's (1993) proposal 
for pair-list readings, which is based on Groenendijk and Stokhof's (1984). As 
was reviewed above, Ben-Shalom assumes that inverse scope is effected by a 
binary quantifier whose working can be illustrated as follows: 

(60) a. Three referees read every/two abstract(s) 
b. for every x E A, three referees read x 

where A is a witness set of the quantifier every/two abstract(s) 

Chierchia assumes that pair-list readings are effected by a binary quantifier 
whose working can for present purposes be simplified as follows: 24 

24In Szabolcsi (1996a) I argue against using (61) as the general representation of pair-list 
readings, because it does not fit the full range of quantifiers that support pair-list; but here 
I appeal to (61) for an insight to be applied to a crucially restricted set of examples. See 
specifically Sections 3.1 and 5 in Szabolcsi (1996a). 
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(61) a. What did every/two boy(s) read? 

b. for every x E A, what did x read 
where A is a witness set of the quantifier every/two boy{s} 

That is, in both cases the quantifier that takes inverse scope or induces a 
pair-list reading is said to contribute a set to the interpretation of the sentence, 
associated with a separate distributive operation "every x E A." These authors 
assume that this behavior of the quantifier is "unusual:" it obtains specifically 
in the inverse scope or pair-list context. My proposal differs from theirs in that 
I am assuming that offering up a witness to distributive predication is how 
quantifiers in HDistP always operate. 

To illustrate with an English example, I am assuming that Every referee read 
three abstracts, on its direct S > 0 reading is also calculated in the manner of 
(62b), rather than (62c); whether (62b) is thought to involve a binary quantifier 
is immaterial: 

(62) a. Every referee read three abstracts 

b. for every x E A, x read three abstracts 
where A is a (=the) witness set of the quantifier every referee 

c. every( referee) (read three abstracts) 

It is worth emphasizing that the word "every" in (62b) stands for the dis­
tributive operator and in (62c) for the actual determiner. Thus the following 
Hungarian example makes the contrast more transparent, perhaps: 

(63) a. T6bb, mint hat fiu el-ment. 
more than six boy away-went 

b. for every x E A, x left 
where A is a witness of 'more than six boys' 

c. more-than-six(boy) (left) 

8.2 The increasingness constraint 

HDistP 

At this point it is crucial to go back to the data in (33) and observe a 
peculiar fact about the distribution of DPS:25 

(64) Both HRefP and HDistP accommodate only increasing quantifiers. All 
decreasing and non-monotonic quantifiers are confined to PredOp. 

25 HDistP accommodates semelyik fiu 'none of the boys' and Peter sem 'Peter either,' which 
seem to contradict the increasingness claim. But Szabolcsi (1981) argued that semelyik fiu 
is just the negative concord form of minden fiu 'every bOyj' similar claims have been made 
about negative concord in Italian by Haegeman and Zanuttini (1990). Similarly, Peter sem 
is the negative concord form of Peter is 'Peter also.' So these are not counterexamples. All 
genuinely decreasing quantifiers, as well as the non-monotonic ones, occur in PredOp. 
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This fact calls for an explanation. What kind of an explanation shall it be? Re­
call the heuristic formulated in (9) and used in various chapters of this book: 

(65) What range of quantifiers actually participates in a given process is 
suggestive of exactly what that process consists in. 

In the light of (65), (64) suggests that DPs in both HRefP and HDistP are 
interpreted in a way that is only available to increasing quantifiers. My analysis 
above has exactly this property. DPs in both HRefP and HDistP have been 
argued to put up a witness as a logical subject of predication, and this is possible 
only when the DP is increasing. Consider the following fact (see Section 2.1 as 
well as Chapter 1) :26 

(66) If Det is increasing, but not if it is decreasing or non-monotonic, 
DET(N)(P) = 3A, A a witness of DET(N), \:Ix E A, Px 

The left hand side is the standard (generalized quantifier theoretic, or "tripar­
tite") specification of the truth conditions. The right hand side is the analysis 
I am proposing. (66) says that the proposed analysis yields the correct truth 
conditions if and only if the quantifier is increasing. In the spirit of (65), the 
analysis predicts the increasingness constraint. 

On the other hand, the standard GQ theoretic or "tripartite" analysis of the 
inhabitants of HDistP would yield logically correct results for all quantifiers. 
Hence the assumption that DPs in HDistP operate in that manner would not be 
able to explain the constraint. It would predict that the inhabitants of HDistP 
are as heterogeneous as those of PredOp.27 

8.3 Witnesses and minimal witnesses 

Recall from (38) and (40) that referents in (H)RefP are claimed to be based 
on minimal witnesses, but referents in (H)DistP on plain, not necessarily mini­
mal, witnesses. This choice has to do with two factors: collective readings and 
anaphora. 28 

Consider first (43a) , 'Two boys lifted up the table.' A witness set of [two 
boys] is any set that contains two boys and no non-boys. It may therefore be a 
set that contains, say, four boys. But if the table was lifted up by a collective 

26Logically speaking, Det also needs to be conservative and have extension, but all natural 
language determiners are thought to have these properties, so they will not discriminate 
between potential empirical cases. 

27It may be possible to give a pragmatic account of the facts behind (64), as is suggested in 
Kadmon (1987). r believe, however, that such an account would involve developing a major 
theory that shifts the borderline between semantics and pragmatics in a fundamental way. 
As no one to my knowledge has laid out such a theory, for the time being its benefits cannot 
be taken for granted. 

28r thank Y. Winter for discussion on these matters. 
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of four boys, then (43a) is not true. Similarly, if the example contained a 
disjunction, 'John or Bill lifted up the table,' a witness set of [John or Bill] 
would be {j, b }-but the sentence would be false in a situation where the 
collective comprising both John and Bill did the lifting. Thus for collective 
readings we need plural individuals based on minimal witnesses: just two boys 
in the first case, just John or just Bill in the second. 

When the same DPs participate in distributive readings, the choice between 
minimal and non-minimal witnesses does not make a truth-conditional differ­
ence, because the quantifiers in (H)RefP are all monotonically increasing: 'there 
is a set of just two boys each of whom is tall' allows for there being a larger 
set with four tall boys and is therefore the same as 'there is a set of at least 
two boys each of whom is tall.' But anaphora facts confirm that the referent 
introduced by two boys is one with just two boys. 

(67) Two boys came in. They were tired. 

While the first sentence is compatible with four boys coming in, the pronoun 
in the second appears to refer to just those two boys that we singled out. In 
sum, it is justified to assume that referents introduced in (H)RefP are plural 
individuals based on minimal witnesses of the quantifier, irrespective of whether 
they are subjects of distributive or collective predication. 

The situation is different in HDistP. Here the anaphora facts alone are 
decisive. Quantifiers in HDistP are always subjects of distributive predication 
and they are all monotonically increasing. Hence it makes no truth-conditional 
difference whether we operate with minimal or non-minimal witnesses. But 
consider anaphora. The critical example is (54a). 

(54)a. Tobb, mint hat diakunk felreertette a kerdest. 
Lehet, hogy meg masokat is talalsz. 
'More than six of our students (HDistP) misunderstood the question. 
Maybe you will find others, too' 

Recall that here masok 'others' was claimed to refer to students who fall 
outside a particular set. Now, a minimal witness of [more than six students] 
has exactly seven students. The question is, are we forced to construe the first 
sentence to be about exactly seven students? No. This discourse is just as fine 
if the actual number of the students talked about is eight or nine. But then the 
referent introduced in HDistP must be any witness, not a minimal witness, of 
the quantifier. 

8.4 Essential quantification, again 

In Section 7.2 I pointed out that the obligatorily distributive interpretation 
of DPs in HDistP falls under a slightly modified version of Partee's (1995) gen­
eralization. Namely, all inhabitants of HDistP are essentially quantificational 
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in the sense that they do not denote (singular or plural) individuals and their 
determiners are non-intersective (universal, or proportional, or at least pre­
suppositional). Partee conjectures that all essentially quantificational DPs are 
distributive. 

On the present account, inhabitants of HDistP introduce a set referent 
and are associated with a distributive operator, the head of the functional 
projection. This account is weaker than one based on Partee's generalization 
might be, since distributivity is not linked to any other semantic property of 
the noun phrase. On the other hand, Partee's generalization is a descriptive, 
not a theoretical one; for the time being, it is not known why the entailment 
might hold. Note also that even if essential quantifiers are all distributive, 
not all distributive quantifiers are essentially quantificational. Not only do we 
have distributive readings for sentences with hat flu 'six boys' that denotes a 
plural individual, but distributive readings with purely cardinal sok flu 'many 
boys' and hatnal tobb flu 'more than six boys' in PredOp are also impeccable. 
Furthermore, a legtobb flu 'most of the boys' is an inherently proportional and 
(in my jUdgment) invariably distributive quantifier in Hungarian, but it resides 
in HRefP and not in HDistP. That is to say, distributive readings plainly cut 
across the positions HRefP, HDistP, and PredOp. My conclusion is that the 
correlation between distributivity and certain semantic properties is an open 
question for the time being; it is to be hoped that its explanation will shed 
more light on the nature of (H)DistP as well. 

What remains to be accounted for on my analysis is the observation, made 
in Section 7.2, that DPs in HRefP and HDistP are presuppositional in some 
sense. As Ben-Shalom (p.c.) points out, this may follow from the fact that if 
there is no non-empty witness to serve as the subject of predication, predication 
will not be just false but will not even take place. 

In fact, this reasoning prompts us to modify the usual assumption concern­
ing exactly what is presupposed in presuppositional DPs. The usual assumption 
is that the determiner's restrictor is presupposed to be non-empty. But while 
this assumption may be sufficient to explain the absence of presuppositional 
DPs from existential contexts, it does not seem sufficient to do justice to the 
felicity conditions of the pertinent sentences. Consider the following in the 
context "In the history of the Vatican, . .. ". 

(68) Hat lengyel papa 
Tobb, mint ot lengyel papa konyvet 1rt. 

six Polish Popes (HRefP) 
more than five Polish Popes (HDistP) book-acc wrote 

These examples do not seem more felicitous in 1995, when the restrict or (the 
set of Polish Popes) is non-empty than they would have been fifty years earlier. 
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When the above DPs operate in the subject of predication mode, they appear 
to presuppose that at least six Polish Popes have existed in history (who then 
mayor may not have written books). That is, exactly as the present analysis 
predicts, it seems that the existence of a non-empty witness, and not that of a 
non-empty restrictor, is presupposed.29 

9 THE ROLE OF DENOTATIONAL SEMANTIC 

PROPERTIES: IMPORTANT BUT LIMITED 

Both classical DRT and my modified version of it propose a non-uniform treat­
ment of noun phrases: some are said to introduce discourse referents and others 
to operate on predicate denotations. An obvious question to ask is to what ex­
tent the denotational semantic properties of each noun phrase determine in 
what mode it will operate. 

I argued above that there is at least one crucial respect in which denota­
tional semantics plays a delimiting role: unless an explicit maximality condition 
is added, only monotonically increasing quantifiers allow for the paraphrase 
'There exists a set or plural individual such that .. .' Thus only increasing quan­
tifiers can have discourse referents corresponding to them. And indeed, it was 
observed that HRefP and HDistP accommodate only increasing quantifiers. Be­
low, I will point out a somewhat similar constraint in connection with PredOp. 

It would be very interesting, then, to be able to show that a DP's mode 
of operation is fully determined by its denotational semantic properties. Un­
fortunately, this does not seem possible. In fact, even at the present stage of 
the research, the Hungarian data seem to indicate, quite unambiguously, that 
the enterprise is hopeless. In other words, parallel to the fact that the differ­
ence between the proposed modes of operation is not purely denotational, the 

291t may be observed that Diesing (1992) proposes to account for a somewhat similar 
intuition concerning the specific versus non-specific interpretations of bare and modified in­
definites. Apart from the interpretation of presuppositionality, some of the crucial respects 
in which her proposal differs from the one developed here are as follows. (i) She assimi­
lates specific (presuppositional) indefinites to restricted quantifiers and (ii) she assumes that 
non-specific indefinites always introduce variables captured by an existential closure operator. 

Many of the observations motivating my analysis can be seen as reasons for rejecting 
Diesing's. Ad (i), treating specific indefinites as quantificational prevents her theory from 
accounting for the data that motivate Kamp and Reyle to assume that these DPs intro­
duce plural individual discourse referents. In fact, Diesing's only empirical argument for the 
quantificational analysis comes from antecedent contained deletion. However, if any bit of 
Beghelli and Stowell's theory of LF is correct, then the fact that we observe some LF move­
ment does not in itself allow us to diagnose that movement as QR and the participating DP as 
a "quantifier." Ad (ii), the assumption that all non-specific indefinites are variables captured 
by existential closure, irrespective of whether they are monotonic increasing, decreasing, or 
non-monotonic, gives logically incorrect results, as was argued above. 



144 CHAPTER 4 

conditions for a DP to operate in a given mode are not purely denotational, 
either. This seems like an important, and in fact natural, conclusion.3o Let us 
see some of the relevant data. 

First of all, we have seen that the same noun phrase may occur in more than 
one distinguished position in Hungarian and, accordingly, operate in more than 
one way. For instance, DPs like tiibb, mint hat fiu 'more than six boys' can occur 
either in HDistP or in PredOp. Or, sok flu 'many boys' can occur in HRefP 
or HDistP or PredOp, with the same proportional interpretation. Thus, there 
can be no one-to-one correspondence between denotational semantic properties 
and modes of operation. 

More strikingly, we can point to cases where two denotationally equivalent 
DPs behave differently. For instance, the determiner 'more than six' has two 
versions. The (a) version is analytic (syntactic comparison), the (b) version is 
synthetic (morphological comparison). Now, the former occurs either in HDistP 
or in PredOp, but the latter only in PredOp: 

(69) a. T6bb, mint hat flU ment el/el-ment. 
more than six boy went away/away-went 

b. Hatnru t6bb flU ment el/??el-ment. 
six-than more boy went away/away-went 

PredOp /HDistP 

PredOp 

I see no independent semantic difference between the two versions, which indi­
cates that the lack of ambiguity in the synthetic version is idiosyncratic. 

Similarly, legalabb hit flu 'at least seven boys' does not, according to my 
own judgment, occur in PredOp, although logically equivalent 'more than six 
boys' has a variant that does. This, again, seems like an accidental gap. 

In sum, an increasing DP that is in principle capable of supporting a dis­
course referent mayor may not actually do so, on one or any of its uses. 

Note a cross-lingustic consequence. If two denotation ally equivalent Hun­
garian DPs do not need to operate identically, then a Hungarian DP and its 
English "counterpart" do not necessarily do so, either: it is an empirical ques­
tion whether they do. 

Let us now turn to the question whether and how occurrence in PredOp 
is constrained. PredOp does not care about monotonicity: it hosts increasing, 
decreasing, and non-monotonic quantifiers. On the other hand, it is remarkable 
that minden fiu 'every boy' and a legtiibb fiu 'most (of the) boys' do not occur 
there; the former is confined to HDistP and the latter to HRefP. What excludes 
them? The fact that they have non-intersective determiners cannot be the 
reason, for instance. (53) already demonstrated that a quantifier in PredOp 

30 At the present stage of research, the noun phrase's choice among the denotationally 
speaking available options seems arbitrary. It is to be hoped that further research will identify 
the critical factors, whatever they might be. 
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may well be partitive or proportional. Likewise, decreasing keves fiu 'few boys' 
is invariably in PredOp, whether proportional or intersective. Furthermore, we 
are faced with another idiosyncracy here. According to the textbook analysis, 
most of the boys is equivalent to more than 50% of the boys(or pick whatever 

·larger figure you prefer). But, as can be expected on the basis of the data 
reviewed earlier, a fiuknak tobb, mint 50 szazaleka 'more than 50% of the boys' 
does occur in PredOp. 

The descriptive generalization I offered in (36) was that DPs in PredOp 
perform a specific operation on predicate denotations: they count. The absence 
of 'every boy' is natural then: it surely is not a counter. The fact that 'most of 
the boys,' in distinction to 'more than 50% of the boys' is excluded indicates 
that being a "counter" is in part a representational/procedural notion, too. 

Interestingly, Hungarian word order is not the only empirical domain that 
sets these two DPs apart. Consider binominal each and existential sentences 
with a coda in English; two well-studied constructions, whose accounts in the 
literature are standardly in denotational semantic terms:31 

(70) a. * The professors met most of the boys each. 

b. The professors met more than fifty per cent of the boys each. 

(71) a. * There will be most of the boys in the yard. 

b. There will be more than fifty per cent of the boys in the yard. 

Sutton (1993), whose work is the source of the first datum concluded, some­
what desperately, that these contrasts eliminate the possibility for a denota­
tional semantic characterization of what DPs work with binominal each. She 
proposed that what all the good examples have in common is that they are 
"counters;" a proposal reinforced by The professors met one/*a boy each. 
While the general theory in the present paper does not immediately explain 
why specifically counters need to be involved in (70), I hope to have substanti­
ated that this type of non-denotational conclusion need not be that desperate. 

10 APPENDIX ON HUNGARIAN 

In this Appendix, I wish to address two issues pertaining to Hungarian that 
may be necessary for the reader to make good use of the data presented. One 
concerns the presentation of (29), the global structure of a Hungarian sentence, 
in current syntactic terms. The other, with which I start, is this: 

31Comorovski (1995) argues that partitives with a strong determiner may occur in presen­
tational there-contexts when they are not anaphoric. This finer qualification will still not 
distinguish between most of the and more than n% of the. 
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(72) What positions do postverbal DPs occupy and what are their scope 
options? 

All literature on Hungarian agrees that postverbal DPs scope under preverbal 
ones (for two exceptions, see fns. 9 and 34). What has never been seriously 
examined, to my knowledge, is what scopal options postverbal DPs have within 
their own domain. Given that the postverbal field is assumed to have a flat 
structure, E. Kiss's general proposal makes either of the following two predic­
tions: 

(73) a. If operators in Hungarian c-command their scope at S-structure (in 
terms of first branching node c-command), then quantifiers in the 
post verbal field can be interpreted in either order. 

b. If operators in Hungarian precede and c-command their scope at 
S-structure, then quantifiers in the postverbal field are interpreted 
in left-to-right order. 

The reason why these predictions have not been scrutinized, I believe, is that 
having more than one scopal expression in the postverbal field is not usual and 
the judgments are rather difficult. (Since Hungarian goes out of its way to 
provide means to disambiguate scope, the postverbal field is not the domain of 
choice for scope interaction.) But if we now look at the postverbal field with 
the moral of Stowell and Beghelli's work on English in mind, we can construct 
critical data that are quite straightforward to judge. Such examples involve 
plural definites, universals, and modified numerals, especially decreasing ones. 

The choice of 'a Tuesday' for Focus allows us to control for the possibility 
that a postverbal quantifier scopes out of the postverbal field; if the Tuesdays 
do not vary, scope interaction is confined to the postverbal field, which is what 
we are interested in. 

(74) a. Egy keddi napon harapta meg hatnaJ t6bb kutya 
a Tuesday day-on bit pfx six-than more dog 
Katit es Marit. 
Kati-acc and Mari-acc 
'It was on a Tuesday that more than six dogs bit Kati and Mari 
OK (a Tuesday» more than six dogs> Kati and Mari' 
OK (a Tuesday» Kati and Mari > more than six dogs' 

b. Egy keddi napon harapott meg hatll1il t6bb kutya minden filit. 
'It was on a Tuesday that more than six dogs bit every boy' 
OK (a Tuesday» more than six dogs> every boy 
OK (a Tuesday» every boy> more than six dogs 

c. Egy keddi napon harapott meg hatnal t6bb kutya keves filit. 
'It was on a Tuesday that more than six dogs bit few boys' 
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OK (a Tuesday» more than six dogs> few boys 
?? (a Tuesday » few boys > more than six dogs 

d. Egy keddi napon harapott meg minden kutya keves filit. 
'It was on a Tuesday that every dog bit few boys' 
OK (a Tuesday» every dog> few boys 
* (a Tuesday » few boys > every dog 

147 

What we find is essentially the same pattern as in English. 'Kati and Mari' 
and 'every boy' easily take inverse scope over a modified numeral. With great 
difficulty, 'few boys' can take inverse scope over another modified numeral. But 
it is unthinkable for 'few boys' to take inverse scope over a universal.32 

These facts are inconsistent with both (73a) and (73b). What this means 
is that scopal order in Hungarian is not fully determined by S-structure. The 
inverse scopal orders must be due to LF movement, by and large in the same 
way as in English. 

This observation eliminates an alleged idiosyncracy of Hungarian. Since 
the preverbal positions are operator (A-bar) positions, it is quite natural for 
DPs that move there overtly to have their scope determined once for all. (The 
same holds for English DPs that undergo overt wh or negative fronting.) On 
the other hand, DPs in the postverbal field are thought to occupy argument 
(A) positions at S-structure, just like non-fronted DPs do in English. Thus 
postverbal Hungarian DPs can be expected to have their scope interpretation 
determined in essentially the same way as English DPs in A-position. 

I am thus led to positing two "scopal fields" in Hungarian: the preverbal one, 
with landing sites for overt operator movement, and the postverbal one, with 
comparable landing sites for covert operator movement. The global structure 
that these are embedded in is as follows. NB the XPs generated under the 
Kleene star respect the binary branching constraint: they do not form flat 
substructures. 

32 1 chose a subject-object word order to make the judgments simpler. It seems to me that 
the judgments are contingent merely on linear order, however. 
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(75) HRefP* 

~ 
Spec HDistP* 

~ 
Spec FP 

~ 
Spec AgrP* 

~ 
Spec TP 

~ 
Spec RefP* 

~ 
Spec CaseP* 

~ 
Spec DistP* 
~ 

Spec VP 

1 1 --------1 
alias preverbal field alias postverbal field 

As was argued in the foregoing sections, the preverbal field contains HRefP, 
HDistP, Focus and PredOp. For the sake of simplicity, I take the latter two 
to be alternative specifiers of FP.33 The postverbal field contains RefP and 
DistP, but no FP. I assume that each (H)Dist head has an event quantifier as 
its share, albeit I do not posit SharePs all over the place. The linearly n + lth 
event quantifier quantifies over subevents of the linearly nth; the ultimate event 
variable resides in the VP. 

In (75), the two fields are separated by a series offunctional projections. In 
line with Brody (1990), I assume that the surface position of the verb is derived 
by fronting, i.e. by movement into a functional head which is not separated from 
the specifier of FP by any overt material. The details of the movement of the 
verb and of the verbal prefix (whose surface position serves to diagnose whether 
a DP is in FP or HDistP) are immaterial to our present concerns; see Szabolcsi 
(1996b). 

DPs move out of VP to check their nominative, accusative, etc. features in 
the appropriate CaseP (only pro moves up to AgrP). They may stay in CaseP 
and end up postverbally in surface structure, or they may move on to one of the 

330r , there might be two distinct [+Fj functional heads, one that hosts Focus and another 
that hosts PredOPi see also the discussion of (76). This possibility is explicitly allowed in 
the theory of Horvath (1995). 
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preverbal operator positions. At present, we are interested in the postverbal 
option. 

CaseP's are generated in one cluster, in a random order. This accounts 
for the facts that the order of postverbal DPs is independent of grammatical 
function and that the linearly first can always take scope over the linearly 
second. In addition, CaseP's are flanked by RefP and DistP, LF movement 
into which follows the same mechanics that Beghelli and Stowell propose for 
English. Likewise, there is a possibility of reconstruction into VP. As in the 
discussion of Beghelli and Stowell at the outset, I assume that only semantically 
insignificant movement can be undone by reconstruction. Thus a DP that has 
moved to RefP or DistP cannot be reconstructed.34 

These assumptions derive the data in (74) as follows. In (74a), the inverse 
reading is due to the movement of 'Kati and Mari' into RefP. In (7 4b) and (7 4c), 
the inverse readings are due to the reconstruction of 'more than six dogs' into 
VP; in the latter case the marginality of this reading will need an independent 
account, as in English. In (74d) , the inverse reading is unquestionably out, 
because 'every dog' cannot reconstruct into VP. 

The last question to touch on concerns postverbal counting quantifiers. (33), 
the table summarizing the distribution of DPs in the distinguished positions 
notes a peculiarity: 

(76) A counter must occur in PredOp unless (i) there is already another 
counter in PredOp, or (ii) Focus is filled, or (iii) the verb is negated. 
Why? 

Recall that PredOp is in complementary distribution with Focus before the 
finite verb stem. It differs from Focus in two ways. First, DPs in Focus receive 
an exhaustive interpretation, while DPs in PredOp do not receive any "extra" 
interpretation.35 Second, DPs in Focus are negated directly, while DPs in 
PredOp are not: 

(77) Mari ment el. 
Mari went away 
'It is Mary who left' 

(78) Keves flU ment el. 
few boy went away 
'(There are) Few boys (who) left' 

Nem Mari ment el. 
not Mari went away 
'It is not Mari who left' 

Nem ment el keves fiu. 
not went away few boys 
'There aren't few boys who left' 

34In addition, names, definites and "referential" indefinites that occur in Focus or in the 
postverbal RefP must reach the main DRS somehow; I remain agnostic on whether this is to 
have a syntactic reflex of some sort. 

35Drawing from Kenesei (1986) and van Leusen and Kalman (1993), Szabolcsi (1994) pro­
poses that this contrast follows from the fact that the appropriate notion of exhaustivity, 
which has come to be called exclusion-by-identification, is defined only for singular or plural 
individuals. The inhabitants of Focus denote individuals but those of PredOp do not. 
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Given these differences, it was justified in the main text to distinguish between 
Focus and PredOp. This paid off in view of the functional parallelism between 
Beghelli and Stowell's ShareP and Focus with bare indefinites on the one hand, 
and Beghelli and Stowell's AgrP /VP positions and PredOp on the other. In 
this section, I am making the simplifying assumption that Focus and PredOp 
are the alternative specifiers of the same functional head with a [+Fj feature. 
Now, the question is why counters exhibit the peculiar distribution noted in 
(33). I adopt a suggestion by M. Brody (1990; p.c.), who observes that the 
behavior of counters resembles that' of wh-phrases in, say, English: they must 
check their [+Fj feature overtly unless another item has checked its [+Fj feature 
overtly. Counters that remain postverbal are analogous to wh-in-situ. 

(79) a. [[+F]P Hatml1 t6bb lanyj hivott fel keves fillt. 
six-than more girl called up few boy-ace 

'The girls who phoned few boys were more than six' 

b. * Felhivtam keves filit. 
up-called-I few boy-ace 
'I phoned few boys' 

(80) a. Where did you buy what? 

b. * You bought what? 

Thus a syntactic condition analogous to the one governing the distribution 
of wh-phrases (the Wh-criterion) can be thought to account for the data.36 

Finally, we must ask why modified numerals are [+ Fj. A simple, perhaps 
also simplistic, answer might be this. The DPs that can introduce discourse 
referents and serve as targets of predication are topics in some generalized sense. 
The DPs that cannot introduce discourse referents are bound to be part of the 
comment. [+Fj is perhaps nothing else than "is part of the comment."37 

36We may note, however, at least two relevant differences between the two domains. First, 
wh-in-situ may be located in a different clause than the overtly moved wh-phrase, while 
in-situ counting quantifiers must be clausemates to the overt checker of [+F]. Second, the 
postverbal counter does not by any means take scope in PredOPi it takes scope in situ, This 
is confirmed by the fact that another quantifier may scope between them. In the sentence 
below, 'everyone' unambiguously scopes over 'few jokes:' 

Mari/Hatnal tiibb fiu meseit mindenkinek keves viccet. 
'It was Mary / There were more than six boys who told everybody few jokes' 

37This view is consonant with the bipartite (grounding, claim) representations in Kalman 
(1994). Kalman argues that a [+F] constituent is part of the claim and the remnant of the 
grounding. I thank J. Horvath, L. Kalma.n, and M. Brody for discussions on the feature [+F]. 
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5 
COMPUTING QUANTIFIER 

SCOPE* 

1 A PUZZLE 

Edward P. Stabler 

Department of Linguistics 
UCLA 

There is a quantifier scope ambiguity in (1). In addition to the preferred normal 
scope reading paraphrased in (Ins), this sentence has the inverse scope reading 
paraphrased in (lis): 

(1) Some linguist speaks every language. 

(Ins) There is some linguist x such that x speaks every language 

(lis) For every language y, there is some linguist or other who 
speaks y 

Liu (1990) and others point out that certain objects, such as those with de­
creasing denotations, do not allow an inverse scope reading, as in: 

(2) Some linguist speaks at most 2 languages. 

(2ns) Some linguist x is such that x speaks at most 2 languages 

(2is) There are at most 2 languages y such that some linguist or other 
speaks those 2 languages y 

(2is) is perfectly intelligible: it says that linguists speak at most 2 languages 
altogether. This does not seem to be available as an interpretation of (2). This 
is arguably not just a preference; sentence (2) just cannot be interpreted as 
(2is) . 

If it is true, as it seems, that a certain semantically identified collection of 
quantifiers does not allow inverse scope readings, how can this be explained? If 
there is a mechanism for "raising" quantifiers, how could a semantic property 
like decreasingness be relevant to whether the mechanism can apply? One might 

-This work was inspired by stimulating discussions with Anna SzaboJcsi, Filippo Beghelli, 
Fernando Pereira, and especially Dorit Ben-Shalom and Ed Keenan. 
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think that the semantic values of the structures computed in any computational 
model of the language user could have no more relevance than the dollars do 
when a calculator computes your bank balance. 1 But the puzzle is resolved 
when we remember the most basic insight about computational systems: formal 
properties can reflect semantic properties. In a computational model of the 
language user, to make sense of generalizations like the one mentioned above, 
we need a theory in which the semantic generalizations are revealed to hold in 
virtue of the formal representation of quantifiers. 

Suppose that we just subcategorize the quantifiers according to their scop­
ing behavior, thereby distinguishing them syntactically. While this allows scop­
ing distinctions to be captured formally in a computational approach, it still 
misses something in the generalization noted above. That generalization does 
not merely identify the distinctive scoping behavior of certain classes of quanti­
fiers, but also relates that behavior to the semantic values of the quantifiers in 
these classes. Putting the matter this way, it is easy to see how the remainder 
of the puzzle must be resolved. The way to capture this semantic generalization 
is to elaborate the representational account of scope in such a way that the very 
representational features that determine the scope of quantifiers also determine 
fundamental aspects of their inferential role in the language, and hence funda­
mental aspects of their meaning such as decreasingness. This paper provides a 
preliminary account of this sort. 

Providing such an account has become more challenging in some recent 
derivational approaches to syntax. If some lexical item has a syntactic re­
quirement which is met in the course of a derivation, there may be no need 
to assume that the requirement is in some significant way still present in the 
derived structure. A "checked" or fulfilled requirement that has no further role 
may be regarded as a deleted syntactic feature. This perspective on syntactic 
derivation, according to which key features of the structures are deleted in the 
course of a derivation, apparently conflicts with the idea that derived syntactic 
structure is the "output" of linguistic analysis and the "input" to later cogni­
tive processes. This tension between what is required for the syntax and what 
is required for semantic interpretation and later cognitive processes is quite 
clear in recent debates about the role of chains, for example. Brody (1995) 
argues that because chains are needed for interpretation, we should assume 

IThis seems to be exactly what Chomsky (1995a) is puzzled about when he insists that 
semantic properties cannot be relevant to an account of a language user, any more than an 
intentional relation to the earth is really relevant when we say "the meteorite is aiming for the 
earth." A certain puzzlement about the role of semantic properties in linguistics is natural, 
and a resolution of the puzzle is sketched here. It is no surprise that there are no significant 
generalizations about meteorite trajectories stated in terms of what they are aiming for, and 
hence no comparable puzzle about semantic generalizations in astronomy. Meteorites do not 
represent targets to themselves the way language users represent things to themselves and 
each other. 
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they are available in the syntax, and hence an additional derivational notion of 
movement becomes unnecessary. But this argument is unsound. If chains are 
needed for interpretation but not needed to condition the syntactic derivation, 
the appropriate conclusion is that interpretation depends on aspects of linguis­
tic. structure to which the syntax is insensitive. This sort of perspective on 
semantic values is familiar in categorial grammar and certain other traditions, 
and is quite natural in transformational grammar as well. 

To illustrate how this whole picture could work, a very simple illustra­
tive syntax is formalized in §2, incorporating a simple version of the theory 
of quantifiers proposed in Beghelli and Stowell (1996) and Szabolcsi (1996). 
Following Chomsky (1995b), the structures defined in this simple syntax have 
some properties that are syntactically relevant, and others that are semantically 
relevant. A preliminary compositional semantics is provided for the structures 
with semantically relevant properties; and sound inference patterns are defined 
in which the very features that determine scoping options thereby determine 
inferential role. That is, for this simple language, we have a purely formal ac­
count that conforms to semantic generalizations of the kind mentioned above. 
In §3 some basic assumptions of this approach are identified and contrasted 
with alternative approaches. 

2 A SIMPLE GRAMMAR 

A simple example will illustrate how the various pieces of a story about human 
language could go together to explain semantic generalizations about quanti­
fier scope. This example is not intended to be an adequate representation of 
English, or even of just those English-like constructions that it generates. But 
it will be clear in this fragment how syntax, semantics and inference are related 
in such a way as to allow quantifiers to be used in semantically appropriate 
ways by a computational system. The proposal is that some such relation is 
found in human language, and that this is how the semantic generalizations 
about quantifier scope will ultimately find their explanation. Relevant aspects 
of the fragment will be discussed in a more general way in §3. 

Before presenting the grammar, we informally sketch the basic assumptions. 
Following Koopman (1994) and Sportiche (1995) we assume that all syntactic 
requirements must be satisfied either by head movement or by an appropriate 
relation between a head and a specifier. Following Chomsky (1995b) we assume 
that all these requirements are encoded as properties of lexical heads. To 
indicate that a head X has a certain complement Y, rather than "percolating" 
just some of the features of the head X, we assume that all the features of 
the head X "project over" those of Y. To depict this in a tree, we will use the 
notation 
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< 

A 
x y 

The more traditional X-bar structure here would be something like the follow­
ing: 

X' 

A 
X y 

A head X and complement y may combine with a specifier Z to yield a structure 
like the following: 

> 

/\ 
z < 

A 
X Y 

The traditional X-bar structure here would be something like this: 

XP 

A 
z x' 

A 
X Y 

With these new simpler structures, it is a trivial matter to find the head of any 
projection; at each internal node one simply goes down the "lesser" branch, the 
one "pointed to," until reaching the collection of features which is the head. A 
maximal constituent is either the root of a complete structure or else a node 
that does not project over its sister. We will assume that all branching is binary, 
and that the order of heads, complements and specifiers is uniformly the one 
just depicted: specifier, head, complement. 

To implement a simple account of movement, LF movement, and recon­
struction, the language will contain, in addition to simple constructions like 
(3i) for the determiner some, constructions in which this element has been split 
into (3ii) its phonetic features /some/, (3iii) its interpretable features (some), 
and (3iv) its bare categorial structure: 
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(3) (i) (ii) (iii) (iv) 

d: [=n] d: [=n] d: [=n] d: [=n] 

I I I 
some /some/ (some) 

(The feature =n will be explained just below.) Rather than lowering material 
in reconstruction after having raised it, we aim to achieve the same results by 
allowing movements to split a category into these various components along its 
chain. This makes a "one pass" computation of the syntactic structure possible. 

To indicate that a head x has an unfilled selection requirement, an unfilled 
"receptor" for some category y, we will use the feature =y. The head some 
that selects a noun will have the feature =n. This feature will be licensed by 
"incorporating" the categorial feature n of the selected constituent by head 
movement, where this incorporation is possible only in a strictly local configu­
ration. All head movements will be "covertj" that is, no phonetic material will 
be moved when these relations are established. When n is incorporated into 
a head with the feature category =n (together with any other requirements of 
the selected head), we will indicate that this receptor has been filled by remov­
ing the feature =n and deleting the category n. 2 If the moved verb has any 
interpretable and phonetic features, they will be left behind. 

Turning to quantifier phrases, we will adopt a simplified version of the basic 
ideas of Beghelli and Stowell (1996) and Szabolcsi (1996).3 The following four 
categories of determiners are distinguished: 

(4) negative determiners (no), 
distributive and universal determiners (each, every), 
group denoting determiners (the, some, a, one, three, ... ), 
counting determiners (f ew, f ewer than 5, more than 6, ... ). 

Furthermore, we assume the special functional categories ref, dist and foe 
(or share), which provide specifier positions that distinguish among these quan­
tifiers. In simple clauses with transitive verbs, we order these categories with 
respect to the complementizer c, tense t, and the verb v as follows: 

c (ref) (dist) (foe) t v. 
Beghelli and Stowell (1996) cite work from Szabolcsi, Kinyalolo and others to 
support the claim that quantifiers of (roughly) these 4 types are restricted to 

2The similar grammars explored in Stabler (1996) distinguish "weak" selection features =x 
from "strong" selection features =X which trigger overt head movement. For present purposes, 
we ignore overt head movement. 

3The reader is referred to these sources for the motivations and details of the sort of 
syntactic theory of quantifiers considered here. 
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different surface positions in other languages; but in English the argument for 
the various specifier positions is less direct. In any case, this account will be 
approximated in our simple language fragment, and the syntactic properties of 
objects formed with negative and counting determiners will accordingly reflect 
their inability to take inverse scope. More precisely, in the fragment defined 
below, as in the Beghelli and Stowell (1996) account of human languages, we 
have the following: 

(5) (i) negative quantifiers are interpreted in the specifier of neg 

(ii) distributive and universal quantifiers are interpreted in the specifier 
of dist 

(iii) group denoting quantifiers can interpreted in the specifiers of ref, 
foc or in their case positions 

(iv) counting determiners are interpreted in their case positions 

In the simple language defined here, we assume that the case positions in a 
simple clause are the specifier of t and the specifier of v. We will not treat 
Beghelli and Stowell's (1996) interesting suggestions about quantification over 
events, or the differences between each, every and all, or the full account of 
negation. There seems to be no obstacle to elaborating the fragment presented 
here to encompass these ideas. 

2.1 Syntax 

We begin as in Keenan and Stabler (1994), letting the syntax comprise 
four sets: a vocabulary V, a set of categories Cat, a lexicon Lex which is 
a set of expressions which are structures built up from V and Cat, and a 
set of structure-building rules F which map sequences of expressions to other 
expressions. For any such grammar G = (V, Cat, Lex, F), the language L(G) 
is the closure of Lex under F. That is, the language is all the structures that 
can be built from the lexicon using the structure building operations that the 
grammar provides. 

We define the vocabulary V as the union of three sets: 

(6) a. PI = { some, less, than, one, no, every, linguist, 
sentence, speaks, believes, is} 

b. P = {lx/l x E PI} 

c. 1= {(x) I x E PI} 

d. V = (PIUPUI) 

(phonetic features) 

(interpreted features) 

A lexical item may include some element of PI in a structure together with 
syntactic features, where we distinguish among these, the basic categories and 
the others: 
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(7) a. base = {v,d,n,c,case,t,neg,ref,dist,foc}. (basic categories) 

b. features = {=xl x E base} U (selection requirement) 
{+xl x E base} U (weak assignment of x to specifier) 
{+Xl x E base} U (strong assignment of x to specifier) 
{-xl x E base} (requirement of x) 

Finally, projections of any head are labeled with either > or < as indicated 
above. 

The lexicon is a finite set of trees, lexical heads. We can think of each 
lexical head as a sequence of features, but for convenience we will separate 
the categorial feature, the phonetic and interpretable features, and the other 
features, depicting them in the following way: 

category: [other features] 
I 

phonetic and interpretable features 

If the category feature is absent, we will put a 0 in that position. If the pho­
netic or interpretable or both are absent, we may have just (interpretable 
material) or /phonetic material/ or O. If there are no other syntactic fea­
tures, we have the empty list [] of other features. 

We now present some elements of the lexicon. Here are four determiners 
and two nouns, but we allow the determiner some to be syntactically 3 ways 
ambiguous: 

d: [=n] 
I 

some 

d: [=nr-foc] 

some 

d: [=nr-ref] 

some 

d: [=n] 
I 

more than one 

d: [=n,-dist] n: [-case] n: [-case] 
I I I 

every student sentence 

We have transitive verbs like speaks. To introduce a simple recursion we allow 
believes to select a c object and a d subject. To facilitate the discussion of 
semantic properties in §2.3, we include is as a transitive verb, ignoring the 
special syntactic properties of this verb. 

v: [+case ,=d,=d] 
I 

v: [+case ,=c ,=d] 
I 

v: [+case ,=d,=d] 
I 

speaks believes is 
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Finally, functional categories provide the glue that ties the lexical elements 
together. These elements have no phonetic features: 

e: [=ref] 
I 
o 

ref: [=dist,+ref] 
I 

(ref) 

dist: [=foe,+dist] 
I 

(dist) 

t : [=ne" +CASE] 

(t) 

e: [=dist] e: [=foe] 
I I 
o o 

ref: [=foe, +ref] 
I 

(ref) 

dist: [=t, +dist] 
I 

(dist) 

t: [=v, +CASE] 
I 

(t) 

e: [=t] 
I 
o 

ref: [=t, +ref] 
I 

(ref) 

foe: [=t,+foe] 
I 

(foe) 

neg: [=v, +neg] 
I 

(neg) 

As will become clear, these lexical entries do not provide for sentences with more 
than one universal or distributive quantifier. In a language where all universal 
quantifiers are covertly fronted, we could allow a lexical entries for dist to 
recursively select another dist. In a language where only one quantifier is 
fronted overtly, we could let agr select dist with a strong +D1ST feature, while 
letting the recursive form select dist with a weak +dist feature. We leave this 
and other similar elaborations aside for the present. 

Roughly following Chomsky (1995b), we have two basic structure building 
relations, merge and move, but we break move up into 3 different functions, 
according to whether there is movement of a complete category with its pho­
netic features and interpretable structure, a movement of just the interpretable 
structure (leaving phonetic properties behind), or a movement of just phonetic 
features. These operations are called movepi, movei, and movep, respectively. 
So our set of structure building functions is 

:F = {merge,movepi,movei,movep}. 

We now define each of these structure building operations in turn. Example 
applications will be presented in a derivation below. 

(8) The function merge combines two expressions, in response to a selection 
feature =x. It is restricted to two cases: (i) a head with =x merges with 
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Figure 1 movepi raises subtree Tl, replacing it by empty subtree T{ 

a constituent of category x on its right (a complement), deleting both 
of these features; (ii) a nonhead with =x merges with a category x on 
its left (a specifier), deleting both features and checking any other +y, 
-y pairs. For the moment we will assume that in both cases the x 
head incorporates all the features of the other category, except when v 
incorporates d it leaves behind all features of the form -yo 

(9) The function movepi is similar to what is usually called XP substitution. 
Following Chomsky (1995b) in conceiving of it now as a structure build­
ing operation, it applies to a single constituent whose head has a "strong 
"+X feature, moving the closest -x proper sub constituent to its specifier 
position as shown in Figure 1. We will not allow this operation to move 
a constituent out of a position where it must be interpreted. That is, 
to get the results in (5i)-(5iv), this function can move a -case subtree 
Tl unless it is the specifier of dist, foe, ref or neg. So let's say that 
a subtree Tl is movable, /-l(T1 ), if, and only if it is not the specifier of 
dist, foe, ref or neg, and it has at least one of the features -case, 
-dist, -foe, -ref, -neg. Furthermore, whenever movepi or movei 
move the interpretable part of a constituent that has no -case feature, 
moving it to check some other feature -x, the movement leaves behind 
a special interpreted feature .... x. 

(10) The second type of movement, movei, is triggered by a "weak" feature 
+x rather than a strong feature. This is covert XP movement, similar 
to movepi except that the phonetic features of the moved constituent 
are left behind. Only the syntactic and interpreted features move. 

(11) What happens when movement is triggered by a strong feature +X but 
the only available -x constituent is not movable? As discussed just 
above, this happens for example in the case of a -neg subject which 
ends up in the specifier of neg with an unchecked +CASE feature. In 
this case, movep can apply, moving just the phonetic structure to the 
position of the strong feature where it must be pronounced. 

This completes the specification of the entire grammar G = (V, Cat, Lex, F). 
Formally, the language L( G) is everything that can be derived from the lexical 
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elements Lex using any of the five structure building functions in F. Of course, 
we will typically be interested in derivations of well-formed clauses, that is, 
expressions with root c in which all structural requirements have been satisfied. 
Let r( G) be this set of all expressions with root c in which all structural 
requirements have been satisfied. 

2.1.1 A simple clause 

The grammar allows a number of derivations of well-formed clauses that 
would be pronounced as some linguist speaks some language. One of them 
interprets both arguments of the verb in their case positions. We step through 
the derivation of this simple structure first. We begin by drawing the compo­
nents of the object from the lexicon: 

step 0 lexicon: 

d: [=n] n: [-case] 
I I 

some language 

These components can be merged, deleting =n and the categorial feature n: 

step 1 merge: < 
~ 

d: [-case] 0: [] 
I I 

some language 

Then we merge the result with the lexical item speaks, deleting =d and the 
categorial feature d: 

step 2 merge: < 

-----------v: [=d,+case] < 
I ~ 

speaks 0: [-case] 0: [] 
I I 

some language 

The result has +case and the derivation cannot proceed until this feature is 
discharged, so we covertly move the object to the specifier position, deleting 
+case and -case. This has the effect of splitting the interpretable and cat­
egorial features of the object from the phonetic features, the latter being left 
behind: 
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step 3 movei: > --------< < 

~ ---------0: [] 0: [] v: [=d] < 
I I I~ 

(some) (language) speaks 0: [] 0: [] 
I I 

/some/ /language/ 

Step 4 of the derivation merges some with linguist to form the subject, using 
merge as was done in Step 1. The subject can then be merged with the result 
of Step 3 to give us a verbal projection that contains both the subject and the 
object: 

step 5 merge: > 

< > 
~ --------0: [-case] o:[] < < 
I I ~ ---------some linguist o:[] o:[] v:[] < 

I I I~ 
(some) (language) speaks o:[] 0: [] 

I I 
/ some/ /language/ 

This structure can then be merged as the complement of the lexical t that 
selects it, deleting =v and v: 

step 6 merge: < =---------t:[+CASE] > 
I 

(t) < > 
~ --------0: [-case] 0: [] < < 
I I ~ ---------some linguist O:[] O:[] 

I I 
0: [] < 

I ~ 
(some) (language) speaks 0: [] 0: [] 

I I 
/some/ /language/ 

The head of this structure has a strong +CASE feature which must be assigned, 
so we overtly move the subject, deleting +CASE and -case: 
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step 7 movepi: > -=----------< < 

~ ----------0: [J 0: [J t : [J > 
I I 1 _________ 

some linguist (t) < < 

~ -----------0: [J 0: [J 0: [J < 
I I I~ 

(some) (language) speaks 0: [J 0: [J 
I I 

/some/ /language/ 

Finally, this whole structure can be taken as the complement of the lexical item 
c that selects it, deleting =t and t: 

step 8 merge: < 

---------c: [J > I ___________ 
o < < 
~ ----------0: [J 0: [J 0: [J > 
I I 

I _________ 
some linguist (t) < 
~ 

< 

-----------0: [J 0: [] 0: [] < 
I I I ~ 

(some) (language) speaks 0: [J 
I I 

0: [J 

/some/ /language/ 

Notice that in this derived structure, there are no outstanding syntactic features 
except for the categorial feature c. Reading the phonetic material in order 
across the leaves of the tree we find / some linguist speaks some language/. 
Reading the interpretable constituents across the leaves of the tree we find: 
(some linguist some language speaks). Actually, for PF and for LF, we 
require more structure than just the string. If we strip out just the parts of 
this last structure that are semantically relevant, we have the structure: 
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> 

------------< < 
~ A 

(some) (linguist) (t) > 
~ 
< (speaks) 
~ 

(some) (language) 

Leaving off the parentheses, the semantically relevant structure of the verb and 
its arguments is just 

[t[some linguist] [[some language] speaks]]. 

In the next section we consider a derivation in which this arrangement of se­
mantic constituents is altered. 

2.1.2 Inverse scope 

The grammar allows a number of derivations of well-formed clauses that 
would be pronounced as some linguist speaks every language. In one of 
them, every language in dist scopes over some linguist in foe. This struc­
ture has the inverse scope reading (lis) discussed in the introduction. (We will 
discuss the interpretation of this structure in more detail in §2.3, below.) 

We begin the derivation with the same first seven steps as in the previous 
case, combining the v phrase with t and raising the subject to the specifier 
position. The resulting structure is just like the one we have at the same stage 
of the previous derivation except we have the additional features -dist and 
-foe which must be discharged. 

step 7 movepi: > 

-=-----------< < 

~ -----------0: [-foe] 0: [] t: [] > 
I I 1 ___________ 

some linguist (t) < 
~ 

< 

-------------0: [ -dist] 0: [] 0: [] < 
I I I ~ 

(every) (language) speaks 0: [] 0: [] 
I I 

/every/ /language/ 

To discharge these additional features, a few more derivational steps are needed. 
First, we merge with foe in Step 8, and then raise the focused argument to 
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specifier position in Step 9. Notice that Step 9 leaves behind the semantic 
feature ""4joe, since the constituent being moved has already had its -case 
feature checked: 

step 8 merge: < 

---------foc: [+foc] > I ________ 
(foc) < < 

~ --------0: [-foc] o:[] o:[] > 
I I 1 ________ 

some linguist (t) < 
~ 

< 

--------0: [-dist] 0: [] 0: [] < 
I I I~ 

(every) (language) speaks 0: [] 
I 

0: [] 
I 

leveryl Ilanguage 

step 9 movei: > -----< < 
~ ---------o:[] o:[] foc:[] > 
I I 

I _____ 
(foe) < < (some) (linguist) 

--------- -------o:[] o:[] 

I I 
0: [] > I ________ 

(""4'oc) Isomel llinguistl (t) < 

----------
< ........----... 

0: [-dist] 0: [] 0: [] < 
I I I 

----------(every) (language) speaks o:[] o:[] 

I I 
leveryl Ilanguagel 

The structure that results at step 9 has only one syntactic feature left, namely 
the category foc. This feature can be deleted by merging it with the lexical 
item dist which selects it, in step 10. Then in step 11, the +dist feature ofthis 
new head pulls the interpreted features of the -dist object up to its specifier 
position to cancel +dist: 



Computing Quantifier Scope 169 

step 10 merge: 

~ 
dist:[+dist] > I ______ 

(dist) < < ---- -------O:[] O:[] O:[] > 
I I 1 ______ 

(some) (linguist) (foe) < < 

--------- --------o:[] o:[] O:[] > I I 1 _____ 
( .... fnc) /some/ /linguist/ (t) < < ---- -------0: [-dist] O:[] O:[] < I I I ____ 

(every) (language) speaks 0: [] 0: [] 
I I 

/every/ /language/ 

step 11 movei: 

~ 
~ ~ 

O:[] o:[] dist:[] > 
I I 1 _______ 

(every) (language) (dist) < < 

~ -------O:[] O:[] O:[] > I I 1 ______ 
(some) (linguist) (foe) < < 

-------- ------o:[] o:[] o:[] > 
I I 1 ______ 

( .... fnc) /some/ /linguist/ (t) 0: [] < I ______ 
( .... dis') 0: [] < I ____ 

speaks 0: [] 0: [] 
I I 

/avery/ /language/ 

The phrase that results at step 11 again has just one syntactic feature, dist, 
which allows it to be the complement of a lexical c head in step 12, completing 
the derivation of a clause in which all syntactic features except c have been 
canceled: 
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step 12 merge: 

~ 
e: [] > ,----o < < 

~ -----o:,[] 0p 0p ~ 
(every) (language) (dist) < < 

............... -------o:[] o:[] o:[] > , , ,----
(some) (linguist) (foe) < < ------ ----o:,[] 0p 0p ~ 

( .... /oc) /some/ /linguist/ (t) 0: [] < 

, ----( .... dist) o:,[] ~ 
speaks 0: [] 0: [] , , 

/every/ /language/ 

The semantically relevant structure here, the LF, is 

[disteVery language [focsome linguist [t .... foc .... dist speaks]]]. 

2.2 Basic properties 

By derivations of the sort presented in the previous sections we can establish 
that r( G) contains a range of structures of the sort we are interested in: 

PROPOSITION 1 

(a) [dist (every language) [foe (some linguist)[ .... foc .... dist speaks]]] E r(G) 

(b) [ref(SOme linguist)[dist(every language)[ .... ref .... dist speaks]]] E r(G). 

(c) [dist(every language)[(some linguist) .... dist speaks II E r(G). 

Other, more general properties of r(G) can be established from the definition 
of the grammar: 

PROPOSITION 2 

(a) There is no derivation of acE r(G) in which the interpretable structure of 
the object no language appears higher than the interpretable structure of 
the subject some linguist. 

(b) There is no derivation of a cE r( G) in which the interpretable structure of 
the object less than one language appears higher than the interpretable 
structure of the subject some linguist. 
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Proof: (a) follows immediately from the movability requirement J.L that re­
stricts the domains of the functions movepi and movei. These are the only 
functions that move interpretable structure, and they are blocked from moving 
any specifier of neg, but no language will have a -neg feature which can only 
be checked in that position. 
(b) follows again from the movability requirements. Since less than one 
language will have its case feature checked immediately in object position, and 
since it has no -dist, -foe, -ref or -neg feature, its interpretable structure 
cannot be moved at all. 0 

In sum, we have captured in this fragment the basic structural distinctions set 
out in (5). 

Although chains, sequences of constituents coindexed by numbers or vari­
ables, are not present at any point in our derivations, we can still talk about 
series of movements which would have been regarded as constituting a chain in 
earlier theories. It is clear that the following properties fall out of our definition 
of the grammar: 

PROPOSITION 3 Trace is immobile. 

Proof: This follows immediately from the fact that the movements defined here 
leave no features on the trace which could trigger any later syntactic operation. 
o 

PROPOSITION 4 Chains are uniform. 

Proof: There are no chains in the syntax, and no indexing of categories with 
numbers or elements of a model. However, we can look at the possible sequences 
of movements and see that various desired sorts of "uniformity" are guaranteed. 
For example, no constituent can move to more than one case position; no 
head can adjoin to another head and then move to a specifier position; and so 
on. These follow from our definitions of the movement operations, so that no 
additional uniformity requirement need be stipulated. 0 

Finally, it is a simple matter to compute the syntactic structures generated 
by the grammar G, as we see stepping through the derivation of the example 
structure above.4 These structures determine quantifier scope, so what we have 
seen is how the computation of quantifier scope can proceed without reference to 
semantic values of any expressions. This leads us back to the original puzzle: 
haven't we missed something important? Before tackling this question, let's 
sketch a semantics for the fragment. 

4lt is not quite so simple to provide a reasonable account of how people might compute 
these structures incrementally, as they hear a sentence from beginning to end. This problem 
is explored in Stabler (1996). 
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2.3 Semantics 

We will interpret the simple clauses in r( G) extensionally, providing no 
account of sentences involving the verb believe. For simplicity we will also 
ignore the contribution of tense etc. However, it will be relevant whether an 
argument appears in the a projection of a head with a tense feature (t), the 
tense phrase, or not, as we will see. The language r( G) contains predicates 
which take various numbers of arguments. We use the notation qi to indicate 
that q is a predicate that takes j arguments. As in standard extensional seman­
tics, a predicate qi is denotes a j-ary relation Qi on the (nonempty) domain A. 
And as usual, we let nouns denote 1-ary relations. 

We adapt to our purposes a formulation of semantic theory from Ben­
Shalom (1996).5 The basic elements of our models are infinite sequences s 
of objects from some nonempty domain, together with three special registers 
which will hold focused, referentially identified, or distributed elements. Since 
the contents of these registers are always in the sequences they are associated 
with, we can depict them as pointers to particular elements in the sequence, as 
for example in 

ref 
t 

dist 
t 

foe 
t 

Here, the element in the first position is also the content of the ref register, and 
this element will be denoted ref (s). The contents of the third and fifth registers 
are similarly dist(s) and foe(s), respectively. We call a sequence together with 
these registers an r-sequence. 

The result of extending r-sequence s by adding some a E A to the first 
position is denoted by as as usual. The result of extending s by adding some 
a E A to the first position and also marking the new element as the contents 
of the ref register will be denoted 

ref 
t 
a s 

Similarly for extensions with elements that are marked dist and foe. 

5Ben-Shalom (1996) notices that the standard model theory of propositional modal logic 
(as in, e.g. Goldblatt 1992) can be adapted to a language of predicates and generalized quan­
tifiers by letting the points of the model be sequences and letting the generalized quantifiers 
correspond to modal operators. Compare Alechina (1995). The resulting semantic theory is 
remarkably simple and natural. For brevity, in defining the models below we mention just 
one accessibility relation R, namely extension, but the definition of 1=. shows that we actu­
ally use different extensions according to the restrictors of the quantifiers. See Ben-Shalom 
(1996) for a more careful treatment. 
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With these conventions, we can let a model be a triple M = (S, R, V) 
where S is the set of infinite r-sequences of objects from domain Ai R is a 
binary relation on S such that 

sRs' iff s' = as for some a E Ai 

and V is a function from predicates q to subsets of S defined as follows: 

V( ) ·ff {so = 81 when q = is2 , 
sEq 1 . . 

(80, ... ,8j-1) E QJ for any other q = qJ 

Then an r-sequence 8 E S in a model M = (S, R, V) satisfies an expression as 
follows: 

M 1=8 q iff s E V(q) 

M 1=8 [fevery q ¢l iff for every a E Q, M F L ¢ 
M 1=8 [fsome q ¢l iff for some a E Q, M 1= L¢ 
M Fs [fno q ¢l iff for no a E Q, M 1= L¢ 
M I=s [fless than one q ¢l iff for less than one a E Q, M F L¢ 
M 1=8 [~f ¢l iff for a = f(s), M Fas ¢ 

As usual, we say that an expression ¢ is verified by a model, M 1= ¢ if and 
only if for all s E S, M 1=8 ¢. And an expression ¢ is valid in frame (S, R) just 
in case for all valuations V, (S, R, V) F ¢. 

Consider for example the expression 

¢ = [disteVery language[rocsome linguist[t~foc~di8tSpeakslll· 

We stepped through the syntactic derivation of this expression in §2.l.2. Let's 
show that this sentence ¢ is true in a model M where there are two linguists 
to,ll and two languages aD, aI where to speaks aD and 11 speaks al. That is, 
the universe A is {to, 11, aD, aI}, so S is the set of infinite r-sequences of these 
elements. We have the relations 

LINGUIST = {to, ll} 
LANGUAGE = {aD, aI} 
SPEAKS = {(aD, to), (aI, ll)} 

We adopt the convention of listing the elements of tuples in these relations in 
order of decreasing obliqueness, putting the subject last. Using this order for 
the arguments slightly simplifies the definition of the satisfaction relation, as 
will become clear. 

Now consider any particular s E S. We will show that for any such 8, 

M F8 ¢. If s is some r-sequence 

ref dist foe 

.J.. .J.. .J.. 
s= (ao, i}, i}, ... ) 
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The first three elements of this r-sequence are ref(s) = aD, dist(s) = 11 and 
foe(s) = l1. To show that our example is verified by this and every other 
r-sequence, the contents of the registers and the first positions in the sequence 
are irrelevant. Any other r-sequence will verify the sentence ¢ too. 

To establish M Fs ¢, we simply step through the truth definition given 
above. First we see that 

M Fs ¢ iff for every a E LANGUAGE, 
dist 

M F ! )focsome linguist[t" ... foc .... distspeaksll· 

Notice that this step involves considering extending of the original r-sequence 
s to r-sequences as in which the dist register has also been reset to a. Using 
the truth definition again, we see that 

M Fs ¢ iff for every a E LANGUAGE, and 

for some l E LINGUIST, 
foe rlist 

M F ~ ~ [t .... foc .... distSpeaksj. 
I a 8 

The next two steps involve extending the r-sequences of interest without reset­
ting any registers. Rather, they extend the r-sequence by copying the contents 
of the registers. First we extend with the contents of the foe register, then with 
the contents of the dist register: 

M Fs ¢ iff for every a E LANGUAGE, and 

for some l E LINGUIST, 

M Fs ¢ iff for every a E LANGUAGE, 

for some l E LINGUIST, 

foe dist 

M F ~ ~ [ .... distSpeaksj. 
I I a 8 

and 
M I- f~C 'I~t 

r- a I I a 8 speaks. 

Now we can see that the satisfaction relation does hold, since for every a E 
LANGUAGE there is some l E LINGUIST such that altas E V(speaks). This 
is the case because for every a E LANGUAGE there is some l E LINGUIST, 

(a, l) E SPEAKS. 

In this simple semantic theory, we see that the scope of a quantifier is 
determined by the syntactic position of its interpretable structure. We have 
constituents .... dist, .... foc, and .... ref, which are "bound" in some sense, but they 
are unlike variables in certain other respects. There are not infinitely many 
of them. Notice also that a clause in which no arguments have moved is per­
fectly interpretable. That is, there is no need to move just in order to produce a 
variable that can be bound by a quantifier. Furthermore, the positions of quan­
tifiers is severely restricted by the syntax. Since we only have two decreasing 
quantifiers in the fragment, no and less than one, and since we know from 
Proposition 2 that when these quantifiers occur in object position their inter­
pretable structures never move above the interpretable structure of the subject, 
it follows that decreasing objects will never have an inverse scope reading. 
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The puzzle about this is that the computation of syntactic structure, sketched 
in the previous section, determines quantifier scope and yet it makes no refer­
ence to the semantic values of the determiners. This should be puzzling, as we 
can see from the fact that, as far as the syntax is concerned, there is no reason 
not to expect a decreasing quantifier to have the feature +dist or +ref. The 
fact that there is no such quantifier in human languages would then be just an 
accident, but this is implausible. To avoid this impasse, the theory needs one 
additional ingredient. 

2.4 Inference 

The decreasing quantifiers can be characterized by their inferential behavior. 
Stating our inference rules over the structures in r(G), and showing just the 
interpretable structures, a quantifier D is decreasing if the following inference 
is valid: 

[D N1 V] 
[disteVery N2 [ .... dist some N1 is]] 

[D N2 V] 

This observation suggests a solution to the puzzle with which we began. As 
noted in the introduction, we can assume that the very features of a deter­
miner which determine scoping options also constrain the inferential role of the 
structures containing the determiner. Let's sketch how this might work. 

Beginning with the easiest case, we can assume that we have the following 
inference rule for any determiner D, 

[neg D N1 V] 
[disteVery N2 [ .... dist some N1 is]] 

[negD N2 V] 

That is, any determiner which appears in the specifier position of neg will be 
one that licenses this inference. Any such determiner is decreasing. Once this 
rule is given, it is no longer an accident that negative quantifiers scope the 
way they do. A link between decreasingness and scope is established, in purely 
formal terms. 

Notice that we do not say, if a determiner is decreasing then it may occur 
in the specifier of neg. That is not quite true, in the first place, since counting 
determiners may also be decreasing even though they cannot occur in the spec­
ifier of neg. But more importantly, this claim reverses the order of explanation. 
On the present account, we do not assume that the speaker has some "grasp" 
of the semantic value of the determiner first, and then decides where to put it 
in the syntactic structure. Rather, the speaker uses the determiner in a certain 
way, in the syntax according to the requirements specified in its features, and 
in inference. Constraints on its semantic value then follow. 
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The situation here is artificially simple, but we have secured the basic point, 
that the very features which determine syntactic properties can also determine 
inferential and semantic properties in theories like this one. Notice for exam­
ple that although the only counting determiner in our fragment is decreasing, 
we could have had counting determiners like more than one, which are not 
decreasing. So in this case we will not be able to say that every counting deter­
miner will license the characteristic inference of decreasing quantifiers. Rather, 
the particular kind of quantifier that appears in the counting quantifier posi­
tions will matter. This is just a case where formal distinctions must be drawn 
within the categories of items that can occupy the syntactic positions. 

3 SOME ALTERNATIVES AND ELABORATIONS 

3.1 Alternative explanations of scoping restrictions 

There are many alternative approaches to the computation of quantifier 
scope. Most are easily assigned to one of the following categories: 

Syntactic restructuring with variables: The approach offered here falls 
in this category, together with previous approaches to "quantifier rais­
ing" (QR). Other examples of this sort of approach are provided by 
Higginbotham and May (1981), Fiengo and May (1995), and others. 

Syntactic restructuring without variables: Keenan (1987) shows how, if 
we allow the subject and verb to form an interpretable constituent which 
is, in turn, interpreted with the object, we can compute inverse scope 
without the use of bound variables. 

Semantic restructuring with variables: It is also possible to compute the 
normal and inverse scope readings from a single syntactic structure 
by, in effect, storing and raising the embedded object quantifier in the 
computation of logical form. Examples of this sort of approach are 
provided by Cooper (1983), Pereira (1990), Dalrymple et al. (1994) and 
others. 

Semantic restructuring without variables: It is possible to avoid vari­
ables on this approach too. Instead of raising the object quantifiers to 
bind a variable, the object quantifiers can be interpreted as combining 
with the verb to yield a functions from quantifiers to propositions, as 
in Nam (1991) and others. 

The present approach differs from previous QR-based approaches in various 
respects: the classes of quantifiers distinguished by Beghelli and Stowell (1996) 
are distinctive, as are the assumptions about the structural positions available 
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for these constituents. The representation of previous positions of arguments is 
also distinctive both syntactically (there are finitely many types of symbols .... ." 
not infinitely many variables), and semantically (the symbols .... ., are interpreted 
as propositions in a propositional calculus, not as terms in a predicate calculus). 
In a certain sense, there are no "variables," though the elements .... ., playa very 
similar role. 

The basic properties of the present approach which do the work in solv­
ing the puzzle though are just these: the quantifiers fall into various syntactic 
categories with distinctive properties, and this variety also plays a role in de­
termining inferential role and semantic value. So the semantic restructuring 
accounts face two difficulties. In the first place, there are empirical consid­
erations of the sort adduced by Beghelli and Stowell (1996), Szabolcsi (1996) 
and other work in the same tradition. If it is true that the different classes of 
quantifiers are syntactically distinguished, with their surface positions related 
to different positions in linguistic structure by restricted movement relations of 
just the sort found elsewhere in syntax, then a syntactic approach to scoping 
phenomena is clearly preferable. Semantic approaches face a second kind of 
problem when we try to elaborate them to solve the puzzle of §l. 

Let's briefly consider a recent proposal from Dalrymple et al. (1994) as a 
representative example.6 This work assumes that a single syntactic structure 
(an "f-structure") like (12) is mapped into either oftwo alternative logical forms 
(13) or (14): 

(12) PRED 'speak' 
TENSE PRES 

[
SPEC 

f: SUBJ g: PRED 
'every' ] 
'linguist' 

OBJ [
SPEC 'some' ] 

h: PRED 'language' 

(13) fu"'-+t every(w, linguist(w) , some(z, language(z), speak(w, z))) 

(14) fu"'-+t some(z, language(z) , every( w, linguist ( w), speak ( w, z))) 

The deduction of either logical form is made possible by providing lexical entries 
for such predicates that allow its arguments to be bound in either order. The 
predicate speak is associated with the higher order linear logic form (15) in a 
deductive system in which this form is mutually derivable with (16): 

6The features of the Dalrymple et al. (1994) proposal that I discuss here are very basic, 
shared by many other approaches. The way the linear logic eliminates the need for "quantifier 
storage," the way certain logical forms are properly made unavailable - these interesting and 
distinctive features of the Dalrymple et al. (1994) proposal are not considered here. 
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(15) 'VX. gu"vtX -0 ('VY. hu"vtY -0 Ju"vtspeak(X, Y)) 

(16) 'VY. hu"vtY -0 ('VX. gu"vtX -0 Ju"vtspeak(X, Y)) 

CHAPTER 5 

Without going into the details, by binding the inner formula first, using the 
first of these forms leads to normal scope, while using the latter leads to inverse 
scope. Notice that the linear logic is used in the deduction of the logical forms, 
but the language of the logical forms themselves, shown in (13) and (14), does 
not contain linear connectives like -0 or the higher order variables X, Y. 

This is a "semantic restructuring" account because the mechanisms used in 
the deduction of the alternative scopes - a linear logic in this case - are not 
the ones used in the deduction of the syntactic structure. How could such an 
account be elaborated to disallow the inverse scope reading when the object 
is a decreasing quantifier? Since one of the main points of the Dalrymple et 
al. (1994) approach is apparently to make either argument of the predicate 
equally available, it appears that a significant change will be required. Any 
account is going to have to reconstruct some sort of asymmetry between the two 
arguments of the verb, and then have some corresponding difference between 
the lexical entries for the various sorts of quantifiers so that derivations of the 
unwanted scopes are unavailable. Supposing that this could be done, there is 
another problem, which is to indicate a plausible link between the restrictions 
on the scoping options and the inferential roles of the quantifiers. This is 
likely to be difficult too, because in accounts like this one, the mechanisms 
which govern the calculation of the logical form do not appear in the logical 
form itself. They are eliminated. As noted above, the language used in the 
deduction of the logical forms is distinguished from the language of the logical 
forms themselves. Whatever restrictions there are on quantifier scoping are 
presumably realized in the former, whereas inference patterns are presumably 
defined over the latter. In the fragment discussed above, on the other hand, 
there is only one language, r(G). It is syntactic form, the interpreted form, 
and the language of reasoning, all at once. In this language, it is easy to tie 
the grammatical features responsible for quantifier scoping to the features that 
license certain inference patterns. 

3.2 Alternative explanations of the semantic 
generalizations 

Barwise and Cooper (1981) note that "processing" a quantified statement D 
N Pred need not involve considering the generalized quantifier D N, which in a 
simple extensional treatment is a function from properties to truth values (or a 
set of properties). Such a function (or set) can be quite large, but rather than 
considering the whole function, it suffices, when the quantifier is monotone, 
to select a witness and check whether this witness stands in an appropriate 
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relation to the property denoted by Pred. When the function is increasing, we 
check to see that every member of the witness is a member of the denotation of 
the predicate. Similar ideas are proposed by Ben-Shalom (1993) and Szabolcsi 
(1996). 

These are clearly not accounts of what people do when they use the lan­
guage, at least not in any direct sense. A witness or the generator of a principal 
filter can be very large too, infinite and undecidable, without any correspond­
ing difficulty in the language users' use of the phrase in inference. Humans 
do not, of course, actually "check" each member of these sets for membership 
in another set, performing some computational step for each element of the 
set the way a semantic automaton might. Rather, we must draw our conclu­
sions by deductive steps defined over representations of more abstract relations 
among whole sets, representations that are in at least this respect like our syn­
tactic structures with their interpretable elements. Then, no surprise, the size 
of the sets being reasoned about does not generally have any bearing on the 
complexity of the reasoning. 

So if the witness and generator based verification procedures are metaphor­
ical, involving verification steps that are never really performed by the human 
language speaker, can we explain why these have seemed relevant in semantic 
theories for human languages? Yes. Inference methods can be regarded as 
justified by certain relations among the verification procedures associated with 
the sentences involved. For example, the direct verification, by checking all 
elements of the witness sets, of every human speaks a language, includes as 
a proper part all of the steps that would be required in the direct verification 
of every linguist speaks a language. That is why the inference of the lat­
ter from the former is justified. With such an intimate connection between 
these notions, it is not in the least surprising that insights about verification 
conditions are relevant to inferential roles, which are in turn tied to formal, 
syntactic properties of linguistic expressions in the computational model of the 
speaker-hearer. 

4 CONCLUSIONS 

There is a philosophical tradition which rejects the idea that pure thought is 
coded into language and then expressed, as if we could think the very thoughts 
we do without knowing anything of any human language, pure semantics. This 
view is rejected by Dummett (1993), for example, 

A view that might claim to represent common sense is that the pri­
mary function of language is to be used as an instrument of communi­
cation, and that, when so used, it operates as a code for thought. On 



180 CHAPTER 5 

this view, it is only because we happen to lack a faculty for directly 
transmitting thoughts from mind to mind that we are compelled to 
encode them in sounds or marks on paper ... 

The idea of a language as a code became untenable because a concept's 
coming to mind was not, by itself, an intelligible description of a 
mental event: thought requires a vehicle. 

The conception of language and reasoning offered in this paper, according to 
which at least much of what we call reasoning is reasoning with the structures of 
our native language, fits with this rejection of the code conception of thought. 
We do not need to assume that there are two steps in reasoning: the formulation 
of pure thoughts, and then the bringing together of words to express them. A 
certain kind of bringing together of words, spoken or not, is thinking. 

This view can also be contrasted with views according to which we have 
many languages: at least, the one we speak and the one we reason with. The 
objections to this sort of account, which we find in certain "semantic" ac­
counts of quantifier scoping, have a different character. Here, it is argued that 
such views cannot provide the simplest explanations of semantic generalizations 
about syntax. 

It is sometimes held that the meaning of an expression is uniquely deter­
mined by its inferential role. No such thing has been assumed here. But the 
connection between inferential role and meaning is especially clear in the case 
of quantifiers and logical constants. From this perspective, it is no surprise to 
find that the same formal structure that determines the scoping options of a 
quantifier - whatever, exactly, that structure is - can determine the inferential 
role of the quantifier. Consequently, semantic generalizations about the scoping 
options of quantifiers are not surprising, and we can make sense of how such 
generalizations can be true in a computational model of the language user. 
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SCOPE 

1 INTRODUCTION 
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In this paper I propose a theory of scope that is less structure driven than 
the traditional approach. The traditional view of scope is structural in the 
sense that the relative scope of two expressions is taken to be determined by 
their relative position at some level where hierarchical relations are encoded. 
More precisely, in this view, el is in the scope of e2 iff e2 commands el at 
the appropriate structural level. I take the term command in its generic sense 
here, meaning 'higher than' and leave the details of how to define its domain 
unspecified for now. Common to all varieties of command is that it is defined 
at the sentence level. 

The structural approach to scope has immediate repercussions for syntax 
under the assumption that semantic structure is read off of syntactic structure; 
the original motivation for the syntactic level of LF was precisely the assump­
tion that command relations in syntax determine semantic command relations 
and therefore scope. Under this assumption, el is in the scope of e2 iff e2 

commands el at LF. 
My aim here is to propose a theory in which the relative scope of two expres­

sions is a matter of possible dependencies between indices, seen as Kaplan-style 
coordinates of evaluation. According to Kaplan (1979), expressions are evalu­
ated relative to an index I, which is a sequence of coordinates including a world, 
w, a time, t, a three-dimensional location, p, as well as a coordinate for speaker 
and addressee. Coordinates of evaluation fix the parameters with respect to 
which the denotation of an expression is determined. In the terminology of this 
paper Kaplan's coordinates are called indices of evaluation. 

The proposal builds on insights concerning temporal reference in Ene; (1986), 
and is close in spirit to work in Discourse Representation Theory (DRT). The 
main difference between the indexical theory of scope to be presented here and 
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the DRT approach found in Kamp and Reyle (1993) is that scope relations in 
DRT are encoded structurally at the level of Discourse Representation Struc­
ture: different scopal relation induce DRSs that differ structurally. In the view 
presented here the difference is one of content rather than structure. 

Structural considerations will turn out to be relevant here too but the theory 
differs from the traditional one in the following two respects: (i) scope is seen 
as essentially discoursal; there is no attempt at reducing discoursal effects to 
sentential ones, as in the acommodation approach of Roberts (1989) and Poesio 
and Zucchi (1992); (ii) structural considerations at both the syntactic and 
the semantic level are seen as underdetermining scopal relations: structure 
determines when an expression may be in the scope of another, but not when 
it must be in its scope. 

After outlining basic assumptions in Section 2, I turn to presenting the pro­
posal in Section 3. Section 4 shows how the indexical theory presented here 
accounts for the scopal properties of indefinite and distributive noun phrases 
i.e., noun phrases that contribute the domain over which a distributive pred­
ication holds. (In the terminology of Gil 1995, distributive noun phrases are 
DIST.KEY.) The final section discusses briefly issues connected to discourse 
scope, and mentions some of the problems that remain open. 

2 SCOPE OF WHAT WITH RESPECT TO WHAT 

I am concerned here with the scope of noun phrases (henceforth DPs) with 
respect to intensional operators (modals, the conditional operator), intensional 
predicates and nouns (such as believe, belief, dream), and 'quantificational' DPs, 
i.e., DPs whose D(eterminer) contributes a proportional (strong) quantifier. I 
restrict my attention to DPs whose contribution to If, the representation of se­
mantic structure, includes at least a subscripted variable X n , and a descriptive 
content, Den, in the form of a predicative expression on X n . In addition, quan­
tificational DPs, i.e., DPs whose D is a 'strong' quantifier such as every, each 
or most, induce a tripartite quantificational structure in which the quantifier is 
contributed by the determiner, and where the variable and the DC occur in the 
Restrictor. In this case the quantificational force of the DP is determined by 
the quantifier it contributes. I follow DRT and File Change Semantics in as­
suming that the quantificational force of non-quantificational DPs depends on 
their position in the semantic structure. I will come back below to the question 
of exactlv how expressions containing such free variables are to be interpreted. 
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Scope of the DC A descriptive condition DCn on a variable Xn constrains 
the assignment of values to Xn to those assignments where the value meets the 
descriptive condition. One aspect of the issue of noun phrase scope concerns the 
question of determining the world in which this condition has to be met. Thus, 
(1a) has two readings depending on whether the variable introduced by the 
underlined noun phrase is to be a friend of mine in w, the world of evaluation 
of the whole sentence, or in WJ, the world according to John, introduced by 
the matrix predicate believe. Similarly, (1b) can be interpreted either with the 
DC evaluated with respect to w, or with the DC evaluated with respect to the 
worlds introduced and quantified over by the modal. 

(1) a. John believes that a friend of mine is a crook. 

b. A friend of mine might be a crook. 

When the world of evaluation is w, the DC is said to have wide scope with 
respect to the predicate and the modal; when the world of evaluation is that 
introduced by the predicate or the modal the DC will be said to have narrow 
scope with respect to them. Note that the issue of the scope of the DC has 
consequences for the question of where the referent of the noun phrase is sup­
posed to exist, since under standard assumptions, for ordinary descriptions at 
least, if an individual satisfies a description at some world w, the individual 
must exist in w (or must have a counterpart there). 

An account of DC scope based on Quantifier Raising (QR) has the noun 
phrase occur in a position commanding the intensional predicate or modal at 
LF in the wide scope reading, and it has the predicate or modal command the 
noun phrase at LF in the narrow scope reading. An account of DC scope in 
DRT would have the contribution of the DC entered in the main box in the 
wide scope reading, and it would have the DC entered in the subordinate box 
created as a consequence of the use of the intensional predicate or the modal in 
the narrow scope reading. In the account to be presented here, the structural 
properties of the two readings are identical. The difference lies in the choice of 
the modal evaluation index of the DC, a choice that is not fully determined by 
structural factors. 

The problem of the scope of the DC of a noun phrase with respect to 
intensional predicates or operators is reminiscent of the issue of the temporal 
interpretation of the DC discussed in Ene; (1986). Ene; shows, based on examples 
such as (2), 

(2) The fugitives are now in jail. 

that the temporal reference of the DC of a noun phrase is in principle inde­
pendent of the temporal reference of the main predication of which the noun 
phrase is an argument. In her analysis, the temporal coordinate (or index) of 
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the DC can be set to any discoursally salient value. The account of the scope 
of the DC to be proposed here builds on this similarity. 

Scope of the variable I turn now to another aspect of scope that arises 
in connection with quantification, to be referred to below as the scope of the 
variable. The issue concerns the question of whether there is co-variation of 
values assigned to some variable x with values assigned to some other variable 
y. The expression that contributes x will be said to be within the scope of 
the expression that contributes y, and to be dependent on y. In order for such 
co-variation to be possible, y must vary, i.e., its interpretation must involve 
the assignment of several values, and the interpretation of x must vary with 
the interpretation of y; x must therefore be a variable whose denotation varies 
at different assignments. Thus, under the assumption that proper names are 
rigid designators, if x were contributed by a proper name it could not vary 
with assignments of values for y. An expression may induce dependency iff its 
interpretation involves a set or group whose members may serve as evaluation 
indices to other expressions. Examples of such expressions are noun phrases 
denoting sets or groups, as well as modals, whose interpretation involves a set 
of worlds. Now an expression may be dependent iff its evaluation is allowed to 
vary, i.e., its interpretation may involve varying assignments to the variable it 
contributes. 1 Typical examples of such expressions are indefinite noun phrases. 
Expressions that may not vary are those whose values are fixed once and for all, 
such as proper names, or whose values are fixed relative to the coordinates of 
the speech act, such as deictic noun phrase. A noun phrase such as every apple 
may induce dependency because it introduces a set of evaluation parameters 
(one for each apple) that may serve as index values to other expressions, as 
will be seen in this section. Such an expression denotes an absolute principal 
filter iff the set of apples that forms the domain of quantification is fixed with 
respect to the sentence in which the noun phrase occurs, as well as the larger 
context. It is possible, however, to interpret a noun phrase of this form so as 
to involve quantification over a set of sets of apples, as in (3): 

(3) Every child ate every fruit. 

Here the most likely interpretation is one where every fruit is dependent on 
every child: it quantifies over a set of sets of fruits, one set per child. In this case 
the domain of quantification ofthe second quantifier depends/co-varies with the 
elements of the domain of the first. In order for this interpretation to arise the 

1 In the terms used in Szabolcsi (1996a) and Beghelli, Ben-Shalom and Szabolcsi (1996), an 
expression may induce variation iff it is interpreted as a generalized quantifier whose witnesses 
are of cardinality greater than 1; an expression may undergo co-variation iff it allows a non 
principal filter interpretation. Below I am concerned with the factors that give rise to these 
interpretations. 
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context must have provided information about the association of sets of fruits 
to children, or such information must be readily accommodatable. The noun 
phrase every fruit here no longer denotes an absolute principal filter. Trying 
to analyse this example as involving a hidden description containing a bound 
pronoun, on a par with Martin Honcoop's suggestion for relative principal filters 
mentioned in Beghelli, Ben-Shalom, and Szabolcsi (1996), describes the issue 
rather than solves it. Note that the dependent reading of any noun phrase has 
a paraphrase involving a description that contains a bound pronoun exactly 
because of the details of the semantics of the bound reading. 

A similar argument can be constructed for showing that, in appropriate 
contexts, definite noun phrases such as the red button in (4), 

(4) Every child pressed the red button. 

may be dependent, and therefore do not have to denote an absolute princial 
filter. Here felicity conditions on the use of the definite determiner require 
the context to have provided information on the basis of which each child is 
associated with a (single) red button, or such information must be readily ac­
commodatable. I therefore differ here from Beghelli, Ben-Shalom and Szabolcsi 
(1996) according to whom definite noun phrases, as well as noun phrases whose 
determiner is every are assumed to always have widest scope because they 
always denote principal filters. In my view noun phrases whose determiner 
is definite tend to denote absolute principal filters because of the familiarity 
condition accompanying the use of the definite article. This condition is most 
easily met when the referent of the noun phrase, i.e., the entity that is to serve 
as the value of the variable contributed by the noun phrase, is a single en­
tity. The dependent, relative principal filter denoting reading arises when the 
context provides familiar single values associated to each value of the variable 
the definite noun phrase depends on. Noun phrases whose determiner is every 
denote an absolute principal filter when the domain from which the variable 
they contribute is to be given values is a single set. The dependent, relative 
principal filter denoting reading arises when for each value of the dependency 
inducing variable, the context provides a set for the variable bound by every 
to range over. For such a reading to arise, the quantificational structure con­
tributed by the dependent noun phrase must be within the Restrictor or the 
Nuclear Scope of the quantificational structure contributed by the dependency 
creating expression. (For further discussion, see Farkas 1993, 1994.) 

I turn now to outlining the relevant assumptions about quantification and 
the relevant details of nominal, modal, and situational quantification. 

I assume a tripartite quantificational structure at the level of If, where 
the Restrictor introduces a set of 'cases', presupposed to be non-empty, which 
form the domain of quantification. The view of quantification adopted here is 
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therefore restricted; cases that do not satisfy the restrictor are irrelevant. Most 
generally, the 1£ of quantificational expressions is of the form in (5): 

(5) Restrictor Q Nuclear Scope 

Such an expression is true iff Q-many ways of making the Restrictor true are 
also ways of making the Nuclear Scope (NS) true. What the 'cases' in the 
domain of quantification are depends on the type of quantificational expression 
involved. The domain of quantification is a set of worlds in modal sentences 
and afactual (or non-indicative) conditionals such as those exemplified in (6), 
as well as in generic quantification if one adopts the view, most recently argued 
for in Condoravdi (1994), that genericity involves a modal dimension. The 
domain of quantification is a set of situations within a single world in adverbial 
quantification and factual (or indicative) conditionals of the type exemplified 
in (7), and it is a set of individuals in nominal quantification, exemplified in 
(8). 

(6) a. John may be sick. 

b. If John were sick, he'd be in bed. 

(7) a. Sometimes, when John is hungry he is grouchy. 

b. If John is hungry he is grouchy. 

(8) Every student left. 

In order to verify a quantificational claim one has to identify the set of relevant 
cases based on the information provided by the Restrictor, and then one has to 
check whether the possibly complex property expressed by the NS is true of the 
appropriate number of cases. Note that expressions whose evaluation co-varies 
with the cases that constitute the domain of quantification will be dependent 
on the expressions that introduce these cases. In (6b), (7a), and (8) there is 
an overt restrictive phrase: the antecedent in (6b) and (7b), the when-clause in 
(7a), and the semantic content of the subject noun phrase in (8). The context 
may further restrict the relevant set of cases to a salient subset of the cases 
identified by the overt restriction. In (6a) there is no overt restrictive phrase. 
Here the relevant set of cases is determined by the interpretation of the modal, 
as well as contextual factors. Below I restrict my attention to examples where 
there is an overt restrictive phrase. 

Following D RT, I assume that both instances of existential closure proposed 
in Heim are dispensed with. Text level existential closure is rendered superflu­
ous, as suggested in Heim (1982, Ch. 3), by the requirement that the text be 
true in the model with respect to which it is interpreted. If truth conditions are 
stated in terms of assignment functions, this reduces to the requirement that 
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there be an assignment function that satisfies the conditions imposed by the 
DRS or If constructed on the basis of the text. Text-level existential closure is 
thus replaced by existential quantification over assignment functions interpret­
ing free variables. NS-level existential closure is rendered superfluous by the 
requirement that the NS be true of the appropriate number of cases introduced 
by the Restrictor: it reduces to the requirement that there be an assignment 
function that satisfies the conditions in the NS for Q-many cases that sat­
isfy the Restrictor. NS-level existential closure is thus reduced to distributive 
existential quantification over assignment functions, where the key domain is 
identified by the Restrictor. These reductions are significant in so far as they 
follow from a definition of truth of expressions containing free variables. 

I now turn to the relevant features of each type of quantification exemplified 
above. 

2.1 Nominal quantification 

Let us assume that expressions are interpreted with respect to a model 
M = (W, U, V), where W is a set of worlds, U is a set of individuals, and V is 
a set of valuation functions assigning intensions to constants. 

It is important in what follows to be able to keep track of individuals across 
worlds. This can be done either by allowing the domains of worlds to overlap 
or by enriching the model with counterpart relations that connect individuals 
across worlds. I adopt the former option though nothing crucial depends on 
this choice. 

The 'cases' that form the domain of quantification are the individuals in 
w (or the individuals in some contextually salient situation in w) that meet 
the DC condition of the quantificational DP. A way of making such a case 
true amounts to chosing an evaluation function that assigns to the variable 
contributed by the quantificational DP a value that meets the DC condition of 
the DP. The logical form of sentences involving nominal quantification is as in 
(9), 

(9) Restrictor Nuclear Scope 

where Xn is the variable contributed by the quantificational DP.2 Truth condi­
tions for an expression of this form are given in (10). 

(10) A quantificational If of the form in (9) is true in w wrt M iff there 
is an assignment function f such that there are Q-many assignment 

2Whether the quantifier unselectively binds any or all other variables in the Restrictor is 
a question that I leave open here. Heim (1982) assumes unselective binding. In traditional 
analyses that treat indefinites as quantificational, the assumption is that such variables are 
bound by a narrow scope existential quantifier. To implement the latter solution in a Heimean 
framework one would need to introduce a Restrictor-Ievel existential closure operation. The 
choice between these alternatives has repercussions with respect to the 'proportion problem'. 
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functions IR that extend it with respect to Xn and that verify the If in 
the Restrictor, such that each IR has an extension INS which verifies 
the NS. 

The notion of extension used here is defined in 11. 

(11) An assignment function Ie extends I with respect to Xn iff Ie agrees 
with I on all variables with the possible exception of X n . 

Note that the elements in U that verify the If in the Restrictor constitute the 
smallest live-on set of the generalized quantifier denoted by the noun phrase. 
If Q requires there to be more than one IR the witness sets of the GQ are of 
cardinality greater than 1. 

The If of (8) is given in (12): 

(12) Restrictor: VXl 

Xl 

student '(xd 

Nuclear Scope: 
leave '(xd 

The quantifier here binds Xl because it is contributed by the DP that introduces 
Xl. The truth conditions of the If in (12) are given in (13). 

(13) The If in (12) is true in w with respect to M iff there is some assignment 
function I with the following property: every assignment function IR 
which extends I wrt Xl such that IR(xd E V(student') at w has the 
property of having a trivial extension INS such that INS(Xl) E V(leave') 
at w. 

We assumed above that (8) involves quantification over all the students in w. 
The context may however restrict the domain to some salient subset of students. 

The evaluation function I is referred to below as the base evaluation func­
tion. The interpretation of nominal quantification involves then, besides the 
base function, a set of functions FR, which are the extensions of I wrt the 
variable(s) bound by the quantifier that verify the Restrictor, as well as a set of 
functions FNs, which extend the functions in FR and verify the Nuclear Scope. 

The values of Xl above are fixed relative to FR because Xl is the variable 
contributed by a quantificational DP. In examples that exhibit scope ambi­
guities, non-quantificational DPs contribute variables in the Restrictor or the 
Nuclear Scope. Variables in the Restrictor pose problems that lie beyond the 
scope of this paper so I restrict my attention here to the latter case, exemplified 
in (14): 

(14) Every student speaks an Indo-European language. 

In (14), the material in the Restrictor is the variable contributed by the subject 
noun phrase and its DC. The cases introduced by the Restrictor, which form 
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the domain of quantification, are those individuals in w (or some contextually 
salient situation in w) who satisfy the Restrictor. The NS contains the material 
contributed by the indefinite, as well as the main predication. The sentence 
is true just in case the NS is true with respect to each case that satisfies the 
Restrictor, i.e., just in case the NS is true of every student. 

The two interpretations of (14) that are known as the 'wide scope' and the 
'narrow scope' reading of the indefinite result from the option of fixing the value 
of the variable it contributes by the base assignment function f (wide scope), or 
by the functions in the set FNS (narrow scope). When the indefinite has wide 
scope, the variable it contributes is assigned a value by the base function, and 
this value is inherited by the functions in FR and FNS. When the indefinite 
has narrow scope, the functions in FNS extend those in FR with respect to 
the variable contributed by the indefinite. In the former case the indefinite is 
independent of the distributive quantificational DP, while in the latter, it is 
dependent on it. Under the wide scope reading the indefinite may denote a 
principal filter, while in the narrow scope case it may not. 

In structural accounts of scope this difference corresponds to a difference 
in the structural position of the variable contributed by the indefinite. In 
Quantifier Raising (QR) accounts, the indefinite noun phrase is raised so as to 
command the quantificational noun phrase at LF to give the wide scope reading, 
while in the case of the narrow scope reading QR results in a configuration 
where the quantificational noun phrase commands the indefinite. The analysis 
in NP-preposing terms in Heim (1982) achieves the same result. In DRT the 
variable contributed by the indefinite is added to the main DRS box to give 
the wide scope reading, and to the NS box to give the narrow scope reading. 

2.2 Modal quantification 

Following Kratzer (1979, 1980), modal sentences such as (6) are assumed 
to involve quantification over worlds. The 'cases' that form the domain of 
quantification are a subset of W. In simple modal sentences, such as (6a), 
the worlds in the relevant subset are those in which the contextually supplied 
propositions in the modal base are true. In modal conditionals, the worlds in 
the domain of quantification are the set of worlds W R such that the worlds 
in this set are closest to the base world w, and are such that the proposition 
expressed by the antecedent is true in them. 

The If of a modal conditional is a quantificational structure with the If 
contributed by the antecedent, lfa, in the Restrictor, and the If contributed by 
the consequent, lfq, in the NS. The quantifier binds the worlds in WR: 
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(15) Restrictor: 
lfa 

Nuclear Scope: 
lfq 

CHAPTER 6 

One makes the Restrictor true here by chosing a world WR E WR. The truth 
conditions of (15) are given in (16). 

(16) An If of the form in (15) is true in W wrt M iff there is an assignment 
function f such that for every W R that is closest to W such that W R has 
the property that f verifies lfa at WR, f verifies lfq at WR. 

(I will not be concerned below with the 'closeness' requirement.) The issue that 
arises now is that of the choice of world parameters for particular subparts of 
lfa and lfq. The available choices are the base world, w, and the worlds WR 

in WR. These choices are available because WR has just been introduced, and 
because the base world needs no introduction. Note that because W R is a set 
of worlds, it may give rise to co-variation. Evaluation of a subpart of the con­
ditional with respect to the base world gives rise to the wide scope reading of 
that expression with respect to the conditional; evaluation of such a subpart 
with respect to W R gives rise to the narrow scope reading of the expression 
with respect to the conditional. In the latter case, the evaluation of the expres­
sion will co-vary with the worlds in W R. In QR-based accounts these choices 
correlate with different structural positions at LF: wide scope interpretation 
correlates with a position commanding the conditional, and narrow scope cor­
relates with a position commanded by the conditional. In DRT the wide scope 
interpretation correlates with material entered in the main DRS box, and the 
narrow scope interpretation correlates with material entered in the antecedent 
or the consequent boxes. To exemplify, consider (17): 

(17) If someone were here she'd help. 

Under the wide scope reading of the indefinite in the antecedent, one has to 
find a value for the variable it contributes within the domain of the base world, 
w, such that in all worlds in WR in which that person is here, she helps. Under 
the narrow scope reading of the indefinite, each world W R such that there is an 
individual in that world who is here is such that that individual helps. 

The ambiguity illustrated above concerned the choice of variable. In exam­
ples such as (18), 

(18) If a friend of mine were here she'd help. 

the additional question of what world the DC must be met in arises as well. 
That question involves the issue of whether the value assigned to the variable 
contributed by the indefinite has to be a friend of mine in W or in the worlds 
in W R and we will come back to it below. 



Evaluation Indices and Scope 193 

2.3 Quantification over situations 

Sentences involving quantification over situations, exemplified in (7), will 
be treated on a par with modal quantification by assuming that the domain 
of a world w includes a set Sw of situations in w. Each world w defines its 
own extensional model Mw, such that Mw = (Sw, Uw, Vw), where Uw is the 
set of the individuals in w, and Vw assigns values to constants relative to the 
situations in Sw. 'fruth of an If in a world w reduces to truth in a situation in 
w: 

(19) An If is true in w with respect to M iff there is a situation s E Sw such 
that the If is true in s with respect to Mw. 

'fruth with respect to a situation is defined as follows: 

(20) An If is true in a situation s in a world w with respect to Mw iff there 
is an evaluation function fw that verifies the If at s, where fw assigns 
values to variables relative to the situations in Sw' 

Sentences involving quantification over situations receive a treatment parallel 
to modal quantification, where situations in a world play the role of worlds in 
a model. In modal conditionals the domain of quantification is worlds in W 
that are closest to the base world w, and that are such that the antecedent is 
true in them. In non-modal conditionals the domain of quantification is made 
up of situations in Sw that are closest to what is expected, and that are such 
that the antecedent is true in them. The If of such a conditional is as in (21). 

(21) Restrictor: 
lfa 

Nuclear Scope: 
lfq 

A way of making the Restrictor true now amounts to choosing a situation in 
Sw in which lfa is true. Given (19), an If of the form in (21) is true in w iff it 
is true in some s E Sw. In order for (21) to be true in some s E Sw every way 
of making the Restrictor true (within the limits of what is expected) must be a 
way of making the Nuclear Scope true as well. The truth conditions are given 
in (22): 

(22) An If of the form in (21) is true in s wrt Mw iff there is an assignment 
function fw with the following property: every minimal SR that is closest 
to what is expected in w such that fw verifies lfa at SR has an extension 
sk such that fw verifies lfq at sk· 

A minimal situation in which an If is true is a situation made up of only 
individuals and relations that satisfy the conditions in the If; a situation s' is 
an extension of a situation s iff s' is part of s. 
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Sentences involving quantification over situations exhibit scope ambiguities 
with respect to the situations SR. The ambiguity illustrated in (17) is parallelled 
in (23), 

(23) If/When a boy he likes comes over, Johnny shows him his turtle. 

where the indefinite in the antecedent may be interpreted with respect to the 
base situation, giving the wide scope reading, or with respect to each situation 
SR, giving the narrow scope reading. In the latter reading, the interpretation 
of the indefinite co-varies with the situations that form the domain of quantifi­
cation. 

In QR-based approaches to scope, the wide scope reading of the indefinite 
with respect to the conditional is given by an LF where the indefinite has been 
raised to a position that commands the conditional; the narrow scope reading 
is given by an LF where the indefinite is commanded by the conditional. In 
DRT, the wide scope reading is given by a DRS where the contribution of the 
indefinite has been entered into the main DRS box; the narrow scope reading 
is given by a DRS where the contribution of the indefinite occurs within the 
antecedent box. 

Common to all the cases of narrow scope variables discussed here is that they 
involved interpretations where the values assigned to the variable varied. The 
value of a narrow scope variable Xn in the NS of a nominal quantificational 
structure is determined by the set of functions FNS because these functions 
extend the functions in FR wrt Xn; the values assigned to Xn co-vary with the 
values assigned to the variable(s) bound by the quantifier. A narrow scope 
variable in the Restrictor or the NS of a modal quantificational structure is 
given values by a set of assignment functions whose modal indices range over 
the worlds quantified over by the modal. The values assigned to such a variable 
may vary from world to world. The same is true, mutatis mutandis, of narrow 
scope variables in expressions involving quantification over situations. The 
value assignments of narrow scope variables in quantificational expressions vary 
with values assigned to the variable bound by the quantifier. In all these cases 
the noun phrases introducing the dependent variables are not interpreted as 
principal filters. Under the wide scope readings, on the other hand, the noun 
phrases in question are interpreted by a single valuation function at a single 
world or situation, which is consistent with a principal filter evaluation. 

2.4 Conclusion 

It has been argued so far that the evaluation of noun phrases involves the 
following two possibly distinct issues relevant to scope: (i) the issue of the scope 
of the DC, and (ii) the issue of the scope of the variable. The former pertains 
to the world or situation in which the DC has to hold of the referent, while 
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the latter pertains to the properties of the evaluation function that assigns 
values to the variable. Narrow scope variables in quantificational structures 
are assigned varying values. Such noun phrases will be said to have non-rigid 
reference independently of whether the variation is intensional or extensional. 

The necessity of separating these two issues is made evident in quantifica­
tional structures, where a narrow scope variable has non-rigid reference while 
a wide scope one has rigid reference, independently of the scope of its DC. 
Note that in examples involving indefinites in the complements of intensional 
predicates such as believe or think, the wide scope interpretation of a variable 
could in principle be analyzed as the accommodation ofthe referent in the base 
world. Thus, for an example like (la), one could claim that the variable has 
only a narrow scope reading, under which it must be assigned a value from 
the domain of WJ, the world introduced by the matrix predicate believe. The 
wide scope reading would then be the result of accommodating this referent 
in wo, the world of the discourse, which is the world the matrix sentence is 
evaluated in. (For discussion of when this type of accommodation may occur, 
see McCawley 1981.) Under this view, widest scope would reduce to global ac­
commodation and intermediate and narrowest scope would reduce to varieties 
of local accommodation. An accommodation-based approach is not available, 
however, for wide scope indefinites in quantificational structures, since in their 
case the wide scope reading involves rigid reference while the narrow scope 
reading involves non-rigid reference. The former therefore can not be reduced 
to accommodation of the referents of the latter. 

In the next section a treatment of scope phenomena is presented that does 
not connect scopal variation to variation in the relative position of the relata 
in a scope relation and handles both quantificational and extensional contexts. 

3 THE PROPOSAL 

3.1 Evaluation indices 

Following work in DRT, I assume that the basic components of lfs are vari­
ables and conditions placed on them. A fundamental distinction assumed here 
is between conditions contributed by the main predicative expression of a sen­
tence and conditions contributed by the constituents that realize the arguments 
of the predicate as well as various adjuncts. The conditions on variables that 
will be of interest here are predicative conditions, i.e., conditions involving a 
logical predicate and its arguments. 

Thuth conditions are stated in terms of functions assigning intensions to 
variables, and functions in V assigning intensions to constants. The evalua­
tion of both variables and predicative conditions may vary relative to world, 
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situation, and temporal parameters. In what follows I will be concerned only 
with the former two. Variables may be interpreted with respect to a single 
assignment function at varying worlds or situations, as in the narrow scope 
indefinite cases discussed under modal and situational quantification above, or 
they may be interpreted with respect to varying assignment functions at a sin­
gle world, as in the case of narrow scope indefinites discussed under nominal 
quantification. In all these cases the expressions contributing these variables 
are said to have non-rigid reference. Variables may also be interpreted with 
respect to a single assignment function at a single world, and a single situation, 
as in the case of widest scope indefinites. These indefinites have rigid reference. 
The parameters of variation for predicative conditions concern the worlds or 
situations at which the extension of V for the predicate in question has to be 
checked. 

In evaluating 1£s one has to fix which functions playa role in assigning values 
to variables, and which worlds or situations predicative expressions are eval­
uated with respect to. It is assumed here that these parameters of variation 
are indicated by evaluation indices. The evaluation index of a variable speci­
fies the evaluation function (or set thereof) that is crucial in determining the 
relevant values of that variable; the evaluation index of a predicative condition 
whose predicate is P specifies the worlds or situations at which V(P) has to be 
checked. Under this view, variation in scope concerns variation in the value of 
evaluation indices. The scope relation is defined as in (24): 

(24) An expression el is in the scope of an expression e2 iff the value of an 
evaluation index of el is set relative to e2. 

In (la), repeated here as (25), 

(25) John believes that a friend of mine is a crook. 

the DC of the indefinite is within the scope of the intensional predicate iff the 
DC is to be evaluated at the world introduced by the matrix predicate. In the 
terminology used here, the modal index of the DC is set to the value introduced 
by the predicate. In (14), repeated here as (26), 

(26) Every student speaks an Indo-European language. 

the indefinite has narrow scope with respect to the universal iff the assignment 
function parameter of the indefinite is dependent on the assignment function 
evaluating the universal. 

The If of a simple sentence such as (27a) has the components in (27b-d), 
where the main predication, MP in (27c), is contributed by the main pred­
icative expression of the sentence, the variable contributed by the indefinite 
noun phrase is given in (27b), and its DC, given in (27d), is contributed by the 
descriptive content of the noun phrase. 
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(27) a. A man left. 

b. Xl f(wn ) 

c. MP: leave' (xdw 

d. DC1 : man'(xl)wm 

The w's above are the values of the modal indices of the expressions they 
accompany. The modal index value of Xl, W n , specifies that one has to consider 
the value f assigns to Xl at W n . The modal index value on the predicative 
condition in (27c) specifies that f(Xl,Wn) must be in the extension of leave' at 
w. The truth conditions of (27a) under the If in (27b-d) are given in (28). 

(28) (27a) is true at W wrt M iff there is an assignment function f such that 

(i) f(Xl,Wn) E V(leave',w) and 

(ii) J(Xl,Wn) E V(man',wm ) 

A question that arises now is whether the modal index values of a variable, 
its DC, and the MP in which the variable is an argument may indeed be set 
to values that are independent of one another, as has been done in (27) for 
illustrative purposes. The discussion of the scope of the DC in the previous 
section has shown that the modal index value of the DC of a variable may 
at least in principle be independent of the modal index value of the MP in 
which the variable occurs. The discussion of the scope of the variable suggests 
that its index is also independent of the index of the MP. Examples which will 
be discussed below show that the index of a variable and its DC are at least 
partially independent of one another. 

Obviously, (27), when uttered in a neutral context, is interpreted with all 
modal index values set to Wo, the world of the discourse. Alternative values 
for modal indices can be selected only if such values are made available in 
the discourse. Modal index values are made available by being introduced 
by modal expressions such as modal operators, intensional predicates (believe, 
dream, want), intensional nouns (belief, dream), or conditionals. The crucial 
assumption therefore is that evaluation index values are selected from a set of 
values made available by the context. In the case of modal indices, the world 
the discourse occurs in, wo, is always in this set since it is always present in 
the context. Other worlds are made available by being introduced through the 
use of modals or intensional predicates and nouns. 

These suggestions can be implemented in an an extended version of the view 
of context proposed in Stalnaker (1979). In this view the context c contains, 
besides the set Pe of propositions in the common ground, a set Re of discourse 
referents, i.e., the file cards of Heim (1982), and a set Ie of evaluation index 
values. Ie contains the following proper subsets: We, a set of worlds in W, 
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Be, a set of situations, Te, a set of temporal reference points, and Fe, a set of 
evaluation functions. Just as the speaker and addressee are always present in 
R e, the world in which the discourse occurs, Wo is always present in We, and 
the time of the utterance is present in Te. 

The context change potential of utterances affects not only the common 
ground and R e, but also Ie. The use of an intensional predicate or noun, a 
modal or a conditional has the effect of adding elements to We, and thereby 
adding to the set of accessible modal index values. Evaluation functions that 
figure in the truth conditions of an expression are added to Fe at the point 
when the relevant expression is being added to the context. 

3.2 Free and bound indices 

Illustrating with the modal indices of main predications, I show now that 
they come in two varieties, free and bound. If a modal index is free, any W 

in We is, in principle, an admissible value for that index.3 If a modal index 
is bound, its value must be set to the world (or worlds) introduced by some 
particular expression. 

The modal indices of the MPs of main clauses are free; their default value is 
Wo but this choice may be overridden in favor of previously introduced worlds. 
Consider for instance the discourse in (29): 

(29) I had an unpleasant dream last night. 
The weather had turned unbearably hot and my room was not air-con­
ditioned. 

After the addition of the first sentence to the context the new context, Cl 

contains a new set We! = We +Wd, where Wd is a world that models my dream. 
The second sentence is interpreted with respect to the new context, Cl, and 
therefore it may be interpreted as being asserted of wo, the world in which 
the discourse occurs, or as being asserted of Wd, the world just introduced. 
In the former case the modal index of the MP of the second sentence is wo, 
and in the latter it is Wd. The second choice is possible only because Wd 

has just been introduced, and therefore Wd is now in We!. Under the latter 
indexing the second sentence is, in discourse structural terms, an elaboration 
of the first. 4 The point of interest for present purposes is that the MP of a 
matrix clause may be indexed to a world other than Wo in case such a world 
has been recently introduced, and the discourse can be coherently interpreted 

31 am ignoring now certain constraints concerning (counter)-factuality imposed by the 
morphology. 

4Note that in this account, modal subordination is independent of sentential subordina­
tion. This is an advantage, given that discoursal subordination may occur even in the absence 
of complement taking expressions, as in (i) below: 
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as being about that world. Under this account then, the structure of the 
interpretation of (29) under the two indexings is identical. What differs is the 
value of the modal index of the MP (and, most likely, the other elements) 
of the second sentence. The claim here is that a recently introduced world 
may serve as the value of a free index of an expression in subsequent discourse 
giving rise to discoursal modal subordination. Actual choices are, of course, 
limited by pragmatic and discourse coherence factors. Intensional predicates 
and nouns may have discourse scope under this account because the worlds 
they introduce may serve as values to modal indices of expressions occurring 
in subsequent discourse. This approach to modal subordination in discourse is 
different from that proposed by Roberts (1989), and Poesio and Zucchi (1992), 
where discoursal subordination is reduced to sentential subordination at the 
level of DRS by the use of structural accommodation, a mechanism that copies 
structure. For reasons of space, the two approaches will not be contrasted here. 

Unlike the modal index of MPs of matrix clauses, the modal index of the 
MPs of complements of intensional predicates and nouns, as well as the modal 
indices of the MP in modal quantificational structures, are bound. Thus, the 
modal index of the complement clause in (30) is necessarily set to WJ, the world 
introduced by the main predicate, as indicated informally in (30) by the modal 
indices subscripted to the clausal brackets. 

(30) [John believes [that Mary is sickJwJ Jwo 

The dependency of the modal index of complements on the world introduced by 
the expression the complement is an argument of is parallelled in the temporal 
realm by cases where the time reference of a complement is dependent on the 
time reference of the matrix. 

In modal conditionals the Restrictor introduces a set of worlds, and the 
modal index of the MPs in the antecedent and in the conditional are bound 
to these worlds. (The fact that the If in the Restrictor serves to identify the 
worlds in question, while the If in the NS is interpreted as predicating some­
thing of them is the result of the way tripartite quantificational structures are 
interpreted. ) 

The fact that the index of the MP of the complement of an intensional 
predicate or noun is bound by the world(s) introduced by that predicate or 
noun follows from the semantics of these constructions. The matrix expression 
introduces a world or set of worlds, and the complement expresses a claim 
about these worlds. The modal index of the MP of the complement is fixed 
by the truth conditions of the the matrix predicate. (I am not concerned here 

(i) There's a good movie on tv tonight. It's about this girl from Hungary who visits her 
cousin in New York. 
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with the question of whether intensional predicates and nouns introduce single 
worlds or sets thereof.) 

In quantificational structures, the index of the MP of the NS is bound by 
the 'cases' introduced in the Restrictor because of the role of the Restrictor and 
the NS in the interpretation of quantificational structures: the former sets up 
a set of 'cases' and the latter expresses a claim about these cases. Again, the 
interpretation rule of quantificational expressions fixes the index of the main 
predication in the NS to the cases introduced by the Restrictor. 

So far then, it has been claimed that predicative conditions as well as vari­
ables have modal indices whose values specify the worlds in which the pred­
icate must hold of its arguments (in the case of predicative conditions), and 
the worlds from whose domain the variable must be given values (in the case 
of variables). The modal index of the MP of matrix clauses is free; its value 
can be set to Wo, the world in which the discourse occurs, or to some other 
previously introduced world. The modal index of the MP of arguments of in­
tensional predicates as well as that of MPs in quantificational structures are 
bound. In the former case the modal index of the MP of the argument must be 
set to the world or worlds introduced by the intensional expression in question; 
in the latter case the value of the index is determined by properties of the im­
mediate tripartite structure the MP is part of. The value of the modal index of 
the MP in the Nuclear Scope is determined on the basis of the interpretation 
of the Restrictor. The value of a bound index is determined by properites of 
its local context: the expression contributing the bound index is an immediate 
constituent of the expression contributing the value of the binder. 

It will be assumed below that an evaluation index is free unless it is bound. 
The only cases of bound indices that will be relevant below are cases where the 
index of a constituent is fixed by the semantics of the expression of which it is 
an immediate part. 

3.3 Scope of the DC 

The facts concerning the scope of the DC are straightforwardly accounted 
for under the assumption that the evaluation indices of DCs are free. The 
freedom of the modal indices of the DC of noun phrases parallels the freedom 
of their temporal index argued for in Ene; (1986).5 Under present assumptions 
this amounts to claiming that the modal index of the DC of a noun phrase can 

5There may well be noun phrase types whose DCs are bound to the parameters of their 
main predications. These would be noun phrases such as bare plurals, that have necessarily 
narrow scope with respect to expressions in higher clauses. In the present framework, re­
strictions on the scopal properties of noun phrases amount to restrictions on their valuations. 
Such restrictions may affect both the functions that interpret the variable contributed by 
the noun phrase, and those that interpret the DC, and they may have overt morphological 
or syntactic reflexes. Thus, the main claim of Farkas (1985) amounts to requiring the DC 
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be set, at least in princple, to any world in We, where c is the current context. 
In particular, the value of this index may be the same as that of the index of 
the MP or it may be some other world that is salient in the context. (This is 
exactly the same as the behavior of temporal indices in Enc;'s analysis.) Note 
that under this approach the DC of a noun phrase el has 'narrow scope' with 
respect to an intensional predicate or modal e2 iff the modal index of the DC 
is given as value the worlds introduced by e2. The DC has 'wide scope' with 
respect to a modal or an intensional predicate iff the value of its modal index is 
not set to the worlds introduced by them. The two readings of (1) would have 
their indices set to the values given in (31) and (32): 

(31) [John believes [that [a friend of mineJwJ is a crookJwJ Jwo 
(narrow scope) 

(32) [John believes [that [a friend of mineJwo is a crookJwJ Jwo (wide scope) 

The choice of WJ in (31) is available because the DP occurs within the com­
plement of believe, which introduces WJ; the choice of Wo in (32) is available 
because the world of the discourse needs no special introduction. 

Under this view, the two readings have representations that are structurally 
identical; they differ in the values of the evaluation indices of the DC, and not 
in the structural position of the DC relative to the predicate believe at either 
the syntactic or the semantic level. The fact that the DC occurs within the 
argument of believe makes the choice in (31) possible but not necessary. 

3.4 Scope of the variable 

Recall that the question of the scope of the variable as defined here concerns 
the possible dependency between assignment functions for one variable Xn on 
varying assignments for another variable X m . In case of variable dependency 
Xn is evaluated with respect to assignment functions that co-vary with the 
assignment functions evaluating X m . Thus, in (33), 

(33) Every student speaks an Indo-European language. 

the two interpretations result from the option of evaluating the variable con­
tributed by the indefinite by the base assignment function f, giving the wide 
scope reading, or by the set of functions FNs which extend the functions in the 
set FR, giving the narrow scope reading. In the former case the value of the 
variable that is relevant to the interpretation is that given to it by f because 

contributed by SUbjunctive relative clauses to be interpreted by a function that ranges over 
a set of worlds. 
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neither the functions in FR nor, crucially, the functions in FNS extend i wrt 
this variable. In the latter case the relevant values of the variable are given 
by the functions in FNS because now these functions extend those in FR wrt 
this variable. In the narrow scope reading, the indefinite co-varies with the 
distributive, while in the wide scope reading it does not. 

I propose that the function (or set thereof) which determines which values 
of a variable are relevant appears in If as an evaluation index on the variable 
on a par with modal indices. The choices are determined by the position and 
role of the variable in If, which in turn are dependent on morphological and 
surface structure considerations. The function index of a variable contributed 
by a quantificational DP is bound: it has to be the set of functions FR. The 
function index of a variable contributed by a garden-variety indefinite is free. 
For a variable contributed by an indefinite in the NS the available options are 
(i) the base function i, which, just like the world of discourse, is always an op­
tion for a free function index, and (ii) the functions in the set FNS . This latter 
option is available because the variable in question is in the NS in a nominal 
quantificational structure. The functions in FR and FNS are made available 
because they are introduced by the rule that interprets quantificational struc­
tures. I am assuming therefore that the base function i is always in the set 
of accessible evaluation functions Fc , and that at the point of evaluating the 
Restrictor, the set FR is added to Fc , and at the point of evaluating the NS, 
FNS is added and FR is taken out. 

The two options for (14) are represented as in (34a) and (34b): 

(34) a. Restrictor: 'VXl Nuclear Scope: 
Xl FR X2 i 
DC1 : student'(xt} DC2 : J-E language' (X2) 

MP: speak' (Xl, X2) 

b. Restrictor: 'VXl Nuclear Scope: 
Xl FR X2 FNS 
DC1 : student' (xt) DC2 : J-E language'(x2) 

MP: speak'(xl,X2) 

The effect of having the value of the function index of X2 be i in (34a) is the 
same as having X2 be bound by text-level existential closure; the effect of having 
the value of the function index set to FNS is the same as having the variable be 
bound by NS-level existential closure. The truth conditions of (34a) and (34b) 
are as in (35): 

(35) a. The 1£ in (34a) is true in w wrt M iff there is an assignment function 
i such that every assignment function iR that extends i wrt Xl 

such that iR(Xl) E V(student') has a (trivial) extension iNS such 
that i(X2) E V(I-E language'), and (fNS(Xt) , i(X2)) E V(speak'). 
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b. The If in (34b) is true in w wrt M iff there is an assignment 
function I such that every assignment function I R that extends 
I wrt Xl such that IR(XI) E V(student') has an extension INS 
that extends IR wrt X2 such that INS(X2) E V(I-E language') and 
(fNs(xd,INS(X2)) E V(speak'). 

(Modal indices have been ignored above.) 

In both (35a) and (35b), IR(xd = INS(xd; in (35a) I(X2) = IR(X2) = 
INS(X2), while in (35b), the values assigned to X2 by the functions in FNs 
covary with the functions in FR , and are possibly different from the values 
assigned to this variable by I and the functions in FR. 

It is crucial to note that the representations of the two readings are struc­
turally identical; the only difference concerns the value of the function index 
on X2. In structural approaches, the choice of evaluation function for a variable 
is unambiguously determined by the structural position of the DP contribut­
ing the variable at LF, or the structural position of the variable at the level 
of DRS. The same is true for the value of the modal parameter. In the ap­
proach proposed here the value of these parameters is encoded directly in the 
semantic representation in the form of values for evaluation indices. Structural 
considerations are relevant only in determining what options are available. The 
approach to scope developed here is closer in spirit to dynamic logic than to 
DRT since it makes no use of the structural notions made available in DRT. 
The question of how anaphora puzzles that initially motivated the structures 
proposed in DRT can be treated in the present approach is outside the scope 
of this paper. 

In examples involving modal quantification the cases introduced by the 
Restrictor are worlds which must serve as values to the modal index of the 
MPs of both Restrictor and NS. The modal index of variables contributed by 
indefinites in either the Restrictor or NS is free and therefore these worlds may 
or may not serve as values of the modal index of variables in the Restrictor or 
the NS. If they do, the assignment function giving values to that variable will 
range over the worlds introduced by the Restrictor resulting in narrow scope 
readings. If they don't, the variable will be rigid with respect to these worlds 
resulting in wide scope readings. In the wide scope reading of the variable 
contributed by the indefinite in (36), 

(36) John must write about a French philosopher. 

the variable is interpreted by I(wo); in the narrow scope reading, the variable is 
interpreted by I(WD), where W D are the worlds quantified over by the modal. 
In the latter case the indefinite refers non-rigidly since the extension of I at 
different worlds may vary. In the former case the indefinite refers rigidly. 
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3.5 Conclusion 

In the approach proposed here wide and narrow scope readings for both 
the DC and the variable are distinguished by evaluation index values and not 
by differences in the hierarchical position of the relevant expressions at LF or 
DRT. Consequently, neither structural level needs to be tampered with in order 
to account for scope facts, by QR in the case of LF, and by allowing variables 
contributed by indefinites special freedom with respect to where they can be 
entered in the case of DRT.6 The freedom of scope of variables and DCs con­
tributed by garden variety indefinites is a result of the fact that their evaluation 
indices are free. This in turn is a consequence of the assumption that this is 
the default state of indices associated with ordinary indefinites. As mentioned 
in footnote 5, there are many types of noun phrases whose interpretation is 
constrained in various ways. Deictic noun phrases, for instance, must be in­
terpreted by an evaluation function whose parameter is fixed to the context of 
utterance; this is why they are immune to variation, and therefore denote prin­
cipal filters. Proper names are also immune to variation, and denote principal 
filters, because they behave like constants: all evaluation functions must assign 
the same value to the variable they contribute at all parameters of evaluation. 
Special indefinites, such as bare plurals, are constrained to have evaluation in­
dices that are dependent on the indices of their main predication, which has the 
consequence of always giving them narrow scope with repsect to higher predi­
cates. In this chapter I restrict my attention to garden variety indefinites. The 
next section points out some welcome consequences of the indexical approach 
regarding the scope domains of these indefinites, as well as of DPs whose D is 
every. 

6For different proposals dispensing with (most) instances of QR, see Beghelli (1993) and 
Dobrovie-Sorin (1993). See also Beghelli and Stowell (1996) for a proposal in which scope 
is determined by a richly articulated LF built by movement driven by particular features 
on DPs. Here I am concerned with what the semantic import of these features would be, 
a matter that is crucial independently of whether one accepts this particular view of LF 
or not. In my approach the scope of garden-variety indefinites is free because they do not 
impose any restrictions on their evaluation functions apart from Heim's Novelty Condition, 
while DPs whose determiner is every affect scope the way they do because they contribute 
the Restrictor and Quantifier of a quantificational structure. In a feature driven movement 
approach, garden-variety indefinites have to be marked with a feature that allows them to 
move to a variety of positions, or not move at all, while universal distributive DPs have to 
be marked with a feature that forces them to move to particular position that ensures their 
interpretation as providing the key of a distributive predication. 
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INDEFINITES 

4.1 Data 
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I first review the empirical generalizations established in the literature and 
then show how they are accounted for under the present proposal. (For relevant 
discussion, see Farkas 1981, Fodor and Sag 1982, Ludlow and Neale 1991, and 
Abusch 1994.) 

Based on the fact that (37a) has no reading in which officials co-vary with 
committee members, while (37b) has a reading in which a single high placed 
official is involved, 

(37) a. A high placed official claimed that John talked to every member of 
the committee. 

b. Every member of the committee claimed that John talked to a high 
placed official. 

the following generalizations emerge: 

A. The scope of every and modal quantifiers is upward clause-bounded with 
respect to indefinites or other quantifiers. 

B. The scope of indefinites is upward unlimited. 

The fact that modals pattern like every is shown by the interpretations of the 
examples in (38): the modal may not have scope over the variable contributed 
by the indefinite in (38a), every may not have scope over the modal in (38b), 
but the variable contributed by the indefinite may have scope over the modal 
in (38c). 

(38) a. A student thinks that John must leave. 

b. It is possible that every candidate will win. 

c. It is possible that a candidate will win. 

The first generalization prevents an indefinite from being dependent on a non­
clause-mate modal or distributive that it commands, while the second general­
ization allows an indefinite to be independent even if commanded by a modal 
or a distributive. The issue here concerns the relation between the evaluation 
index values introduced by a quantificational structure and the evaluation in­
dex values of a variable contributed by an indefinite. An indefinite is within 
the scope of a DP whose determiner is every iff the evaluation index of the 
variable contributed by that indefinite is FR or FNS, where FR and FNS are 
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the functions that interpret the Restrictor and the NS of the quantificational 
structure induced by every. Saying that every member of the committee in 
(37a) cannot have scope over the indefinite a high placed official amounts to 
the claim that the variable introduced by the indefinite cannot be indexed by 
the functions that interpret the Restrictor or the NS of the quantificational 
structure contributed by the quantificational DP and its sentence. Saying that 
the indefinite a high placed official in (37b) may have scope over the quantifi­
cational DP in the matrix amounts to the claim that the variable contributed 
by the indefinite does not have to be interpreted by FNS. 

In order to capture the generalization in A one has to prevent the evaluation 
index values introduced in a quantificational structure from being accessible as 
index values for variables contributed by expressions occurring in clauses that 
structurally command the quantificational expression. In order to capture the 
generalization in B one has to allow the evaluation index value of a variable 
contributed by an indefinite in the Restrictor or the NS to be independent of 
the values introduced by the quantificational structure. 

A separate question concerns the scope domain of the DC of various types 
of indefinites and quantificational DPs. Here we will be concerned only with 
the scope domain of DCs of indefinite noun phrases and noun phrases whose 
D is every with respect to intensional predicates and operators. As mentioned 
above, the freedom of scope of the DC of a noun phrase may be constrained by 
the semantic nature of that noun phrase. 

Now the DC ofthe indefinite in (39) can be assumed to hold either at Wo, or 
WM, or w], where WM and WJ are the worlds introduced by think and believe 
respectively: 

(39) Mary thinks that John believes that a/every friend of mine is a spy. 

This leads to the generalization in C: 

C. The scope of the DC of indefinites and DPs whose quantifier is every is 
upward unlimited. 

In order to capture this generalization the evaluation index value of the DC of 
an indefinite or an every DP must be allowed to be chosen from any previously 
introduced value. 

4.2 Accounting for the generalizations A-C 

Generalizations Band C follow from what has been said so far. The relevant 
assumptions are the following: (i) the DCs of garden variety indefinites and 
quantificational noun phrases are free; (ii) index values introduced in a matrix 
clause are accessible to expressions occurring in subordinate clauses. The first 
assumption is a natural one given that under the present approach the default 
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case is for an index to be free. The freedom of the index of the DC of indefinite 
as well as definite noun phrases is independently needed to account for their 
interpretation in discourse; it is analogous to the freedom of their temporal 
indices discussed by Ene;. 

The second assumption is rooted in the notion that index accessibility in­
volves a concept of priority that takes account of hierarchical structure. A view 
of priority according to which matrix clauses are prior to the clauses that serve 
as their arguments or to those that are arguments of their arguments is needed 
in accounting for anaphoric data as well. We will come back to the notions of 
accessibility and priority shortly. 

The availability of widest scope readings in the present approach is the 
result of the base function and the base world being always present in Ie. The 
availability of intermediate scope readings is the result of having intermediate 
expressions introduce accessible index values. The preference for narrowest or 
widest scope readings occasionally noted in the literature may be due to the 
high degree of salience of the base world and base function, as well as that of 
the index values of the MP in which the variable is an argument. 

The main advantage of this approach over an LF -based analysis is that 
the unlimited upward scope of DCs and variables contributed by indefinites is 
accounted for without having to posit unlimited QR (or NP-Preposing), and 
without having to assume long distance binding by text-level existential closure, 
as in Abusch (1994). This is a significant result since this type of unconstrained 
raising rule or binding relation has no analogue anywhere else in the grammar. 
In DRT, the unlimited upward scope of indefinites is captured by allowing the 
variable and its DC to be entered at the level of any superordinate box. The 
question this theory raises is why one cannot enter other types of information, 
such as main predications or various operators, at superordinate boxes as well. 

Another welcome consequence of the approach proposed here is that it 
accounts straightforwardly for what turns out to be a paradox in structural 
acounts of scope, namely the fact that the DC of a distributive noun phrase is 
upward unlimited, while the scope of the distributive quantifier contributed by 
the noun phrase is upward clause-bounded. (See Farkas 1993 and Ludlow and 
Neale 1991 for discussion.) Consider (40). 

(40) Mary thought that a witch claimed that every person in this room had 
contact with her. 

Here a witch cannot co-vary with assignments given to the variable contributed 
by the distributive noun phrase. This is predicted by the present theory since 
the index contributed by the distributive is not accessible to the indefinite. The 
DC of the distributive, on the other hand, may have scope over both claim and 
think. This, again, is predicted since the scope of Des is upward unlimited. 
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Note also that in the approach presented here, intermediate readings of 
indefinites are predicted and handled without any difficulty. A sentence of the 
type in (41), first discussed in Farkas (1981), 

(41) Every library ordered every book that was written by a famous American 
linguist. 

is correctly predicted to have a reading where the noun phrase a famous Amer­
ican linguist has scope over every book but is within the scope of every library. 
Under this reading the indefinite is interpreted by the set of functions in FNS 

that interpret the NS of the quantificational structure contributed by every 
linguist, and not by those contributed by every book. In this case, a famous 
American linguist denotes a relative principal filter in the sense that its refer­
ence is rigid with respect to every book but is non-rigid with respect to every 
library. When this noun phrase has widest scope it is interpreted by the base 
evaluation function, and therefore it refers rigidly with respect to every library 
as well. When it has narrowest scope, it is interpreted by the functions in FIvs 
that interpret the NS of the quantificational structure contributed by every 
book. A way of treating intermediate readings in DRT is given in Beghelli, 
Ben-Shalom and Szabolcsi (1996). 

The present proposal predicts that the modal index of a variable and its 
DC may be set to different values. That this prediction is correct is illustrated 
by (40) above, as well as (42). 

(42) I would be happy if somebody who is actually rich would have been 
poor. 

(Similar cases are discussed in Farkas 1985 and Abusch 1994.) This example 
has a reading where the variable contributed by the indefinite is indexed to the 
worlds introduced by the Restrictor, thus allowing its value to vary from world 
to world, but the modal index of the DC of the indefinite must be set to Woo 

Here then the variable has narrow scope with respect to the worlds introduced 
by the Restrictor, while its DC has wide scope with respect to them.7 

The generalization in A can be captured by rendering the index values 
introduced in a subordinate clause inaccessible as index values of expressions 

7There is a complication with examples such as 

(i) John thinks that every friend of mine cheated. 

which cannot be interpreted with the quantifier having wide scope and the description having 
narrow scope with respect to think: the sentence cannot be understood as quantifying over 
all and only those actual individuals who are friends of mine according to John, excluding 
those individuals who exist only in WJ and are friends of mine there. It may be that there is a 
constraint requiring the DC and its quantifier to share their modal index so that one doesn't 
have to look at several worlds when determining what constitutes a case for quantification. 



Evaluation Indices and Scope 209 

in superordinate clauses. Crucial to the present account of limits on scopal 
domains is the way one defines accessibility. 

Let us start with the most general definition in (43): 

(43) A value v is accessible as a possible value to an index of an expression 
e1 iff v has been introduced prior to e1. 

Let us assume now that at the discourse level priority is defined in terms of 
temporal sequencing. This allows any index value v contributed by an expres­
sion e2 to be accessible to expressions in subsequent discourse. This assumption 
accounts for (29), as well as the other cases of modal subordination discussed in 
Farkas (1993). Constraints concerning discourse coherence and larger discourse 
structure will play a role in accounting for the various limits on the discoursal 
scope of various types of expressions. 

At the level of complex sentences, let us assume that the constituents of 
a clause 81 are prior to the constituents of a clause 8 2 if 8 1 c-commands 
8 2 in surface structure. Under these assumptions, the generalization in B is 
accounted for. 

Finally, let us assume that clause-mates are simultaneous, i.e., that the 
index value introduced by an expression e2 is accessible as a value to any 
expression e1 that occurs in the same minimal clause as e2. This predicts the 
possibility of 'inverse' scope in (44).8 

8There are cases when command seems to matter even within a minimal clause. Thus (i) 
may not be interpreted with the indefinite within the scope ofthe distributive while (ii) can. 

(i) John showed somebody/a student every picture. 

(ii) John showed every picture to somebody/a student. 

E. Kiss (p.c.) has also noted that the relative scope of clause-mate quantifiers is fixed by 
surface c-command as well. Thus, while the direct object in (iii) below may be interpreted 
as dependent on the subject, in the sense that the set of apples quantified over varies with 
each child, the opposite is not possible: 

(iii) Every child ate every apple. 

In the face of such facts one could either adopt a strict c-command based priority relation 
within the clause as well, and relax it only for the cases where inverse scope within a clause 
obtains, or one can adopt the permissive version suggested here and restrict it in the cases 
where inverse scope within a clause does not obtain. The former alternative owes an expla­
nation for the instances when inverse scope is possible; the latter owes an explanation for 
those when it is not. Note also that in the present approach, the scope possibilities of various 
types of noun phrases depend directly on constraints on the functions that evaluate them. As 
mentioned before, proper names and deictics are not susceptible to variation, and therefore 
they will always have readings equivalent to widest scope, while those noun phrases whose in­
dices must be bound by their MPs will always have narrowest scope readings; garden-variety 
indefinites on the other hand place no special conditions on their evaluation (apart from the 
novelty condition), which explains their scopal versatility. 'Cardinality' noun phrases such as 
three books, three or more books, and at least twenty people may be interpreted as introduc­
ing a set and giving information about its cardinality. When such noun phrases are within 
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(44) A proofreader read every paper. 

Under these assumptions priority at the sentence level corresponds to c-command 
defined on clausal domains in surface structure. 

The main advantage of the present approach to scope is that it accounts 
straightforwardly for the upwardly unlimited scope of DCs and indefinites both 
within a sentence and beyond it without having to resort to unbounded move­
ment or unbounded binding. The unlimited scope of these expressions is the 
result of the availability of index values introduced in prior discourse. The 
selection of values for the evaluation indices of these expressions is reminiscent 
of antecedent selection for non-reflexive pronouns. In the case of expressions 
whose evaluation indices are bound, there is a local relation between the el­
ement introducing the value and the constituent whose index must be set to 
the value in question. For the cases discussed here the binding of the index is 
intimately connected to the interpretation of the construction the expression 
with the bound index is an immediate constituent of. 

In approaches where scope is determined by hierarchical relations at LF the 
upward unlimited scope of DCs and indefinites can be accounted for either by 

the scope of a quantifier, i.e., when they refer non-rigidly, because they are interpreted with 
respect to a set of evaluation functions, they give information about the cardinality of a set 
of sets. The preference of certain cardinality noun phrases for narrow scope when in non­
subject position, noted originally by Liu (1990), might be due to the specific way in which 
information about cardinality is being given. Thus, 'imprecise cardinality' noun phrases such 
as at least 10 books, five or more books, etc., may tend to be interpreted as having narrow 
scope because they are the type of noun phrase one would use to describe a set of sets of 
varying sizes. I suggest therefore that the relative difficulty with which such noun phrases 
take wide scope over a quantified subject has to do with the type of cardinality information 
they are giving. Note that one cannot ban them from introducing a set, since they do just 
that in subject position in (iv), 

(iv) More than fifteen/at least fifteen people came to the party. 

One cannot ban them from taking inverse scope over a simple indefinite either, since (v) has 
a reading where the body guards co-vary with the officials, 

(v) A body guard has been assigned to more than fifteen officials. 

and finally, one cannot claim that they always have wide scope in subject position, because 
of examples like (vi): 

(vi) More than fifteen students cannot fit in a classroom of this size. 

The subject noun phrase here is most naturally interpreted as referring to the cardinality of 
a non-specific set. See Szabolcsi (1996b) for relevant discussion. Note that one cannot even 
ban such noun phrases from ever having inverse scope over a quantified noun phrase because 
of examples such as (vii). 

(vii) Every member of our group wrote monthly letters to more than a thousand prisoners 
of conscience assigned to it by the central office. 

Example (vii) has an interpretation according to which there is a set of more than a thousand 
prisoners of conscience such that every member of the group wrote monthly letters to each 
of those prisoners. 
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allowing unlimited QR (or NP-preposing), or by allowing text-level existential 
closure to bind a variable indefinitely lower, as proposed in Abusch (1994). 
Both alternatives involve an unbounded relation of a type that has no prece­
dent elsewhere: either an unconstrained movement or an unconstrained binding 
relation between quantifier and variable. 

Clause bounded quantifier scope follows in the present account from the 
assumption that quantifiers are not raised, or at least, not raised beyond their 
clause. The aspect of the proposal that permits an account of scope phenomena 
that does not rely on unbounded movement or unbounded binding is the con­
ceptual separation of the issue of the scope of variables and their DCs from the 
issue of the scope of a quantifier. The latter problem concerns the availability 
of the index value introduced by the quantifier as a possible value for expres­
sions occurring in previous or subsequent discourse. The scope of a quantifier 
is upward clause-bounded because the index value it introduces is not acces­
sible to non-clausemate c-commanding expressions. The issue of the scope of 
variables and their DCs concerns the availability of index values introduced 
by quantifiers and other expressions to serve as values for expressions whose 
indices are free. The unlimited upward scope of such expressions follows from 
the assumption that index values in Ie, are accessible to expressions occurring 
in subsequent discourse. 

5 CONCLUSION 

5.1 Discourse scope 

The approach to scope presented above predicts that intensional predicates, 
modals, and quantificational DPs have unlimited 'downward' scope: they in­
troduce index values in Ie that are accessible for expressions occurring in lower 
subordinate clauses or in subsequent discourse. Discourse coherence factors, as 
well as morphological considerations may limit choices in certain cases but I 
will not be concerned with these issues here. 

The phenomenon of modal subordination in discourse, mentioned briefly 
above, shows that this prediction is correct with respect to modal and situa­
tional indices. The phenomenon of 'telescoping,' discussed in Roberts (1989), 
and in more detail in Poesio and Zucchi (1992), shows that the prediction is cor­
rect with respect to function indices introduced by quantificational DPs as well. 
The phenomenon is exemplified in (45), due originally to Barbara Partee: 

(45) Every candidate walked to the platform. 
He shook hands with the dean and got his diploma. 
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In the present account discoursal subordination occurs when an expression (in 
this case the pronoun in the second sentence) is given an evaluation index intro­
duced by an expression occurring in a sentence occurring in previous discourse 
(in this case the functions evaluating the variable contributed by the quantifi­
cational DP). The problems of accounting for limits on the discourse scope of 
various types of indices, and of contrasting this approach to Poesio and Zucchi's 
treatment remain beyond the scope of this paper. 

5.2 Extra wide scope 

It has been noted in the literature that each and less easily, every, may take 
scope over an indefinite in a higher clause.9 Thus, at least for some speakers, 
the indefinite in the matrix clause in (46) may receive a non-rigid interpretation 
with respect to the cases identified by the Restrictor in the subordinate clause, 
namely the relevant invited speakers. 

(46) A/some student made sure that each/every invited speaker had a ride. 

For an account compatible with the theory of scope presented here, see Farkas 
and Giannakidou (1996). Here I will only make some empirical observations. 
First, while the scope of these distributives may cross one sentence boundary, 
it may not cross more than one. Thus, the matrix subject in (47) cannot be 
dependent on the cases introduced by the distributive noun phrase: 

(47) A/some student made sure that John arranged that each/every invited 
speaker has a ride. 

Second, it appears that the nature of the matrix predicate influences the pos­
sibility of the distributive to take extra wide scope. Thus, speakers who accept 
the relevant reading of (46) cannot interpret (48) with the distributive having 
extra wide scope: 

(48) A/some journalist or other said that each/every candidate won. 

Finally, each seems to take extra wide scope significantly more easily than 
every. Other quantifiers such as all, several, most, or cardinal numerals do not 
seem to allow for this possibility. 

The extra wide reading of the distributive in (46) is clearly problematic 
for the present approach, under the assumption that higher clauses are prior 
relative to lower clauses. Given the empirical observations above, however, 
one should certainly not abandon the fundamental observation formulated in 
generalizations A and B above, i.e., one should not conclude that the scope 

9Thanks to Ivan Sag for reminding me of these cases. See Ioup (1977) for relevant 
discussion. 
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of distributives, just like that of indefinites, is upward unbounded. I suspect 
that the correct solution will make crucial use of the emphatically distributive 
character of each and, to a lesser extent, every, and cannot be reached without 
a deeper understanding of the nature of distributivity and its interaction with 
quantification. lO Progress in this area will also shed light, I think, on the scopal 
properties of various types of plural noun phrases as well as of determiner types 
that have not been included in the present discussion, such as cardinals and 
amount denoting determiners. My main goal here is to show that an indexical 
treatment of both DC and variable scope successfully handles some essential 
properties at the level of the discourse and the complex clause, and therefore 
that it is worth pursuing with respect to the many questions that remain open. 
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1 INTRODUCTIONt 
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1 Rijkuniversiteit Groningen 

This paper outlines a semantic approach to weak islands, a phenomenon that 
has traditionally been thought of as purely syntactic. Weak islands are envi­
ronments that allow some, but not all, wh-phrases to extract: 

(1) a. Which man didn't you invite? 

b. * How didn't you behave? 

(2) a. Which man do you regret that I invited? 

b. * How do you regret that I behaved? 

We propose that at least in a significant set of the cases the violation is semantic 
in nature. In agreement with E. Kiss (1992) and de Swart (1992), we informally 
characterize the role of interveners as follows: 

(3) Weak island violations come about when an extracted phrase should 
take scope over some intervener but is unable to. 

'Parts of this paper appeared in SzaboJcsi (1992b). We had extremely helpful discussions 
with many colleagues, at UCLA and elsewhere, over the past two years. We wish to thank 
them all, especially F. Beghelli, D. Ben-Shalom, C. Dobrovie-Sorin, E. Engdahl, I. Heim, J. 
Higginbotham, J. Hoeksema, M. Krifka, L. Moritz, D. Oehrle, B. Partee, D. Pesetsky, B. 
Schein, D. Sportiche, E. Stabler, T. Stowell, and H. de Swart, and two anonymous NALS 
reviewers of an earlier version of this paper entitled 'Weak Islands and Algebraic Semantics.' 

tThis paper is reprinted from Natural Language Semantics 1 (1993, pp. 235-284). No 
attempt is made here to correct whatever global shortcomings it may have. However, a 
handful of footnotes are added by the alphabetically first author to enhance clarity. The new 
footnotes do not interfere with the original numbering; they are indicated by the traditional 
sequence of footnote symbols. 
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(4) Harmless interveners are harmless only in that they can give rise to at 
least one reading of the sentence that presents no scopal conflict of the 
above sort: they can "get out of the way." 

This paper's principal contribution consists in an algebraic semantic explication 
of scope taking. A scopal element SE as we will understand it is an item that can 
participate in scope ambiguities; of the .cases in which a wh-phrase takes scope 
over some SE, we will restrict our attention to those which can be represented 
by letting the wh-phrase bind a variable within the scope of SE. The variable 
x can be of any logical type: l 

(5) WHx[ ... SE(a' .. x . .. )] 

The specific semantics of SE does not tend to receive much attention in this 
context. But (5) is meaningful only if SE is given an appropriate argument. 
For instance, if SE is negation, the expression 0: must denote in a domain for 
which complements are defined. Whether 0: does so depends, to a great extent, 
on the semantics of WHx. This is the connection that we will explore. 

(6) Scope and operations 
Each scopal element SE is associated with certain operations (e.g., not 
with complements). For a wh-phrase to take scope over some SE means 
that the operations associated with SE need to be performed in the wh­
phrase's denotation domain. If the wh-phrase denotes in a domain for 
which the requisite operation is not defined, it cannot scope over SE. 

This approach requires at least a partial semantic analysis of extractees as well 
as interveners. For instance, to account for (1), it needs to be shown that which 
man ranges over a domain for which complements are defined, but how does 
not; further aspects of their meanings may remain obscure because they are 
not relevant. Or, to account for (2), at least one operation that is not defined 
for the how-domain needs to be identified in the factive context; further aspects 
of its meaning are not relevant. We will indeed propose such analyses for a few 
extractees and interveners, leaving others for further research. 

Intuitively, we are assimilating the scopal failure in weak islands to the ap­
plication of a numeral to a mass noun, which is unacceptable because counting 
cannot be defined for the mass domain: 

(7) * six mists 

1 If F and G are (polymorphic) functions, we say that F can participate in scope ambigu­
ities if for some G, FoG and Go F are not logically equivalent; see Keenan and Timberlake 
(1988). Generalized quantifiers, operators like negation, intensional verbs, etc. all fall under 
this definition. As regards scoping, the reference to binding a variable within the scope of 
SE merely serves the purpose of exposition and is not meant to commit us to any particular 
kind of representation. 
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This is to be distinguished from another type of scopal failure which is tied to 
particular syntactic configurations, for instance: 

(8) a. Every man read few books. 
* 'There are few books such that every man read them' 

b. Few books were read by every man. 
'There are few books such that every man read them' 

c. Few books did every man read. 
'There are few books such that every man read them' 

As Liu (1990) observes, part of the descriptive generalization is in semantic 
terms: downward monotonic quantifiers in object position do not take scope 
over the subject. But unlike the weak island cases, the reason here cannot 
be that the ensuing meaning would be incoherent, as it is in fact available in 
slightly different structures. 

The present proposal builds on the results in Szabolcsi and Zwarts (1990, 
1991), but also differs from it in fundamental ways. The earlier proposal was a 
rather direct semantic reinterpretation of the data underlying Rizzi's (1990) and 
Cinque's (1990) Relativized Minimality, and made the following main claims: 

(9) Island-escapers are individuals 
Wh-phrases that are sensitive to weak islands are the ones that range 
over partially ordered domains, rather than discrete individuals. 

(10) Weak islands and monotonicity 
Weak islands are environments in which the interveners between the 
wh-phrase and its trace cannot be composed into an upward monotonic 
function. The reason is that only upward monotonic functions preserve 
partial ordering. 

It will be argued below that (9) is essentially correct, but interveners are to be 
characterized in terms of scope, rather than monotonicity properties, thus (10) 
is to be abandoned. 

The discussion will be organized as follows. Section 2 reviews the core weak 
islands data, and outlines the accounts in Rizzi (1990) and Cinque (1990) on 
the one hand and in Szabolcsi and Zwarts (1990, 1991) on the other. Sec­
tion 3 summarizes the monotonicity account and points out its problematic 
aspects, including some shared by Relativized Minimality. Section 4 proposes 
an alternative account in terms of scope. The present paper focuses on why 
non-individual wh-phrases do not take wide scope, cf. (3), with only a few re­
marks concerning (4). Section 5.1 outlines the connection between scope and 
algebraic operations, cf. (6). Section 5.2 presents detailed empirical justifica­
tion for the individual vs ordered distinction, cf. (8), and Section 5.3 discusses 
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its implementation in algebraic terms, and Section 5.4 predicative interveners. 
Section 6.1 introduces a novel set of data involving arguments of non-iterable 
predicates that support this account over ones in terms of discourse or thematic 
roles; Section 6.2 establishes a connection between event structure and whether 
the predicate denotes an ordered or an unordered set. Some formal details of 
scopal intervention are also spelled out. Section 7 is a brief conclusion. 

2 WEAK ISLANDS: SOME FACTS AND TWO 

ACCOUNTS 

2.1 Weak island facts and relativized minimality 

Islands for extraction come in two varieties. Strong islands are absolute: 
they do not allow any wh-phrase to escape. Cinque (1990) argues that subject, 
complex NP, and adjunct islands belong here: the NP gap they may contain is 
an empty resumptive pronoun, not a trace. Weak islands, on the other hand, 
are selective: typically, phrases like which man can extract, but phrases like 
why, how, and how many pounds cannot. The cross-linguistically best known 
weak islands are infinitival/subjunctive/modal whether-clauses: 

(11) a. Which mani are you wondering [whether to invite -iF 

b. * HOWi are you wondering [whether to behave -iF 

c. Welke mani heb jij je afgevraagd [of je -i moet 
which man have you self wonder if you must 
uitnodigen]? 
invite 
'Which man did you wonder whether you should invite?' 

d. * Hoei heb jij je afgevraagd [of je je -i moet 
how have you self wondered if you self must 
gedragen]? 
behave 
'How did you wonder whether you should behave?' 

Extraction from embedded constituent questions is degraded or unacceptable 
for many speakers of English. In other languages these may either be strong 
islands (Dutch) or genuine weak islands (Hungarian):2 

(12) ? /* Which mani are you wondering [who saw -d? 

2Comorovski (1989) states, albeit without providing an explanation, that complements of 
wonder-type verbs constitute absolute islands. Her claim is at variance with both standard 
literature and our own judgments. 
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(13) * Welke manj ,heb jij je afgevraagd [wie -j gezien heeft]? 
which man have you self wondered who seen has 
'Which man did you wonder who saw?' 

(14) Melyik embertj tahilgattad, [hogy ki latta -d 
which man-Ace guessed-you that who saw 
'Which man were you wondering who saw?' 
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Although the variation in (12) through (14) is not well-understood, we will 
follow standard practice both in assuming that the strong islandhood of cer­
tain wh-complements is syntactic in nature and in restricting our attention to 
examples that qualify as weak islands in the given dialect or language. 

Drawing from work by H. Obenauer and J. Ross, Rizzi (1990) and Cinque 
(1990) observe that the same kind of selectivity is exhibited by many further 
environments: the presence of beau coup 'a lot' in French, negation or negative 
quantifiers, only-phrases, adversative and factive predicates, and extraposition 
all create weak islands: 

(15) a. Quel livre as-tu beaucoup consulte-? 
what book have-you a lot consulted 
'What book did you consult a lot?' 

b. * Combien as-tu beaucoup consulte - de livres? 
how-many have-you a lot consulted of books 

(16) a. Which man didn't you/did no one think that I invited-? 

b. * How didn't you/did no one think that I behaved-? 

(17) a. Which man did only John think that I invited-? 

b. * How did only John think that I behaved -? 

(18) a. Which man did you deny/regret that I invited-? 

b. * How did you deny/regret that I behaved -? 

(19) a. Which man was it a scandal that I invited -? 

b. * How was it a scandal that I behaved -? 

Compare the following good how-extraction: 

(20) How did everyone/two men think that I behaved-? 

They propose the following uniform explanation for the contrasts in (10) 
through (20): 
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(21) Referential wh-phrases can be long-distance linked to their traces via 
referential indices; non-referential wh-phrases need to be linked to their 
traces via an (antecedent-) government chain. 

(22) The government chain between a non-referential wh-phrase and its trace 
is broken 

(i) by certain interveners, or 

(ii) if the clause from which we extract is not sister of a theta-marking 
[+V) head. 

(23) Referential wh-phrases are those that both bear a thematic role like 
Agent, Patient, etc. and are Discourse-linked; non-referential wh-phrases 
are those that bear a role like Reason, Manner, Measure, etc. or are not 
D-linked. 

The majority of the weak island effects is attributed to (22i). What inter­
veners break the government chain between the how-type phrase and its trace? 
Rizzi's answer is in terms of syntactic positions. Developing the theory of Rela­
tivized Minimality, he argues that since the extracted wh-phrase is in an A-bar 
specifier position, all and only intervening A-bar specifiers count as relevant 
interveners. Rizzi analyzes whether, who, beaucoup, not, no one, only John 
and deny as A-bar specifiers, at S-structure or at LF. In contrast, he points out 
that everyone or two men acquire their scope by adjunction according to May 
(1985), so they are predicted not to block non-referential extraction. Cinque 
adds that factive and extraposition islands are due to (22ii). 

As regards referentiality, Rizzi draws the crucial line between those phrases 
that refer to participants in the event and those that do not; the latter are 
claimed never to be able to escape from weak islands. Drawing from Pesetsky's 
(1987), Comorovski's (1989), and Kroch's (1989) work, Cinque adds that even 
event participants have to be D-linked, i.e., "refer to specific members of a 
preestablished set," to be referential. Phrases differ in their ability to admit of 
a D-linked interpretation, so a scale is predicted: 

(24) a. Which man do you regret that I saw-? 

b. ? Who do you regret that I saw-? 

c. ?? What do you regret that I saw -? 

d. ?? How many books do you regret that I saw -? 

e. * How much pain do you regret that I saw -? 

f. * Who the hell do you regret that I saw-? 
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2.2 Recasting relativized minimality in semantic terms 

Szabolcsi and Zwarts (1990, 1991) and Szabolcsi (1991)-henceforth Sz and 
Z-accept the above empirical generalizations and propose to reinterpret them 
in semantic terms. The main claims are as follows. 

The distinction between good extractees and bad extractees can be charac­
terized in denotational terms. Good extractees range over individual domains, 
bad ones over domains whose elements exhibit a partial ordering (a reflexive, 
transitive and antisymmetric relation; paradigmatically: inclusion). On their 
primary use, properties, amounts, manners, etc. belong to partially ordered do­
mains. The term 'individual' is used to refer both to inherently discrete entities 
like John or Mary and to contextually individuated properties, amounts, etc.; 
individuation means that we expressly choose to ignore their overlaps. 

The characterization of weak islands can be given in terms of the monotonic­
ity properties of the items intervening between the extractee and its trace. 
Downward monotonic and nonmonotonic interveners block the extraction of 
non-individuals; upward monotonic ones are harmless. The connection lies 
in the fact that only upward monotonic environments preserve partial order­
ing. Since individuals are not ordered, they are not interested, so to speak, 
in whether ordering is preserved: they must be insensitive to weak islands. 
Non-individuals are ordered, so they can naturally require that the structure 
of their domain be preserved between the extraction site and the landing site. 

These claims can be implemented in a grammar whether or not it has move­
ment and traces. For instance, they can be expressed as a condition on wh-trace 
relations. Or, they can be implemented in a categorial grammar that handles 
extraction using function composition:3 

(25) How much milk did(*n't) you drink 
S/(S/NP)MONt compose 

(SjNP)MONt 
apply 

S 

Assume that how much milk is marked to apply to an expression of category 
S/NP only if it denotes an upward monotonic function. This assumption is 
methodologically analogous to (in fact, is inspired by) Zwarts's (1986) claim 
that negative polarity items must be arguments of downward monotonic func­
tions. Categorial grammar assembles form and meaning simultaneously. Since 
monotonicity properties are inherited under composition, did you drink will be 

3If the extracted phrase is an adjunct, a functor looking for it is created by lifting the 
category to be modified by the adjunct. 
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upward monotonic, whereas didn't you drink will inherit downward monotonic­
ity from n't.4 

In the following sections we discuss the empirical motivation for the mono­
tonicity claims in some detail, and then go on to point out its problematic 
aspects. The individual vs. ordered distinction will be essentially maintained 
in the revised proposal; its empirical as well as algebraic elaboration is relegated 
to Sections 5.2 and 5.3. 

3 WEAK ISLANDS AND MONOTONICITY 

3.1 Summary of claims 

Szabolcsi and Zwarts observe that the environments Rizzi and Cinque char­
acterize as weak islands share some simple monotonicity properties: they are 
all either downward monotonic or nonmonotonic. 

(26) a. A function f is upward monotonic iff for every A, B in its domain, 
if A ~ B, then f(A) ~ f(B). 

b. A function f is downward monotonic iff for every A, B in its do­
main, if A ~ B, then f(A) 2 f(B). 

c. A function f is nonmonotonic iff neither (a) nor (b). 

Let us briefly review how the material in Section 2.1 fits these notions. 
Not, no one, and deny are clearly downward monotonic; by the same token, 
we predict that few men and at most five men also create weak islands. Wh­
phrases, factives like regret, only-phrases, and beaucoup 'a lot' are analyzed as 
nonmonotonic. Since some of these items are focus-sensitive, we try to keep 
the focus structure of the examples constant:5 

(27) a. [I know the answer to the question] who/whether he exercises f- & It 
4The combinatory grammars in Steedman (1987) and Szabolcsi (1992a) have nothing to 

say about island constraints. To remedy this, Hepple (1990) introduces boundary modalities 
and what may be called a calculus of opacity. But he makes no empirical claims concerning 
what domains will be opaque for what relations, and why. The present paper tries to argue 
on empirical grounds that some of the island constraints are semantic in nature. It remains 
to be seen whether boundary modalities can encode the semantic generalizations or become, 
at least in this case, superfluous. 

5Some comments on (28) and (30). (28) is clearly invalid in the b -+ a direction. The 
a -+ b direction may be tempting, but (b) has a more specific presupposition than (a), 
whence it cannot be entailed by (a). Some factives like know are upward monotonic if taken 
extensionally. See Ladusaw (1980) on both points. In (30), the non-monotonic analysis of 
beatlcotlp, a lot, etc. is inspired by Westerstahl (1985), who proposes four interpretations 
for many, two of which are non-monotonic due to context-dependence. Suppose John does 
nothing but push-ups for exercise. What he does may count as a lot of push-ups but not as 
a lot of exercise, if the norms associated with the two are different. De Swart (1992) points 
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b. [I know the answer to the question] who/whether he does push-ups 

(28) a. John regrets that 1 exercise f- & -It 
b. John regrets that 1 do push-ups 

(29) a. Only John exercises f- & -It 
b. Only John does push-ups 

(30) a. John exercises a lot f- & -It 
b. John does push-ups a lot 

By the same token, we predict that exactly five men and often, etc. also create 
weak islands. On the other hand, items like think, John, everyone, two men, 
etc., which do not create weak islands, are upward monotonic. (It is difficult 
to find a good sample of extraposition islands that are not also factive islands; 
no proposal is made for them in Szabolcsi and Zwarts.) 

This descriptive characterization avoids some analytical problems that arise 
on Rizzi's and Cinque's analyses. They include the movement of deny, a head, 
into an A-bar specifier position at LF and the assumption that the comple­
ment of regret is not a sister to the verb. These have an alternative solution 
within Relativized Minimality, however: the adoption of Progovac's (1988) and 
Melvold's (1991) proposals to place empty operators in the [SPEC, CP] of 
the complements of deny and regret, which then serve as standard interveners. 
More important perhaps is the problem posed by the cross-linguistic variation 
in the syntax of negation. Recent work has attributed the variation to the fact 
that the negative particle may be a head, a specifier, or an adjunct. This would 
suggest that the island-creating effect of negation varies accordingly, but it does 
not: we are not aware of any language in which negation does not create a weak 
island. Rizzi (1992) proposes to solve this problem by assuming an empty A­
bar specifier when NEG is a head, and vice versa. But this solution makes the 
original claim almost vacuous; it seems more natural to us to trace back the 
cross-linguistically uniform effect to the uniform semantics of negation. 

The most important question is why downward monotonic and nonmono­
tonic environments constitute weak islands. The definitions in (26) make it 
clear that upward monotonicity means simply that the function preserves par­
tial ordering; downward monotonic functions reverse it and nonmonotonic ones 
obliterate it. Now recall that in the previous section we claimed that island­
sensitive phrases are characterized by the fact that they range over a partially 
ordered domain. It seems entirely natural for such a phrase to require that 

out that on this view seldom would be nonmonotonic, too, which contradicts its ability to 
license negative polarity items. But this may be more of a problem for NPI-theories than for 
us: only John and regret are also NPI-licensers and nonmonotonic. 
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order be preserved by the path connecting it to its extraction site. On the 
other hand, wh-phrases that range over individuals do not have a partial order 
in their domain. Hence they cannot possibly be sensitive to the preservation of 
order and must be immune to weak islands-which they are. 

3.2 Problems 

The problems with the above proposal come in two varieties: descriptive 
and conceptual. 

(31) There are downward monotonic and nonmonotonic interveners that for 
many speakers do not create weak islands. 

(32) There are upward monotonic interveners which do create weak islands. 

(33) Two downward monotonic items in the path do not (regUlarly) cancel 
out. 

(34) The explanation of why downward monotonic and nonmonotonic paths 
are islands is not as strong as it should be. 

Let us consider these in turn. 
First, Szabolcsi and Zwarts predict that all non-upward monotonic inter­

veners are equally bad. But many speakers report a contrast between (35a) 
and (35b,c): 

(35) a. * How did few people think that you behaved? 

b. How did exactly five people think that you behaved? 

c. How did at most five people think that you behaved? 

MON..(. 

-MON 

MON..(. 

Second, Szabolcsi and Zwarts predict that all upward monotonic interveners 
are harmless.6 De Swart (1992) examines com bien-extraction and Dutch wat 
voor-split, and observes that clearly upward iterative adverbs like twee keer 
'twice' create as bad islands as downward monotonic ones. She also reanalyzes 
beaucoup, veel 'a lot' as upward monotonic; this may be a matter of debate, cf. 
note 5, but 'twice' alone is sufficient to establish her case: 

(36) a. Wat voor boeken heb je twee keer gelezen? 
what for books have you twice read 
'What (sort of) books have you read twice?' 

b. * Wat heb je twee keer voor boeken gelezen? 
what have you twice for books read 

6Szabolcsi and Zwarts (1991) has a chapter on 'gradience,' but its data are not built into 
the theory. We will return to this below. See also Philip and de Villiers (1992). 
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Similarly, Hegarty (1992) argues that the class of matrix predicates that con­
stitute weak islands is not that of factives but, rather, Cattell's (1978) response 
stance and non-stance verbs, in distinction to volunteered stance ones. Dukes 
(1992) notes that several of the new island creators in (37)-(38) are upward 
monotonic: 

(37) Response stance: deny, accept, agree, confirm, verify, admit 

(38) Non-stance: know, regret, remember, surprise, realize, notice 

(39) Volunteered stance: think, believe, suspect, allege, assume, claim 

Third, the most natural implementation of Szabolcsi and Zwarts's proposal, 
as was mentioned in Section 2.2, is to assume that interveners between the wh­
phrase and its trace are composed into one big function, each contributing its 
own semantic properties to the result. This predicts that examples containing 
two downward monotonic interveners are grammatical, since the composition 
of two downward monotonic functions is upward monotonic. Now, there is at 
least one case, (40c), where this is borne out: 

(40) a. * John is our hero, as you deny. 

b. * John is our hero, as no one knows. 

c. John is our hero, as no one denies. 

d. John is our hero, as you know. 

Many of our informants report that they sense an improvement with wh­
extraction, too, but it does not prove significant under closer scrutiny: 

(41) a. * How did he deny that you behaved? 

b. ?? How did no one deny that you behaved? 

In view of this last observation one may choose to abandon the path-minded 
formulation of the hypothesis, and use monotonicity properties to characterize 
bad interveners. This, however, makes the explanation somewhat stipulative. 

Fourth, Szabolcsi and Zwarts point out that the link between the partially 
ordered nature of sensitive extractees and the non-upward monotonic nature 
of weak islands is not as strong as it should be. The theory explains clearly 
why individuals cannot be sensitive to weak islands, and why non-individuals 
can be. But it does not explain why they are sensitive, i.e., exactly what goes 
wrong when partial ordering is not preserved. 

Individually, these descriptive and conceptual problems are not devastating; 
they might be seen as calling for further research. Together, however, they 
indicate that the explanation is on the wrong track. 
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To see an important source of the problems, let us recall a crucial assumption 
of the Relativized Minimality theory (RM). The theory of LF that RM relies 
on is that of May (1985). According to this theory, structure (usually) does 
not disambiguate scope. (42), for instance, is assigned a single structure in 
which how is higher than everyone, but they govern each other, whence they 
can be interpreted in either scope order or even independently. The adoption 
of this theory for the purposes of RM results in the assumption that it does not 
matter which reading of the sentence we are considering; all we have to know 
is that everyone is in an adjoined position, whence its intervention between 
how and its trace must be harmless. (43) is also assigned a single structure, 
but no one occupies an A-bar specifier position in it, whence it must block 
how-extraction. 

(42) How did everyone behave? 

(43) * How did no one behave? 

Szabolcsi and Zwarts followed RM in this respect. The claim that certain 
interveners hurt because, being A-bar specifiers, they break a government chain, 
was replaced by the claim that they hurt because non-upward monotonic paths 
do not preserve partial order-but the assumption that upward monotonic 
interveners qua interveners are harmless became part and parcel of the theory. 

Results by E. Kiss (1992) and de Swart (1992) indicate that this assumption 
is wrong. In addition to pointing out the island creating effect of iterative ad­
verbs (cf. 36) de Swart notes that sentences like (44) are potentially ambiguous, 
and they are ungrammatical on the narrow scope universal reading. 

(44) Combien ont-ils tous lu de livres? 
how many have-they all read of books 
'For each of them, tell me what number of books he read' 

* 'For what number, they all read that number of books' 

Similarly, E. Kiss points out that (42) has only readings (a) and (b), but not 
the narrow scope universal reading (c): 

(42) How did everyone behave? 

a. 'For every person, how did he behave?' 

b. 'What was the uniform behavior exhibited by everyone?' 

c. * 'For what manner, everyone behaved in that manner?' 

In retrospect, the conclusion that upward quantifiers are not harmless when 
they expressly take narrow scope had been anticipated in Szabolcsi (1983, 1986) 
and in Szabolcsi and Zwarts's (1991) chapter on gradience in the strength of 
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islands. Because of the conflict with RM, however, the pertinent data were 
excluded from the core set on which the Szabolcsi and Zwarts account was 
based. 

We leave the question open whether Relativized Minimality can be restated 
to cope with these data. The restatement would have to involve a modified 
concept of LF and/or a modified definition of interveners. See Dobrovie-Sorin 
(1992) and Beghelli (1993) for work in this direction. 

4 WEAK ISLANDS AND SCOPE 

In what follows we will assume that weak islands are a scope phenomenon. 
That is, we adopt the following informal version of E. Kiss's (1992) and de 
Swart's (1992) proposals as a point of departure: 

(45) The weak island effect comes about when the wh-phrase should take 
wide scope over some operator but it is unable to. 

(46) Harmless interveners are only harmless in that they can give rise to at 
least one reading of the sentence that presents no scopal conflict of the 
above sort: they can "get out of the way." 

E. Kiss and de Swart present their proposals in terms of filters: 

(47) "Specificity Filter: If Opi is an operator which has scope over Opj and 
binds a variable in the scope of Opj, then Opi must be specific" (in the 
sense of Ene; 1991) (E. Kiss 1992). 

(48) "A quantifier Q1 can only separate a quantifier Q2 from its restrictive 
clause if Q1 has wide scope over Q2 (or is scopally independently from 
Q2)" (de Swart 1992, p. 402). 

In developing a formal semantic explanation, at least two questions need to be 
asked: 

(49) Why are certain wh-phrases restricted in their scope-taking abilities? 

(50) What interveners are able to "get out of the way," and how? 

In the following sections we will focus on (49). An answer to (50) is to be 
developed in Szabolcsi (1996) and Doetjes and Honcoop (1996, Section 5.3), 
within the context of how scope behavior is determined by the meanings of 
the specific quantifiers. Before turning to (49), however, we provide a brief 
overview of some results in the literature that pertain to (50), and indicate 
their relation to the monotonicity hypotheses in Szabolcsi and Zwarts. 
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An intervener7 is harmless iff (i) it is scopeless, or (ii) it can take wide scope 
over the wh-phrase (family-of-questions reading),8 or (iii) it can participate in 
a scope independent reading with the given wh-phrase (branching, cumulative, 
etc. readings). Recall the analysis of (42), How did everyone behave?: (42a) is 
a family-of-questions reading, (42b) is an independent reading, and (42c) is the 
ungrammatical, narrow scope universal reading. The reason why (Relativized 
Minimalityand) Szabolcsi and Zwarts's proposal could be descriptively almost 
correct is that typically, though not all and only, upward monotonic items have 
options (i) through (iii). 

Let us first restrict our attention to quantifiers. The case of (i) is rather 
straightforward: Zimmermann (1991) shows that principal ultrafilters (e.g. 
names) are scopeless. As regards (ii), both Groenendijk and Stokhof (1984) 
and Higginbotham (1991) claim that all quantifiers that are not downward 
monotonic can give rise to a family-of-questions reading. These quantifiers 
have non-empty minimal elements (i.e., smallest sets S of individuals such 
that S E GQ); the question is to be answered for each individual in some min­
imal element. Definites and, in general, universals, denote filters: they have a 
unique, not necessarily empty minimal element (e.g., in the case of [the men] 
and [every man], the set of men). Here we get the classical pair-list answers. 
Indefinites have as a rule more than one minimal element (e.g., the minimal 
elements of [two men] are all two-member subsets of the set of men). In this 
case the answerer has to choose one minimal element and give a pair-list answer 
for the individuals in it. Groenendijk and Stokhof call this a choice reading. 

(51) Who did every man see? 
Manl saw Mary, man2 saw Susan, ... , mann saw Lynn. 

(52) Who did two men see? 
For instance, John saw Susan, and Bill saw Jill. 

It is remarkable that according to Groenendijk and Stokhof, both exactly five 
men and at most five men, which were found problematic in (35), give rise 

7The notion of an intervener must be defined so as to cover the type *Who didn't destroy 
this city?, in Section 6.1, which shows that any item that crucially enters into the computation 
of an answer counts as an 'intervener,' even if it syntactically does not intervene between the 
wh-phrase and its trace. We leave open the question whether the definition is to be syntactic 
or semantic. 

8The identification of the family-of-questions reading with the quantifier scoping over the 
wh-word is theoretically not unproblematic (see Engdahl 1985, Chierchia 1992. Nothing much 
hinges on this analysis in the present paper. We tentatively adopt this analysis here in part 
because it makes it easier to express this section's generalizations, and in part because it 
is supported by Hungarian. Hungarian lacks both the family of questions and the choice 
readings. Since the language disambiguates the relative scopes of quantifier and wh/focus 
phrases in surface structure, the absence of these readings can be rather straightforwardly 
attributed to the fact that quantifiers never take scope over WH in Hungarian (whatever the 
explanation should be). See Szabolcsi (1983), E. Kiss (1991). 
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to the choice reading (the latter does because it is supposed to allow for an 
upward monotonic group reading). Downward monotonic quantifiers do not 
support the family of questions reading, since their minimal element is empty. 

These generalizations need significant refinement; for instance, they do not 
explain the observation (de Swart's and our own) that adverbs like twice, a lot, 
and even always, and modified indefinites like at least two men, do not give rise 
to family-of-questions readings. Another salient fact to be explained is that 
the family-of-questions reading is not available in every language (cf. note 8). 
But even in this preliminary form they provide a partial explanation of why 
downward monotonic interveners were found to create weak islands. As they 
do not give rise to the family-of-questions readings, at least one option to "get 
out of the way" is unavailable to them. 

As regards (iii), three kinds of scope independent readings have been noted 
in the literature: branching (Barwise 1979), cumulative (Scha 1981), and inter­
mediate ones (Sher 1991). 

(53) Three students read two books. (branching) 
'There is a set S of three students, and there is a set B of two books, 
and every member of S read every member of B' 

(54) Three students read two books. (cumulative) 
'There is a set S of three students, and there is a set B of two books, and 
every member of S read at least one member of B, and every member 
of B was read by at least one member of S' 

Liu (1990, 1992) conducted an empirical study of what noun phrases partici­
pate in branching readings in sentences like (53). She identifies a subset of noun 
phrases denoting upward monotonic quantifiers; she calls them G(eneralized)­
specific. These include definites, universals, and indefinites not modified by at 
least, at most, or exactly; wh-phrases are also among them. A branching anal­
ysis is always available whenever both noun phrases are G-specific. Questions 
that may be analyzed as exhibiting these readings are as follows: 9 

(55) How many circles did everyone draw? (branching) 
'Everyone drew the same number of circles-how many was it?' 

(56) How many circles did these two people draw? (cumulative) 
'Altogether how many circles did these two people draw?' 

9In examples like (55) the fact that uniformity is presupposed, rather than asserted, is 
at least as relevant as branching itself. See (110)-(11) for an analysis. The constraints on 
cumulative readings have not been yet been studied in descriptive detail, but for a thorough 
theoretical discussion, see Schein (1993). 
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In a chapter on gradience, Szabolcsi and Zwarts (1991) observed that down­
ward monotonic interveners create the most robust weak islands, while Liu's 
G-specific noun phrases are the most innocuous, even among the upward mono­
tonic ones. These observations are immediately explained once we think about 
weak islands in terms of scope. Downward NPs have only a narrow scope 
reading, whereas G-specific NPs have the greatest number of non-narrow scope 
readings. 

Going beyond quantifiers, note finally that intervening scopal particles (NEG) 
and verbs (deny, regret) have no chance to "get out of the way."· The same 
holds for intervening wh-phrases: if who in *How do you wonder who behaved? 
took matrix scope, the subcategorization of wonder would be violated. 

Although much more work is needed to clarify the semantic conditions of 
scope interaction between wh-phrases and quantifiers, with this we take it that 
the global plausibility of the scope account is established. 

5 SCOPE, OPERATIONS, INDIVIDUALITY 

The rest of the paper is concerned with the question why certain wh-phrases 
cannot take wide scope and are thus sensitive to weak islands. To be able 
to address this question, we will first propose a way of looking at scope that 
allows us to infer (certain) scope-taking abilities from the denotational semantic 
properties of the interacting expressions. The general idea is this: 

(57) Scope and operationst 
Each scopal element SE is associated with certain operations (e.g., not 

with complements). For a wh-phrase to take wide scope over some SE 
means that the operations associated with SE need to be performed in 
wh's denotation domain. If the wh-phrase denotes in a domain for which 
the requisite operation is not defined, it cannot scope over SE. 

More specifically, we will adopt the claim, advanced in Szabolcsi and Zwarts, 
that the crucial property that island-sensitive wh-phrases have is that they do 
not range over individuals, but we interpret this very differently from Szabolcsi 
and Zwarts, as follows: 

(58) Individuality and wide scope taking 
When a wh-phrase ranges over discrete individuals, these can be collected 

-It was noticed in Williams (1974) that stressed negatives do not create weak islands, e.g., 
How DIDN'T you behave? Neither we, nor the literature we are aware of has an account of 
this fact. 

tThe discussion in 5.1 will show that reference to "the wh-phrase's denotation domain" is 
simple but not quite precise. See the main text and the footnote there. 
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into unordered sets. All Boolean operations can be performed on such 
sets. When a wh-phrase does not range over discrete individuals, only a 
smaller set of operations (possibly none) are available in its denotation 
domain, hence answers cannot be defined in the general case. 

The discussion will proceed in the following steps. Section 5.1 outlines how 
(57) and (58) work in principle. Section 5.2 presents detailed empirical jus­
tification for the individual vs. ordered distinction. Section 5.3 discusses its 
implementation in algebraic terms, and Section 5.4 analyses some further inter­
veners. Section 6.1 presents further empirical support for the relevance of this 
distinction. It will be shown that when some argument of a verb necessarily 
denotes a sum, it is affected by weak islands, however "referential" it may be 
in thematic role or discourse terms. Section 6.2 argues that whether a domain 
consists of sums or unordered sets depends on whether the predicate is iterable 
and summative in the pertinent respect. 6.2 also lays out some formal details 
of how answers are defined. 

5.1 Scope and operations 

Let us begin by asking what "taking wide scope" means (for present pur­
poses, at least). Consider the following questions, on the wide scope who read­
ing: 

(59) Who did Fido see? 

(60) Who didn't Fido see? 

(61) Who did every dog see? 

(62) Who did at least two dogs see? 

We assume that the interpretation of questions, whatever it should precisely 
be, ensures that an exhaustive list is determined by the answer. We will be 
concerned with how such a list can be defined or verified. The novelty of 
our approach consists in presenting standard procedures in such a way that a 
connection is established between the denotational semantic properties of the 
interacting expressions and their scope possibilities. The Boolean interpreta­
tions of the scopal interveners in (60)-(62) are as follows (see Keenan and Faltz 
1985, pp. 84, 229 for precise definitions): 

(63) a. Negation corresponds to taking complements. 

b. Universal quantification corresponds to taking intersections. 

c. Existential quantification corresponds to taking unions. 
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d. Numerical quantification corresponds to a combination of intersec­
tions and unions. 

In the light of these, we can explicate (59)-(62) as follows. 
To answer (59), we form the set of people that Fido saw, and list its mem­

bers. For (60), we form the complement of this set. For (61), we take for each 
dog the set of individuals that it saw, intersect them, and list the members of 
the intersection. If (62) had at least one dog, we would simply take the sets of 
individuals that each dog saw and union them. The presence of two makes life 
more complicated: we have to take a lot of intersections in order to determine 
whether the same individual shows up in at least two sets, and then union the 
results. These cases contrast with the family-of-questions reading of (61), for 
instance: pair-list answers do not require Boolean operations. 

The moral is that for a wh-phrase to take wide scope over some scopal 
element SE means that the definition/verification of the answer involves specific 
operations associated with SE. 

This definition is rather general. First, it does not require for the narrow 
scope SE to become referentially dependent on the wide scope taker, hence SEs 
like negation are covered. Second, it would easily extend from wide scope wh­
phrases to arbitrary wide scope quantifiers (at least as a necessary condition). 

A simple consequence of the above is that a particular wh-phrase is able to 
take scope over some SE only if the requisite operations are available in the 
domain the wh-phrase ranges over. In (60)-(62) this is no problem. Persons 
that Fido saw denotes a set of individuals. Individuals can be collected into 
unordered sets. An unordered set is one that has no partial ordering defined on 
its elements; either because it would be impossible to define one or because we 
choose not to define one. Unions, intersections, and complements are defined 
for sets of individuals; unordered sets naturally form Boolean algebras. But 
are these operations available in the domains of all wh-phrases? 

Szabolcsi and Zwarts argued that the distinctive descriptive property of 
island-sensitive wh-phrases is that they do not range over individuals but, 
rather, elements of partially ordered domains. We return to the empirical jus­
tification of this claim in Section 5.2. At this point, let us simply consider the 
following theoretical possibilities:1o 

(64) a. A partial ordering is a reflexive, transitive, anti-symmetric relation­
paradigmatically: inclusion. 

b. A Boolean algebra is a partially ordered set closed under unions, 
intersections, and complements. 

lOWe use the qualification 'proper' to indicate that if the definition does not require the 
presence of an operation, it is indeed not present: A structure is 'closed under' an operation if 
the result of applying that operation to any element(s) of the structure is always an element 
of the structure. 
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c. A (proper) lattice is a partially ordered set closed under unions and 
intersections (but not complements). 

d. A (proper) join semilattice is a partially ordered set closed under 
unions (but not complements or intersections). 

e. A (proper) partial order is a partially ordered set (not closed under 
either complements, or intersections, or unions). 

Proper lattices, join semilattices, and partial orders are thus increasingly poorer 
structures than Boolean algebras. From our present perspective this means 
that if a wh-phrase (on a certain interpretation) ranges over elements of such 
structures, some or all Boolean operations are unavailable in its domain. Con­
sequently, it is predicted not to be able to take scope over SEs whose definition 
involves at least one of the missing operations. Thus, it is predicted to be 
sensitive to weak islands created by such SEs. 

In Sections 5.3 and 6.1 we will argue that each of these cases is represented 
by wh-phrases. Specifically, number expressions denote in lattices, while col­
lectives, manners, and amounts in join semi-lattices. * 

'The explication of (59)-(62) and the subsequent reasoning in the main text show that 
the wording of (57) is not quite precise. To appreciate this, let us compare the derivations of 
(1 wonder) who you didn't see and *(1 wonder) how you didn't behave. The denotations of 
the you didn't see and the you didn't behave segments need to be computed first. You saw 
denotes the set of individuals that you saw. Then, you didn't see is expected to denote the 
complement of this set. Since sets of individuals form Boolean algebras, complementation is 
fine. Once we got this far, combining the result with who cannot be a problem. On the other 
hand, we argue that the denotation of you behaved should not be conceived of as the set 
of manners that characterized your behavior but, rather, as the manner that characterized 
your behavior. Then, you didn't behave is expected to denote the complement of this manner. 
Since we argue that manners form join semi-lattices, in which complementation is not defined, 
the denotation of you didn't behave cannot be computed, and the derivation cannot proceed 
any further. 

These derivations should make clear that the operation associated with the narrow scope 
SE not is actually performed in the course of computing the denotation of that segment 
of the sentence that the overt wh-phrase is to combine with. What role does the nature 
of the wh-phrase play, then? The segment we are looking at contains a gap associated 
with the wh-phrase. What this segment denotes is determined by what this gap is and, 
by transitivity, by what the wh-phrase is. It is for this reason that in (57) we used the 
oversimplified (perhaps misleading) formulation that the operation needs to be performed in 
"the wh-phrase's denotation domain." 

It is clear, then, that while individuals themselves are not structured and manners are, 
what counts here (as claimed throughout the paper) is the Boolean structure of the sets of 
individuals and the semi-lattice structure of manners. 

Let us compare, in this light, (1 wonder) who you didn't see with *(1 wonder) who you 
didn't get this letter from. Who ranges over individuals (of type e) in both cases, but over 
individuals of different algebraic structures. In Section 6 we argue that you got this letter from 
does not denote the set of those who you got this letter from but, rather, the collective that 
you got this letter from. (This collective may be atomic or plural.) The standard assumption 
is that collectives are individuals that form join semi-lattices; hence the impossibility of 
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It may be important to point out a difference between the roles this proposal 
and Szabolcsi and Zwarts assign to partial ordering. Take the example of idiom 
chunks. According to Rizzi (1990), their extraction is sensitive to weak islands 
because they do not have a referential index. If idiom chunks do not have any 
reference at all, not even of an abstract kind, then Szabolcsi and Zwarts made 
the wrong prediction here because such things cannot exhibit a partial order, 
and hence cannot be interested in its preservation. In contrast, the present 
proposal makes the correct prediction: idiom chunks do not refer to things 
that can be collected into unordered sets, whence the Boolean operations are 
not available for defining an answer. Partial ordering here is not the defining 
characteristic of island-sensitive extractees but, rather, the most typical case of 
lack of individuality. 

Anticipating the empirical results, consider the following problem. Is it 
correct to insist that answers be laboriously "computed"? Instead, we could 
just look at every individual in our universe and check whether it exhibits the 
property of being seen by Fido, not being seen by Fido, being seen by every dog, 
and being seen by at least two dogs. Let us call this the "look-up" procedure. 
For look-up, the properties in (60) through (62) are as simple as the property of 
being seen by Fido: look-up does not really take cognizance of the fact that who 
is taking scope over some scopal element. Look-up is viable because we assume 
that each individual is a "peg," from which all its properties are hanging (cf. 
Landman 1986). 

But this procedure cannot be general. For one thing, we certainly do not 
want to exclude the possibility of being able to "compute" even those things 
that can be looked up. On the other hand, not everything that we can talk 
about is a "peg." For instance, it is natural to look at the Fido-peg and find 
that Fido is loud and weighs twenty pounds-but it is not natural to have 
a loudness peg with the information that Fido is loud, or a twenty-pounds 
peg with the information that Fido weighs twenty pounds. (Unless, of course, 
we are dealing with a contextual individuation of particular weights.) This 
means that a question like How much do at least two dogs weigh? cannot be 
answered by looking at every weight peg and finding out whether it exhibits the 
property that at least two dogs have it. The answer has to be "computed" by 
manipulating information obtained by looking at dogs-and then the question 
whether the requisite operations are available is crucial. 

We are convinced that "look-up" plays an important role in a pragmatic/pro­
cedural model (which it will be necessary to develop to account for further as­
pects of the weak islands phenomenon). But it does not eliminate the need for 

complementation is expected. Notice that in this minimal pair predictions cannot be made 
by simply looking at the wh-phrasej we need to know what the predicate (and thus the gap) 
is. We thank P. Jacobson and D. Cresti for pointing out the need for these clarifying 
remarks. 
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"computation," and hence it does not eliminate the vulnerability of wh-phrases 
that denote in an impoverished domain. 

5.2 Individuation: semantics versus pragmatics 

Consider a sample of wh-phrases: (i) which person{s), (ii) who, (iii) what, 
how many men, (iv) who/what the hell, (v) how many pounds, how much at­
tention, how tall, how, why. Although the majority of scholars working on the 
subject do not examine the full sample, there is agreement that the phrases 
in (i) and (ii) extract most easily, and those in (iv) and (v) least easily, from 
weak islands. Furthermore, there is agreement that various degrees of con­
textualization enable practically any wh-phrase, save for why, to extract. The 
question is what distinguishes good and bad extractees and, in particular, what 
role contextualization plays. The arguments to be put forth in this section are 
consonant with Szabolcsi and Zwarts but are significantly more elaborate. 

We argue that the crucial distinction is between wh-phrases that range over 
individuals and those that do not. We use the term individual to refer both to 
entities like John and Mary that are inherently discrete and to those, typically 
higher order, objects whose natural overlaps and complements we expressly 
choose to ignore. It follows that individuals can naturally be collected into 
unordered sets (cf. Section 5.1); in fact, this is what we take to be their defining 
property. Non-individuals are then characterized by the fact that they exhibit 
a partial ordering and this ordering is indeed taken into account; or else they 
are strictly non-referential, e.g., idiom chunks. 

In our view, contextualization (Discourse-linking) comes into play in two 
main ways: a salient checklist or relevance criterion (i) may individuate a natu­
rally ordered domain, and/or (ii) may speed up the manipulation of an already 
individual domain by making "look-up" available. For instance, (i) is the case 
in (65a): 

(65) a. What don't we have good supplies of? Just bread and juice. 

Contextualization is necessary not only to allow us to exclude, say, fire engines 
and phlogiston from consideration, but also to free us from listing supercate­
gories and subcategories of bread and juice that we do not have good supplies 
of. Here contextualization saves a potentially unanswerable question. Similarly 
in (65b), which is acceptable if we have a list of potential scores and receivers' 
names on the blackboard: 

(65) b. How many scores did no one receive? (Answer: 22 and 27.) 
'Which of the figures on the blackboard has no name next to it?' 

On the other hand, (ii) is the case in (66) when who ranges over persons under 
discussion: 
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(66) Who did everybody support? The candidate from Ohio. 

When possible, it is indeed much faster to check a finite set of "candidate pegs" 
and see which of them have the property of being supported by everybody than 
to construct the intersection of everybody's supportees, as was described in 
Section 5.1. Here contextualization merely makes a question more felicitous. 

These may be regarded as classical cases of D-linking: what, how many, and 
who now range over members of some salient set. What we wish to stress here 
is that what on its property reading can only do this if we make the strictly 
semantic move of collecting properties into an unordered set, i.e., if we expressly 
ignore the partial ordering that is otherwise inherent to them. Similarly for 
how many scores. Our explanation of the weak island phenomenon rests on 
this semantic aspect of individuation.ll , 12 

Perhaps the clearest evidence that ranging over individuals, rather than 
ranging over contextually salient items, is the critical factor in extraction is 
provided by Dobrovie-Sorin (1992), whose views on this matter are very simi­
lar to ours. She discusses three distinct interpretations of how many-phrases: 
amount (67a), non-D-linked individual (67b), and D-linked individual (68). D­
linked human direct objects in Romanian are clitic-doubled, which is extremely 
helpful in distinguishing readings (67b) and (68). The contrast in (67a, b) shows 
that 'how many women' on the amount interpretation cannot extract from a 
factive island, but on the individual interpretation it can extract even if it is 
not D-linked, i.e., not clitic doubled:13 

(67) Cite femei regreti ca ai iubit? 
how-many women regret-you that have loved 

llThe present notion of individuals is the same as in Szabolcsi (1983), a discussion of the 
focusing of Hungarian bare singulars in Montague Grammar. Our references to answerability 
are intuitively very compatible with Comorovski (1989). But she makes use of it technically 
in a very different way than we do. Restricting her discussion of weak islands to extraction 
from embedded constituent questions, she claims that a sentence like Who do you know who 
invited? presupposes that everybody was invited by someone. The question is not answerable 
unless this presupposition can be checked; and it is not checkable unless who ranges over a set 
of known membership. Thus our cases (i) and (ii) are on a par for Comorovski, even though 
who, as opposed to property-what, is independently capable of ranging over individuals. 
Furthermore, even if the presuppositional analysis of questions is correct, it is not clear how 
Comorovski's theory would extend to all the weak island cases that we intend to generalize 
over. For a discussion of referentiality, see also Chung (1992). 

12The existence of individual correlates of properties (cf. Chierchia 1984) does not seem 
to automatically immunize properties against weak islands, as was pointed out to us by 
Alessandro Zucchi. 

13Dobrovie-Sorin (1992) makes the crucial distinction in terms of restricted versus non­
restricted quantification. Caveat: Dobrovie-Sorin paraphrases (67) on the (a) reading using 
the phrase 'for what number.' We changed this because in Section 5.3 we will argue that 
numeral expressions have a 'numbers' reading, distinct from the 'amount' reading. 
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a. * 'For what amount of women, you regret having loved that amount 
of women?' (Answer: Three.) 

b. 'How many women are there such that you regret having loved 
them?' (Answer: There are three such women.) 

(68) Pe cite femei regreti ca Ie ai iubit? 
prep how-many women regret-you that cl have loved 
'How many [=which] of the women do you regret having loved?' 
(Answer: Three of them, namely, A, B, and C.) 

Other authors who identify individualhood as the crucial factor (although for 
somewhat different reasons) are Aoun (1986) and Frampton (1990). 

In the rest of this section we will provide informal empirical support for 
the claim that the core examples of island-sensitive extractees can be described 
as non-individual (partially ordered), and that the behavior of wh-the-hell ex­
pressions is also accountable for without making crucial reference to D-linking. 

Wh-phrases like which person can easily be taken to range over individuals 
(as can plural which persons, as long as the predicate is distributive; certain 
nondistributive cases will be taken up in Section 6.1). Both who and what can 
range over individuals. But what (and marginally even Who) also ranges over 
properties, which are ordered; see above. Why requires a propositional answer, 
and propositions are ordered by entailment, a special case of inclusion.14 

How many N phrases have an individual interpretation but also, like how 
many pounds and how much attention, an amount interpretation (cf. 67a). 
Amounts can only be made sense of in terms of an ordering. The individual 
vs. amount ambiguity of numeral phrases is highlighted by the presence or 
absence of copula agreement in Italian clefts (an observation we owe to Filippo 

14In the eighties why was the paradigmatic example of island-sensitivity, but it seems to 
us that it is in fact rather atypical. Its extraction is blocked by a wider range of interveners 
than that of any other wh-phrase. For instance, 

i. Why did at least three men leave? 
'Why did three, rather than only two, men leave?' 

* 'What reason did at least three men have for leaving?' 

ii. Why did you want me to quit? 
'What reason did you have for wanting me to quit?' 

* 'What reason did you want me to have for quitting?' 

Informally, we may say that why is "captured" by the closest "interesting" thing in its own 
clause. This seems true even of German warum, which differs from why in being able to 
remain in situ (T. Kiss 1991; H. van Riemsdijk, p. c.). For this reason we will avoid why­
examples. We have no account of its peculiar behavior for the time being. 

On the formal side, note that the Boolean algebra associated with the propositional calculus 
consists of equivalence classes of propositions (usually referred to as the Lindenbaum algebra). 
The calculus itself is not Boolean in nature. 
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Beghelli). The agreeing version (a) is insensitive to weak islands, while the 
non-agreeing version (b) is sensitive: 

(69) a. Sono cinque donne che non ho invitato. 
are five women that not have-I invited 
'There are five women who I didn't invite' 

b. * E cinque donne che non ho invitato. 
is five women that not have-I invited 
'The amount such that I didn't invite that many women is five' 

In French, combien-extraction unambiguously invokes the amount interpreta­
tion, although it is not a necessary condition for it: 

(70) a. Combien de livres as-tu beaucoup consulte? 
how-many of books have-you a lot consulted 
'How many books are there that you have consulted a lot' or 
'How many of the books have you consulted a lot?' 

b. * Combien as-tu beaucoup consulte de livres? 
how-many have-you a lot consulted of books 
'For what amount, you consulted that many books a lot?' 

c. * Combien de cercles as-tu beaucoup dessine? 
how-many of circles have-you a lot drawn 
'How many circles did you draw a lot? [OK if circle-types]' 

We argue that manners, the domain of how, are also ordered; in particular, 
the components of the manner characterizing each event do not form a set but 
a sum.15 This intuition can be corroborated by a test involving only. Only has 
two interpretations: 'exclusively' and 'merely'. The first applies to elements 
of unordered sets, the second to elements of ordered ones. They may differ in 
their syntax (see Harada and Noguchi 1992); some languages even have different 
words for them.16 See (71) for German and (72) for Dutch: 

(71) a. Johann war nur 1953 und 1958 in London. 
John was only 1953 and 1958 in London 
'John was in London only (= exclusively) in 1953 and 1958' 

b. Johanns Sohn wurde erst 1990 geboren. 
John's son was only 1990 born 
'John's son was born only (= as recently as) 1990' 

15 A sum is a nonminimal element of a join semilatticej see the next subsection. 
16Some claim that aileen in (72a) is an independent adverb (whereas slechts is part of the 

subject). But Aileen drie mannen woonden de vergadering bij 'Only three men were at the 
meeting' is fine, and aileen is part of an XP in first position. 
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(72) a. Er zijn aIleen drie stoelen in de kamer. 
expl is only three chairs in the room 
'There are only three chairs (and nothing else) in the room' 

b. Er zijn slechts drie stoelen in de kamer. 
expl is only three chairs in the room 
'There are only three chairs (and no more) in the room' 

We observe that Dutch alleen means 'exclusively' and slechts 'merely'. They 
can thus serve to diagnose adverbs: 

(73) a. * Hij heeft het probleem om 2:00 aIleen elegant opgelost. 
he has the problem at 2:00 only elegantly solved 
'He solved the problem at 2:00 only [= exclusively] elegantly' 

b. ? Hij heeft het probleem om 2:00 slechts elegant opgelost. 
he has the problem at 2:00 only elegantly solved 
'He solved the problem at 2:00 only [= merely] elegantly' 

c. Hij heeft het probleem om 2:00 slechts met tegenzin 
he has the problem at 2:00 only with reluctance 
opgelost. 
solved 
'He solved the problem at 2:00 only [= merely] reluctantly' 

d. Zijn hele leven, heeft hij problemen alleen/*slechts 
his whole life has he problems only 
elegant opgelost. 
elegantly solved 
'In all his life, he solved problems only [= exclusively] elegantly' 

(73a) with alleen elegant is unacceptable because the components of the manner 
in which the problem was solved on a particular occasion do not form a set; 
alleen elegant cannot mean 'of all manners, only elegantly'. (73b) with slechts 
elegant is somewhat strange, since elegance is towards the high end of the 
scale; (73c) with slechts met tegenzin is fine, since reluctance is towards the 
low end. (73d) switches to a bare plural object, whence we have a plurality of 
problem-solving events. Each has a manner of its own, and these manners as 
wholes can be collected into a set. Here alleen elegant can be used: it means 
that the manner of every problem-solving was elegant. The judgments are the 
same for the English counterparts. There is a corresponding improvement in 
extractability: 

(74) a. * In what way didn't you solve the problem at 2:00? 

b. In what way did you never solve problems? 
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(74a) may be acceptable, too, if the manner domain is turned into an unordered 
set by the brute force of D-linking, Le., by providing an explicit list of manners 
to check and to report on in the answer. 

The next question to ask is whether there remain cases that make invoking 
D-linking truly indispensable. Wh-the-hell expressions are a good candidate. 
Since Pesetsky (1987) it has been assumed that they form minimal pairs with 
their plain counterparts in that they are "aggressively non-D-linked," whereas 
plain wh-phrases are D-linkable. They seem to make a strong case for D-linking 
since they extract markedly less well than their counterparts, even when they 
contain individual expressions like who: 

(75) a. Who are you wondering whether to invite? 

b. ?? Who the hell are you wondering whether to invite? 

We wish to argue that D-linkability is not a minimal difference between wh-the­
hell expressions and their plain counterparts. Consider the following pair: 

(76) a. Who saw John on the way home? 

b. Who the hell saw John on the way home? 

Let us ignore the rhetorical or cursing uses of (76b). Even so, the contexts in 
which the two questions are usable are not the same. The existential presuppo­
sition wh-questions carry does not prevent (76a) from being an open question, 
readily answerable by Nobody. (76b) on the other hand can only be asked if 
we have unquestionable evidence that someone saw John, and merely wish to 
identify the person(s). The strength of this requirement is illustrated by a con­
text we owe to Bruce Hayes. When asked what a felicitous use of Who the hell 
saw his mother? would be, he answered, "If we know that whenever someone 
sees his mother, God sends purple rain, then upon seeing purple rain, I can ask: 
Who the hell saw his mother?" Now, lacking institutions like purple rain, we 
typically do not have unquestionable evidence about the rather complex situa­
tions that weak island violations tend to describe, e.g., that you are wondering 
whether to invite a particular person (cf. 75b). This provides an explanation 
of why such questions are notoriously bad. On the other hand, in those special 
situations where we do have such evidence, the wh-the-hell expressions become 
acceptable; for example, seeing someone madly searching through the dictio­
nary, we may ask (77); or, one thief, seeing another trying to smuggle an item 
back to a house just robbed, may ask (78): 

(77) What the hell do you still not know how to spell? 

(78) What the hell are you upset that you took? 
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Tetsuya Sano (p. c.) informs us that these intuitions are paralleled by the 
interpretation and behavior of ittai-phrases in Japanese. We interpret these 
data as indicating that D-linking is not the critical factor in the behavior of 
wh-the-hell expressions; they are bad extractees for independent reasons. 

These remarks have been intended to support the claim that the crucial 
feature of island-escapers is semantic. It appears that discourse context never 
makes a minimal difference for extractability. D-linking plays an important role 
when it forces, and facilitates, the individuation of a domain that is originally 
not individuated; but it is the ensuing semantic change, the creation of an 
unordered set, that matters for extractabilityP 

5.3 Structures for manners, amounts, and numbers 

We assume that on the individual interpretation of who, what, how many 
men, etc. these expressions range over elements of unordered sets, whether or 
not they are D-linked: they invite us to list, or count, the members of such sets. 
Their immunity to weak islands is accounted for with reference to the fact that 
all Boolean operations are defined for unordered sets. (79) below illustrates the 
structure of a tiny Boolean algebra for sets of individuals: 

(79) 
{John, Mary} 

~ 
{John} {Mary} 

~ o 
In this section we propose specific denotation domains for some island-sensitive 
phrases and show that they lack some or all of the Boolean operations. (The 
"domain" of idiom chunks trivially lacks the Boolean operations as they have 
no mentionable denotation at all). 

The following structures will be considered; each is annotated with the kinds 
of expressions/readings we propose to assign to such a domain. The qualifi-

17There are significant cross-linguistic differences in the behavior of wh-phrases, which 
cautions against the careless use of "dictionary equivalents." Just two examples. English 
which is rather strictly D-linked; Dutch welk(e) and Hungarian melyik are much less so: 
they only require unicity. E.g., In what year were you born? is neutrally put tis Melyik evben 
sziilettel? 'In which year were you born?' It is interesting to observe that welk{e)jmelyilv­
phrases are just as good extractees as more D-linked which-phrases. Or, English when does 
not seem to be able to range over individuals even in D-linking contexts, whereas Hungarian 
mikor and Korean encey happily do so. Thus Mikor; nem tudod, hogy kit kell meglcftogatnod 
t;? and ne-nun nwukwu-Iul encey pangmwunha-eyaha-nunci al-ko sip-ni 'When [= on what 
holidays] don't you know who you have to pay a visit?' are acceptable, in contrast to their 
English counterpart. 
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cation 'proper' is understood throughout; EI7 stands for sum-formation, viz., 
semilattice unions:18 

(80) Free Join Semilattice (81) Join Semilattice (82) Lattice 

[a$b$c] 
[x~ ~ 3 

[a$b] [a$c] [b$c] 
[z] 2 

C><><J [x+y] 

/\ 1 
[a] [b] [c] 0 

[x] [y] 

masses, collectives, amounts numbers 
manners 

The structure (80) has been proposed as the denotation domain of mass terms 
and plurals-as-collectives (see Landman 1991, pp. 254-267; 317-324 for a sum­
mary). We propose to add manners. Masses do not concern us in this paper; 
collectives will be explored in the next section. (81) and (82) have not received 
much attention in the literature. We argue below that numeral expressions 
on the amount reading denote elements of non-free join semilattices, whereas 
on the number reading (not yet discussed) they denote elements of chains, a 
special case of lattices. 

The assumption of these structures leads us to predict that different ex­
tractees are sensitive to different interveners.19 (80) and (81) have no bottom 
element (one that is smaller than any other in the structure). Hence they can­
not be closed under complements (the complement ofthe top element [aEl7bEl7c] 
or [x + y + z] should be 0) and under intersections (the intersection of two dis­
joint elements should be 0). Both (80) and (81) are closed under unions, but 
only (80) is a fully articulated free structure. (Freedom means that whenever 
two pairs of elements are distinct, their unions are distinct, whereas in (81) [y] 
and [z] have no union distinct from [x + y + z], for instance.) Thus collectives, 
manners, and amounts are predicted to be sensitive to weak islands created 
by SEs whose definition involves complements or intersections, but not to SEs 
involving just unions. (That is, if they turn out to be sensitive to the latter 
type, too, this must have an additional reason.) Finally, the chain in (82) is 
closed under unions (the least upper bound of 1 and 2 is 2) and, since it has 
a bottom element, it is closed under intersections as well (the greatest lower 

18To make the discussion accessible to readers who are only familiar with the elements of 
set theory, we will talk about "union" and "intersection" even when technically, we should 
say 'join' and 'meet.' 

190ne might call this a truly semantic relativized minimality effect: the meaning of each 
extractee determines what interveners it is sensitive to. 



Semantics for Scope Taking 245 

bound of 1 and 0 is 0); it qualifies as a lattice. Note that it has no top element 
and cannot be closed under complements. Thus numbers are predicted to be 
sensitive to weak islands involving complements only. 

Let us consider these cases one by one. 
The fact that the join semilattice (80) is closed under unions expresses the 

cumulative reference property of masses and collectives. Section 6.1 will demon­
strate that collectives are indeed sensitive to islands requiring complements or 
intersections. Do manners also denote elements of a join semilattice? We ar­
gued in Section 5.2 that they exhibit some partial ordering. It may be added 
that the ordering must be by unions, not intersections. If John behaved nicely 
but stupidly, his behavior is not one that has just the features common to nice­
ness and stupidity but, rather, a behavior that subsumes both.2o We have seen 
that how-extraction is sensitive to the standard weak islands, negative islands 
among them; moreover, that how does not take scope over a universal. To 
recapitulate the relevant observation in (42c), imagine that Bill behaved rudely 
and stupidly, Mary loudly and stupidly, and John nicely and stupidly; that is, 
everyone's complex behavior had stupidity to it. Under such circumstances, 
the question How did everyone behave? can nevertheless not be answered by 
Stupidly. This indicates that manners denote in (80) or in a mere partial order, 
the choice depending on whether we assume closure under unions or merely the 
existence of some unions. Intuitively, the sum of any two behaviors seems like 
a good candidate for being a more complex behavior, possibly including con­
tradictory cases like kindly and unkindly. In accordance with this, questions in 
which how needs to take scope over a plain existential sound acceptable:21 

(83) How did at least one person behave? 

We will therefore assume that how denotes in a join semilattice (cf. 80). 
Next, consider how many (N). Its individual reading (D-linked or not) has 

been discussed in Section 5.2; now we are concerned with its non-individual 

2°It is another matter whether the people who behave nicely but stupidly are in the in­
tersection of those who behaved nicely and those who behaved stupidly. This depends on 
whether behave is taken to be distributive. If not, only a weaker relation will hold: that of 
having niceness to one's behavior. This weaker relation is comparable to a situation in which, 
if John and Bill lifted the table together, John did not lift the table but he participated in 
lifting the table. 

21What is the answer to (83) in the situation sketched in connection with (42c)? Rudely 
and stupidly, loudly and stupidly, and nicely but stupidly may not sound acceptable. This 
may have an independent reason; in Section 6.2 we argue that the behave-relation is not 
summative. This problem can be avoided by answering, At least one person behaved rudely 
and stupidly, at least one loudly and stupidly, and at least one nicely but stupidly. Note that 
this is not a pair-list answer since it does not name the subjects (the first members of the 
pairs). If this reasoning is acceptable, manners indeed denote in a join semi-lattice. If not, 
we may assume, for instance, that some "contradictory" behaviors are impossible, whence we 
do not have closure under unions, and manners will be assigned some proper partial order. 
Nothing much seems to hinge on whether manners end up in (80). 
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readings. They come in two varieties: the well-known amount reading, as was 
given in (67a) for Romanian and (70b,c) for French, and what we will call the 
number reading. 

(67) a. * Cite femei regreti ca ai iubit? 
how-many women regret-you that have loved 
'For what amount of women, you regret having loved that 
amount of women?' (Answer: Three.) 

(70) b. * Combien as-tu beaucoup consulte de livres? 
how-many have-you a lot consulted of books 
'For what amount, you consulted that many books a lot?' 

c. * Combien de cercles as-tu beaucoup dessine? 
how-many of circles have-you a lot drawn 
'How many circles did you draw a lot? [OK if circle-types]' 

Although the amount reading is well-known, there is no standard algebraic 
structure for it in the literature. The join semilattice discussed above does not 
seem to offer a way to capture the measuring aspect of amounts. The simplest 
alternative might be to turn to the chain of natural numbers. But that has too 
rich a structure: being a lattice, it lacks only complements. On the other hand, 
amounts seem sensitive to the intersections as well, cf. de Swart (1992): 

(84) a. * How many circles did no kid draw? 

b. * How many circles did every kid draw? 

This shows that amounts denote in a poorer structure, possibly (81). Our 
argument now will proceed in two steps. We first argue that although (82) is 
not appropriate for the amount reading, it does correspond to another non­
individual reading of numeral expressions. With this reading out of the way, 
we go on to justify the adoption of (81) for amounts. 

It appears that there are contexts in which a non-individual how many N 
is able to take scope over universals and numerals. We may informally charac­
terize these contexts as "counting-conscious." Suppose that we are evaluating 
how appropriate the midterm test was in comparison with the level of the class. 
We may then ask questions like, 

(85) a. How many problems did every student solve? 
'For what number, every student solved at least that number of 
problems?' 

b. How many problems did at least 50% of the students solve? 
'For what number, at least 50% of the students solved that number 
of problems?' 
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Here how many problems is not D-linked: it is not intended as 'which of these 
problems' or 'which of the numbers that we have listed'; nor is it meant as 
'how many problems are there such that .... ' It asks for a purely numerical 
value; we will call it the number reading. Or, imagine a situation in which 
individuation is rather inconceivable: we agreed that the swimming team can 
take a break when everybody covers at least 50 laps. Feeling that the break is 
drawing closer, we may ask, 

(86) [At least] How many laps has every swimmer covered by now? 

One interesting aspect of these examples is that the narrow scope universal does 
not make them unacceptable. Another is that they require maximal answers. 
If every student solved 23 problems (but not everyone solved more) or every 
swimmer has covered 46 laps (but not everyone has covered more), the answerer 
cannot play it safe by answering One/Ten; the answers have to be Twenty-three 
and Forty-six, respectively. The question arises whether this is a semantic effect 
or a Gricean one. The adoption of the lattice structure (82) predicts that it 
is semantic. The narrow scope universal requires that we take intersections, 
which just gives the greatest lower bounds 23 and 46 in these cases. 

In sum, the chain in (82) has linguistic relevance but, exhibiting the rich 
structure numbers have, is not appropriate as a denotation domain for island­
sensitive amounts. What we need is a structure that resembles (82) in that it 
allows for an interpretation of measuring but is nevertheless not a chain. We 
argue that the structure in (81) may do the job. Below the nodes are annotated 
with (= n) to highlight the intended interpretation: 

(81') 

[x + y + z] (= 3) 

~ 
[x +~ [z] 

[x] (= 1) [y] 

The "backbone" of (81) is a chain like (82). Formally, we may look upon (81) 
as a witnessed version of (82): if p is a proper part of q, there is some part 
of q (the witness) that does not overlap with p (Landman 1991, p. 314). The 
branching that the witness property guarantees is sufficient to eliminate closure 
under intersections, which is what we are aiming at. 

But what is the intuitive content of (81)? We propose that (81) is an 
abstraction of (80). The elements [a], [b], [c], etc., in (80) represent real stuff, 
therefore the sum of [a] and [b] needs to be distinguished from the sum of [a] and 
[c]: even if they happen to have the same size, they have their own identity. 
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What we do in (81) is take away the identity of bits of stuff (we might say 
"individuality" in the everyday sense, were 'individual' not a technical term 
with a different meaning in this paper). Here [x], [Yl, [zl. etc., are all unit­
sized, though they are not unit-sized bits of concrete stuff, but arbitrary-and 
therefore abstract-unit-sized bits. Fixing an arbitrary unit-sized [xl to start 
with, [Yl stands for the equivalence class of all unit-sized bits of stuff whose 
addition to [xl yields a two-unit-sized bit, and [zl stands for the equivalence 
class of all unit-sized bits of stuff whose addition to [x + yl yields a three-unit­
sized bit. Thus amounts are construed as abstract bits of stuff. Being abstract 
and allowing for the definition of a scale, (81) resembles (82) more than it 
does (80). On the other hand, the witness property seems to capture what 
distinguishes amounts from numbers. (81) reflects the intuition that three cups 
of milk (or three men) is obtained by adding another cup of milk to two cups of 
milk (or another man totwo men), rather than just moving higher on a scale.22 

5.4 Operations for further interveners 

So far we have primarily restricted our attention to scopal interveners that 
are straightforwardly Boolean (compounds). Increasing the descriptive cover­
age significantly would go beyond the scope of this paper; for instance, we do 
not present an analysis of the most famous of weak islands, i.e., wh-islands, 
although we believe that they belong here. * Some discussion of two specific 
cases may be methodologically interesting, however. 

According to Cinque (1990), complements of factives are one paradigmatic 
type of weak islands. Recall, however, Hegarty's (1992) observation that the 
empirically correct class of predicates is, rather, one that comprises Cattell's 
(1978) response stance and non-stance verbs, in distinction to volunteered 
stance ones (on the intended readings): 

(37) Response stance: deny, accept, agree, confirm, verify, admit 

(38) Non-stance: know, regret, remember, surprise, realize, notice 

(39) Volunteered stance: think, believe, suspect, allege, assume, claim 

22We follow Krifka (1990) in taking man as a measure for men. We leave open the ques­
tion exactly how amounts without canonical measures should be treated, e.g., (how) much 
attention. 

'We might adopt Groenendijk and Stokhof's (1984) semantics for interrogatives, accord­
ing to which in a world where John and Mary walk, Who walks? denotes Ax[walk(x)] = 
{john,mary} (see Szabolcsi 1996 for a review, and Gutierrez Rexach 1996 for an alternative 
way to get the same effect). Although Groenendijk and Stokhof do not analyze who as a 
quantifier, they point out that this analysis of the interrogative is equivalent to assigning 
universal force to the wh-phrase, cf. Vx[walk(x) ++ x = john V x = mary]. Thus wh-islands 
can be expected to be at least as bad as islands created by everyone. 
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Does this mean that under the present approach the accommodation of these 
facts requires an in-depth analysis of the meanings of these verbs? It does not: 
it is sufficient to identify one Boolean operation in their meanings that is not 
defined for the domain of sensitive wh-phrases; a circumstance that makes the 
present enterprise globally feasible. 

Dukes (1992) presents a preliminary analysis in this spirit. He observes that 
a sentence with a factive matrix predicate can be paraphrased as follows: 

(87) I regret that John left. 
regret(I)(that John left) & fact(that John left) 

According to this analysis, the proposition that John left is an argument of both 
the matrix verb and the sentential predicate fact. Following Molnar (1982) and 
Santha (1980), this approach naturally extends to non-factive examples in (37) 
and (38). For instance, fact in (87) can be replaced by some predicate like 
assumption in (88): 

(88) I confirm that John left. 
confirm(I)(that John left) & assumption(that John left) 

The relevant point here is that the paraphrase involves conjunction, viz. inter­
section. This may be identified as the Boolean operation that creates a weak 
island. On the other hand, there are no natural sentential predicates for com­
plements of volunteered stance verbs; at best a tautological cognate can be 
found, in which case the conjunction is semantically irrelevant: 

(89) a. I thought that John left. 
think(I)(that John left) & thought(that John left) 

b. I suspected that John left. 
suspect(I)(that John left) & ???(that John left) 

Therefore, the analysis of volunteered stance verbs does not necessitate this 
kind of conjunction, wherefore these contexts are predicted not to create weak 
islands.· 

Another case that deserves mentioning is that of intensional verbs like want 
and seek. The standard assumption is that they are scopal elements. Never­
theless, they obviously do not create weak islands: 

(90) a. How many circles do you want to draw? 

b. How many unicorns are you seeking? 

"D. Dowty (p.c.) points out that if all presuppositions are represented as conjuncts, we 
make a host of incorrect predictions. Moltmann's (1994) event-based analysis of attitude 
reports provides a framework within which the proposal in the main text can be naturally 
implemented and avoid this problem. 
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This is predicted by the current theory if we assume that the scopal properties 
of these verbs are not Boolean in nature-which seems correct. (Note that no 
theory that treats scope as a primitive can make the correct distinction here.) 

6 ISLAND-SENSITIVE COLLECTIVES AND THE 
CONDITIONS FOR SET FORMATION 

6.1 Unique arguments and weak islands 

In this section we will discuss a set of extractees which have not been con­
sidered in previous literature and which, as far as we can see, share nothing 
else but the lack of Boolean structure with the standard items discussed so far, 
and are nevertheless systematically subject to weak islands. The distinction 
between iterable and 'one time only' predicates is familiar from the aspectual 
literature. For instance, show this letter to Mary and get a letter from Mary 
are iterable: it is possible to show the same letter (token) to Mary, or to get a 
letter from Mary, more than once. Get this letter from Mary, burn this letter, 
and win the Rimet Cup in 1978 are 'one time only' predicates: it is not possible 
to get the same letter (token), or to burn the same letter (token), more than 
once; similarly for winning the Rimet Cup, a unique object, in a given year. 
But get one's favorite letter from Mary is again not a 'one time only' predicate, 
due to the bound variable. 

Here we will be concerned with a specific consequence of the 'one time 
only' property, namely, that it imposes a unicity requirement on the arguments 
and the adjuncts of the predicate. This can be demonstrated as follows. In 
the iterable (91) examples the distributive answer John did and Bill did is 
as acceptable as John and Bill did. In 'one time only' (92), the former is 
unacceptable: John and Bill must form a collective recipient. Similarly, in 
(91) the short (exhaustive) answer Bill can be modified by only. In (92) it 
cannot or, more precisely, if only is acceptable, it must mean 'alone' and not 
'exclusively'. The effect disappears in (93). 

(91) a. Who showed this lettertoken to Mary? 
John and Bill did / John did and Bill did. 
Bill did / Only Bill did. 

b. Who got a letter from Mary? 
John and Bill did / John did and Bill did. 
Bill did / Only Bill did. 
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(92) a. Who got this lettertoken from Mary? 
John and Bill did / * John did and Bill did. 
Bill did / (*)Only Bill did. 

b. Who burned this lettertoken? 
John and Bill did / * John did and Bill did. 
Bill did / (*)Only Bill did. 

c. Who won the Rimet Cup in 1978? 
Argentina did / *Only Argentina did. 

(93) Who got his favorite letter from Mary? 
John and Bill did / John did and Bill did. 
Bill did / Only Bill did. 

The same observations apply to other arguments and adjuncts, e.g., 

(94) From whom did you get this lettertoken? 
From Mary / (*)Only from Mary. 

(95) When did you get this lettertoken? 
Yesterday / Only yesterday [= not earlier]. 

251 

This phenomenon, together with its consequences for scope, was observed in 
Szabolcsi (1986, pp. 334-7). In what follows we will somewhat enlarge the set 
of data and spell out the explanation in terms of the present proposal. 

(96) and (97) indicate that the who subject or experiencer of an iterable 
predicate can take scope over negation or a universal, while the who subject or 
source of a 'one time only' predicate cannot. (An existential would eliminate 
the 'one time only' property in the latter case, so it cannot be tested.) (98) and 
(99) show a similar contrast with a factive and a wh-island; a PP argument is 
extracted in order to eliminate irrelevant difficulties with subject extraction. 

(96) a. Who didn't show this lettertoken to Mary? 
To whom didn't you show this letter token ? 

b. * Who didn't get this lettertoken from Mary? 
* From whom didn't you get this lettertoken? 

(97) a. Who showed every letternarrow scope to Mary? 
To whom did you show every letternarrow scope? 

b. * Who got every letternarrow scope from Mary? 
* From whom did you get every letternarrow scope? 

(98) a. To whom do you regret having shown this letter token ? 
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b. * From whom do you regret having gotten this lettertoken? 

(99) a. To whom do you wonder whether I showed this lettertoken? 

b. * From whom do you wonder whether I got this lettertoken? 

The sensitivity of these arguments to weak islands cannot be explained with 
reference to thematic roles or discourse factors. The thematic roles are equally 
"referential" in all cases, and there can hardly be a coherent notion of D-linking 
or specificity that would distinguish the 'one time' arguments from the others. 
On the other hand, the absence of the unicity requirement means that show 
this lettertoken to Mary denotes a set of individuals of whom the predicate holds 
independently, whereas the presence of the unicity requirement means that get 
this lettertoken from Mary denotes a sum of whose parts the predicate does not 
hold independently: 

(100) tx[get this letter from Mary(x)) = [John EEl Bill) 

Since sums form a semilattice, the explanation in the previous section carries 
over. 

A last interesting point to note here is that exactly the same effect is ob­
served no matter whether the sum-term is a subject or a source, although in 
the former case negation and the object universal do not syntactically intervene 
between the wh-phrase and its trace. This supports the definition of wide scope 
taking given in the previous section, which refers to the necessity of performing 
certain operations in the definition/verification of the answer, rather than to 
the wide scope taker's binding a variable within the syntactic scope of the other 
operator. 

6.2 Event structure and set formation 

In this section we propose a connection between certain properties of pred­
icates and the question whether the denotation of a particular parameter is an 
element of an ordered or of an unordered set. 'Parameter' serves as a cover 
term for both arguments and adjuncts in the grammatical sense. Details of 
how question interpretation is defined will also be made more precise, although 
we are not offering a full formalization here. * 

The basic idea derives from Carlson's (1984, p. 274) suggestion that bearers 
of thematic roles are unique per event. "If there is a proposed event with, say, 
two themes, then there are (at least) two events and not one." Informal though 
his proposal is, Carlson is careful to note that on the group reading of John and 
Bob threw the chest into the ocean we have a single event with the collective of 

'In this section, a few changes have been made in the formalization to enhance its read­
ability. They do not affect the content of the claims. 
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John and Bill as its up.ique Agent, and in Bob washed the car, the car is the 
Theme, and its parts are not. 

We dub events characterized by thematic uniqueness minimal events (em/i): 

(101) a. visit([Rome])([John])([em/i]) entails (b), (c) 

b. Lx[visit([Rome])(x)([em/iDl = [John] 

c. Lx[visit((x)[John])([em/iDJ = [Rome] 

Enclosed in square brackets are objects coming from "overpopulated" Linkean 
domains Uoin semilattices) of various sorts. In adherence to Carlson's intuition, 
(John EB Bob], i.e., the sum of John and Bob, is used only if the predicate does 
not distribute over the parts of the plural object. We will call semilattice 
objects "slobjects" and usually suppress the square brackets. How do we come 
to think of the denotations of visited Rome and John visited as sets of slobjects? 
We submit that the reason is that these predicates allow us to lump several 
minimal events together and, at the same time, to collect the unique slobjects 
corresponding to the pertinent parameter into an unordered set. This requires 
that the relation between events and objects be summative:23 

(102) A relation R [between events and objects] is summative iff 

R(e,x)I\R(e,'x') -t R(eUe,'xUx') 

Visited Rome is summative: If John visited Rome and Bill visited Rome, then 
John and Bill visited Rome-according to the present intuition, the last clause 
describes a non-minimal event. Similarly for John visited. We assume that 
summativity has to be non-vacuous: it presupposes that it is possible for there 
to be two distinct events that we can lump together. If the description of the 
predicate itself involves a parameter, then this means the relation has to be 
iterable with respect to that parameter. It must be possible for there to be two 
distinct events involving the same object: 

(103) A relation R [between events and objects] is iterable iff 

03e3e'3e"3y[e' ~ e 1\ e" ~ e 1\ e' f:. e" 1\ R(e,' y) 1\ R(e',' y)] 

The x visited relation between a minimal event and Rome is iterable. On the 
other hand, the x destroyed relation between a minimal event and Rome is 
not iterable (in the token sense to which we adhere): the same city cannot be 
destroyed more than once. 

23This definition as well as (103) and (116) are borrowed from Krifka (1990). 
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Non-iterability means that the predicate describes a biunique relation be­
tween slobjects and minimal events. We encode this by writing the event pa­
rameter as a function of that other parameter with respect to which the event 
is not iterative: 

(104) destroy(Rome) (Bob) (f e (Rome) ) 

(The agent may be so written, too, but it does not seem necessary.) 
Prior to proceeding to events involving manners and amounts, let us see 

how the above assumptions are utilized in set formation. We will use 'set' to 
mean unordered set, unless otherwise specified. 

We stipulate that set formation takes place only if the predicate is both 
summative and iterable. On the basis of (101) we can form the standard deno­
tation of the predicate visit Rome, the set of those who visit Rome, as follows: 

(105) {x: 3e[e is the sum of minimal events em/i of visiting Rome within some 
fixed event range I & x is the unique agent of some em/i ~ e]} 

The empirical claim that is being made here is that non-iterable and/or 
nonsummative relations do not feed set formation. For instance, the linguistic 
fact that there can be at most one slobject that destroyed Rome might be ex­
pressed by saying that it is an element of the singleton set denoted by destroy 
Rome-but we will not do so. Instead, the denotation of a non-iterable pred­
icate remains a slobject. The intuition behind this is that a predicate denotes 
a set only if it can in principle hold of more than one thing independently. 
Empirical support for this intuition comes from the data reviewed in Section 
6.1, i.e., the fact that the questioning of a unique parameter is sensitive to weak 
islands. 

The definition of an answer to Who visited Rome'? now involves (105), but 
that of an answer to Who destroyed Rome'? can involve only (106): 

(106) tx[destroy(Rome)(x)(fe(Rome))] = ? 

As regards Who didn't visit Rome'?, Who visited every city'?, and Who visited 
a(ny} city'?, the reasoning in 6.1 can be reproduced as follows. If we have sets, 
as in (105), we can form their complements, or we can intersect and union them 
with others. The outputs also feed the Boolean operations. 

(107) -{x: 3e[e is the sum of minimal events em/i of visiting Rome within 
some fixed event range I & x is the unique agent of some em/i C e]} = ? 

(108) nnEN{x : 3e[e is the sum of minimal events em/i of visiting citYn 
within some fixed event range I & x is the unique agent of some 
em/i C e]} = ? 
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(109) UnEN{x : :Je[e is the sum of minimal events em/i of visiting citYn 
within some fixed event range I & x is the unique agent of some 
em/i C e]} = ? 

But since destroy Rome does not denote a set, no complement can be formed, 
and Who didn't destroy Rome? is correctly predicted to be ungrammatical.24 

Similarly, Who destroyed every city? cannot have a reading parallel to (108). 
The same sentence is grammatical on the family-of-questions reading (which 
does not concern us here) and on the reading which presupposes that the same 
agent (slobject) destroyed every city, cf. (42b). This latter will be expressed 
roughly as follows: 

(110) Lx'v'z[destroy(citYz)(x)(fe(cityz))] = ? 

It might be tempting to revise the set formation assumptions to allow for an 
alternative representation of this reading. The intersection of singletons is non­
empty iff the singletons are identical: 

However, this interpretation asserts, rather than presupposes, that the same 
agent destroyed every city, which seems counterintuitive. Furthermore, it would 
predict that as a next step, a complement can be formed: Who didn't destroy 
every city? This is wrong, so (110) must be the correct representation. 

The grammatical Who destroyed a(ny} city? may be puzzling: the destruc­
tion of each city is non-iterable, but that of an arbitrary city is iterable. Due 
to the first fact we cannot use (109). But we can capitalize on the fact that 
precisely in this case the event parameter is a function of the theme, whence 
they share an index: 

(112) {x: :Je[e is the sum of minimal events em/i that are destructions of some 
city i within some fixed event range I & x is the unique agent of some 
em/i ~ e]} = ? 

With these considerations in mind, we can turn to the classical cases of 
manners and amounts. 

First, the slobject denoted by the manner parameter is typically a sum: 

(113) behave([kindly Eli stupidly])([John])([em/i]) 

Second, while both the behaved kindly but stupidly and the John behaved rela­
tions are iterable, summativity fails (we never get cumulative readings): 

24Alternatively, if Who didn't destroy Rome? is interpreted as '£x[destroy(Rome)(x)] # ?,' 
then an exhaustive answer like Hannibal leads to absurd consequences (e.g., Hannibal is the 
unique slobject not identical to Rome's destroyer, ergo every other slobject is identical). 
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(114) John behaved kindly at event e and John behaved stupidly at event e' It 
John behaved kindly and stupidly at e U e' 

(115) John behaved kindly at event e and Bob behaved stupidly at event e It 
John and Bob behaved kindly and stupidly at event e 

As a consequence, set formation does not take place. How didn't you behave? 
and How did everyone behave? are both out on the wide scope how reading. 
The latter sentence has a family-of-questions reading and one analogous to 
(110). 

Amounts may arise in two different ways, cf. John weighs ninety pounds and 
John visited two cities. Both require an additive measure: the value assigned 
to the sum of two non-overlapping slobjects z and z' is the sum of the values 
assigned to z and to z' (0 stands for 'overlap'): 

(116) The function J.L is an additive measure iff 

(-,(z 0 z') 1\ J.L(z) = n 1\ J.L(z') = n') -+ J.L(z U z') = n + n' 

For the sake of simplicity, we will only examine the two cities type. Following 
Krifka (1990), we take city to be the measure function. As long as the measured 
objects do not overlap, the summativity tests that failed above will work here, 
and we get cumulative readings: 

(117) John visited six cities at e and John visited five cities at e' -+ John 
visited eleven cities at e U e' 

(118) John visited six cities at e and Bob visited five cities at e -+ John and 
Bob visited eleven cities at e 

These measures are not part of the characterization of the minimal event: 
measuring is an operation performed on sets or slobjects assembled on the basis 
of minimal events. In How many cities did John visit?, for instance, the set of 
cities that John visited is constructed and J.L is applied to that set: 

(119) J.L( {x : 3e[e is the sum of minimal events em/i of John visiting a city 
within some fixed event range I & x is the unique theme of some 
em/i ~ e]}) = ? 

Similarly, a good reading can be constructed for How many cities didn't you 
visit?, etc. by measuring the complement of the set of cities visited:25 

25This option is not available for *How many circles didn't John draw? if drawing is 
understood as creation, and John is not contrastive. This question is equivalent to *How 
many circles aren't there?; there is no complement that could be formed. We suggest to 
capture this by measuring non-iterable events directly. The elaboration of this suggestion 
goes beyond the scope of this paper. (See Doetjes and Honcoop 1996 for related ideas, 
however.) 
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(120) JL( -{ x : 3e[e is the sum of minimal events em/i of John visiting a city 
within some fixed event range I & x is the unique theme of some 
em/i ~ e]}) = ? 

For the cumulative reading of John and Bob visited eleven cities, the two sets 
of cities are unioned before measuring (we do not provide a general algorithm 
here): 

(121) JL({x : 3e[e is the sum of minimal events em/i of John visiting a city 
within some fixed event range I & x is the unique theme of some 
em/i ~ e]} 
JL{ x : 3e[e is the sum of minimal events em/i of John visiting a city 
within some fixed event range I & x is the unique theme of some 
em/i ~ e]}) = ? 

Measuring differs from the Boolean operations in two respects: its input does 
not have to be a set, and its output is certainly not a set. For the latter reason 
JL cannot be followed by the Boolean operations. How many cities didn't you 
visit? is ungrammatical on the reading that asks for the complement of the 
number of cities visited, and so on. 

In other words, there are two reasons why Boolean operations may be un­
available: one is that we were never able to form sets in the first place, and the 
other is that our sets were subjected to an operation whose value is itself not 
a set. 

7 WEAK ISLANDS-SYNTAX OR SEMANTICS?* 

The traditional analysis of weak islands is purely syntactic: it relies on ar­
gument/adjunct asymmetries and escape hatches. Recent literature indicates 
that the generalizations holding for a wider natural class of weak islands have a 
semantic flavor: D-linking and intervening operators have been shown to playa 
role. Nevertheless, the theoretical terms in which Relativized Minimality is for­
mulated are syntactic. In this paper we have argued that at least a significant 
subset of the data can be explained in semantic terms. It may be interesting 
to ask what the scope of the proposal is. 

The present paper has made two independent claims. One is that many 
weak island violations are due to the failure of the wh-phrase to take scope 
over some intervening operator; see also Dobrovie-Sorin (1992), E. Kiss (1992), 
and de Swart (1992). Neither these works, nor the present paper has demon­
strated, however, that all weak islands are scopal. The other claim, entirely 

-This section originally contained tentative analyses of two further phenomena. These 
have been eliminated in the interest of brevity. 
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our own, concerns the semantic explanation of one type of scopal failure. We 
have argued that a wh-phrase (or quantifier) can take scope over another sco­
pal element SE only if the operations associated with SE are defined for its 
denotation domain. If the requisite operations are not defined, the intended 
reading is simply incoherent. We have offered an analysis in this spirit of a 
suggestive set of examples, many of which do not seem to have an independent 
syntactic account: consider the claim that different wh-phrases are sensitive to 
different weak islands, and the claim that arguments of non-iterable predicates 
are sensitive to weak islands. 

If our semantic claim concerning scope-taking is logically correct, then it 
captures an absolute limitation on what meanings are expressible. It is not a 
matter of elegance whether one invokes it in the explanation of certain phe­
nomena: it will be in effect even if the readings it excludes can be excluded in 
syntactic terms as well. In this sense it is truly not a rival of syntactic accounts. 
We expect that the syntactic and semantic explanations of weak island facts 
will eventually properly overlap. We expect many of the semantic constraints 
to have syntactic correlates: ones that have independent syntactic motivation, 
or ones that are semantically motivated but are compatible with independent 
syntactic considerations. There may remain important cases that are excluded 
only semantically or only syntactically. Dobrovie-Sorin's (1992) and Beghelli's 
(1993) work appears to point to this conclusion. 
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EVENT-RELATED READINGS: 
A CASE FOR 

PAIR-QU ANTIFICATION* 
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1 INTRODUCTION: THE PROBLEM AND THE 

MAIN CLAIMS 

In this paper we will be concerned primarily with ambiguities of the type 
exhibited in (1), where OR stands for Object-related Reading and ER for 
Event-related Reading. These readings have been extensively discussed and 
thoroughly analyzed in Krifka (1990). 

(1) Last year, 4,000 ships passed through the lock (OR/ER) 
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OR: 4,000 ships are such that each of them passed through the lock 
last year 

ER: there were 4,000 events in which a ship passed through the lock 
last year 

It is the second reading of (1) which will be of special interest to us. The 
distinctive feature of this type of reading is that it allows for what we might 
call the recycling of individuals. That is, the sentence in (1) may be true in a 
situation where there are only 2,000 ships, each of which passed through the 
lock on two occasions last year. Note that this scenario falsifies (1) on its OR. 

Our main interests in embarking on this particular enterprise are twofold. 
First of all, there is the obvious, purely representational, problem as to how 
to capture the distinct truth-conditions that are involved in the two readings. 
This issue will be dealt with in Section 3. We will advance and defend the claim 
that ER can be derived by quantifying over ordered pairs of events and objects, 
as illustrated for (1) in (2) (the denotations of expressions will henceforth be 
represented by a prime). 

(2) 4000(e,x} : ship'(x) 1\ passed-through-the-Iock'(e,x) 1\ last-year'(e) 

The attraction of the pair-quantificational approach to ER resides in the fact 
that it immediately accounts for the phenomenon of recycling: whenever a 
particular ship passed through the lock last year on more than one occasion, we 
will have just as many (event,ship) pairs that satisfy the restrictive description 
in (2). 

Although it is true that a pair-quantificational analysis of ER yields the 
right results for cases such as (1), it is also true that it stands in need for some 
further qualification, in the light of the fact that mass noun constructions such 
as 4,000 tons of radioactive waste may also give rise to such readings. More 
generally, we will formally demonstrate why the class of those constructions 
for which ER may be derived by quantifying over (event, object) pairs, in the 
way indicated in (2), exactly coincides with the class of those constructions 
in which the relevant QP (Quantifier Phrase) argument is headed by a count 
noun and in which the verbal predicate is fully distributive with respect to that 
argument. Both of these points will be taken up in Section 3.1. Having thus 
established the lack of generality of the pair-quantificational approach on its 
most straightforward implementation, we may then proceed to its modification. 
In doing so, we draw heavily on the essentials of Krifka's (1990) approach to 
ER, the most thoroughly worked out analysis of this phenomenon to date. By 
implementing his proposal in a pair-quantificational setting, we can deal with 
the problems noted above in connection to pair-quantificational approaches to 
ER in an elegant and straightforward way. This constitutes the subject matter 
of Section 3.2. 
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Secondly, our interest in ER derives from the fact that the ambiguity be­
tween OR and ER is not just some accidental quirk of nature. Instead, we will 
show in Sections 4 and 5 that the two readings are deeply anchored in natural 
language grammar. It is here that the pair-quantificational approach to ER 
proves to be fruitful and explanatory. 

In Section 4, we shall first see that ER is sensitive to whether the determiner 
is symmetric (weak) or non-symmetric (strong). Specifically, we will observe 
that only QPs headed by weak determiners allow for both OR and ER in the 
default case. To illustrate the point, although the sentence in (1) can have an 
OR as well as an ER, the sentence in (3) only admits of an OR. 

(3) Last year, most ships passed through the lock (ORj*ER) 

OR: most ships are such that each of them passed through the lock last 
year 

ER: * most events in which a ship passed through the lock (last year) 
occurred (last year) 

The pair-quantificational approach to ER outlined in Section 3.2 allows us 
to derive the contrast between (1) and (3) as a simple corollary. A crucial 
prerequisite for the well-formedness of pair-quantifiers is that both the event­
variable and the object-variable occur in their restriction. We will argue that 
the difference between symmetric and non-symmetric determiners is due to the 
fact that the former allow the eventive verbal predicate to join the nominal 
predicate in their restriction by semantic inference. 

Pursuing the implications of this analysis, we will furthermore observe that 
strong QPs may also support ER if the sentence contains a focused constituent 
or if the relevant QP is modified by a relative clause which embeds an eventive 
predicate. Again, given plausible assumptions with respect to the semantics 
of focus, this immediately falls out under a pair-quantificational approach to 
ER. Both focus and modification by a relative clause yield a structure in which 
an eventive predicate is mapped into the restrictive clause of the strong quan­
tifier, together with the head noun. Our account of these data will in part 
be modeled on Chierchia's (1992) treatment of donkey anaphora in terms of 
dynamic semantics. The dynamic aspect of our pair-quantificational approach 
to these facts will be substantially motivated by the striking similarities that 
exist between ER and so-called symmetric (or pair-quantificational) readings 
of donkey sentences. We will carefully establish and discuss these similarities 
in Section 4.5. 

In Section 5, we show that ER is sensitive to weak islands (WI). That is, QPs 
which block how-extraction when occupying the subject position also block ER 
when occupying the object position in simple transitive clauses. Furthermore, 



266 CHAPTER 8 

we will observe that sentence negation, which is known to impair extraction of 
how, also blocks ER for the subject, as shown in (4). 

(4) Last year, 4,000 ships didn't pass through the lock (OR/*ER) 

OR: 4,000 ships are such that each of them didn't pass through the lock 
last year 

ER: * there were 4,000 events in which a ship did not pass through the 
lock last year 

These facts can be neatly accounted for if we adopt Szabolcsi and Zwarts's 
(1993) algebraic semantic approach to WIs. Szabolcsi and Zwarts argue that 
the critical property that many weak island sensitive expressions share is that 
they denote elements of impoverished algebraic structures, e.g., mere join semi­
lattices. The weak island sensitivity of ER automatically follows then on our 
analysis. Events are standardly thought of as having a join semi-lattice struc­
ture, and in Section 3 we will argue that (event, object) pairs inherit this 
structure from their event component. 

Prior to presenting the analysis, in Section 2 we discuss some issues that 
pertain to the (in)felicity of ER. Although we take the position in this paper 
that natural language grammar should characterize the distribution of ER, a 
position that is in fact forced upon us in the light of the observations that 
we discuss in Sections 4 and 5, this is not to deny that these readings are 
heavily constrained by various pragmatic factors. In Section 2 then, we will 
briefly discuss how some of these factors may conspire to make one reading 
more felicitous than the other, given a specific context of utterance. 

2 THE (IN)FELICITY OF ER 

Without doubt, ER is severely constrained by pragmatic factors that may make 
these readings implausible under certain discourse conditions. In brief, we 
suggest that a necessary condition for the felicity of ER is that the identity 
of the individuals (or of the particular portions of matter) that we are talking 
about be both irrelevant and easy to ignore. 

By way of example, it is easy to construct situations in which Krifka's 
example is felicitous on both counts: 

(5) Last year, 4,000 ships passed through the lock 

First, imagine that the cost-effectiveness of the maintenance of the lock or 
the workload of its personnel is under discussion. Under these circumstances 
the only relevant thing to know is how many lock passages occurred; whether 
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some of these passages were by the same individual ships makes no difference. 
Second, the fact that 4,000 is a large figure makes it easy to ignore the identity 
of the ships. For the role of this latter factor, compare (6a) with (6b): 

(6) a. Last year, 500 ships passed through the lock 

b. Last year, only The Flying Dutchman and The Merry Ploughman 
passed through the lock; and they did so 500 times in total 

Even though the toll collected and the amount of work involved depend only 
on the number of passages, (6b) may be preferred to (6a) when the identity of 
the ships is known and/or salient. 

In other contexts, the irrelevance of identities may suffice to justify ER even 
if the figures are small. Consider: 

(7) You get out a fresh tablecloth after every fifth customer, even if the old 
one looks clean 

(8) Your toy fountain spouted up 10 liters of water yesterday; we'll need a 
new battery 

(9) If she wants me to examine 20 students, she must block out more than 
one day for me 

It may be that the same customers return frequently to a table, or that the 
fountain recycles the water it uses, or that the students to be examined come 
from three classes with overlapping enrollment, and the discourse partners may 
even be aware of this. However, the wear of the table cloth and the battery 
and the time needed to conduct the exams will not be affected, which is why 
ER is entirely felicitous. 

We will not attempt to analyze the pragmatic conditions under which ER is 
felicitous any further. We assume that it is in principle possible to specify those 
conditions, however complex they might be. The question relevant for the rest 
of this paper is as follows: is ER the product of those pragmatic factors? If 
yes, then it does not belong within the scope of grammar (semantics) proper, 
but may be assimilated to conversational implicatures, for instance. Or is it 
the case that grammar (semantics) routinely supplies ER, but they are often 
discarded on pragmatic grounds? We argue that the latter is the case. As was 
indicated in the introduction, the availability of ER is constrained, not only 
by more or less hazy pragmatic factors, but also by quite clearcut grammatical 
ones: the logical properties of the determiner, the "bracketing" of the sentence, 
and the presence of standard weak island inducers. This is possible only if ER 
is a proper grammatical (semantic) phenomenon. 



268 CHAPTER 8 

3 THE REPRESENTATION OF ER 

What would a semantics for ER look like? In 3.1, we shall see that although 
the pair-quantificational approach goes a long way towards capturing the truth 
conditions of ER, it is simply not general enough on its most straightforward 
implementation: it fails to extend to those cases where the ER is effected by a 
mass noun. We will demonstrate formally why we can compute ER by quan­
tifying over pairs of events and objects when a distributive, verbal predicate 
combines with a count noun. In Section 3.2, we briefly discuss the essentials of 
Krifka's (1990) approach to ER, which generalizes over both the count noun and 
the problematic mass noun constructions. We will adopt the tools developed 
by Krifka in an essentially pair-quantificational setting, so that the problems 
noted in Section 3.1 in connection with the pair-quantificational approaches to 
ER can be solved in an elegant and straightforward way. This minor modifi­
cation of Krifka's framework will receive its justification in Sections 4 and 5, 
where we discuss the grammatical restrictions on ER. 

3.1 Quantification over (event, object) pairs: 
its attractions and problems, and their sources 

When looking at the ER of sentence (1) above, repeated below as (10), 
one might have the impression that ER in general can be obtained by simply 
counting the number of minimal events with respect to which a given verb may 
be truthfully predicated. That is, if we take verbs to denote relations between 
events and objects that participate in these events, as originally proposed in 
Davidson (1967), we might wish to paraphrase ER as in (11) and to represent 
it formally as in (12). 

(10) 4,000 ships passed through the lock (last year) 

OR: 4,000 ships are such that each of them passed through the lock 
(last year) 

ER: there were 4,000 events in which a ship passed through the lock 
(last year) (~ 11) 

(11) 4,000 times a ship passed through the lock (last year) 

(12) I {e E EVENTSI3x : (e, x) E passed-through-the-Iock' 1\ x E ship'} I = 
4000 

Alternatively, we could have represented the truth conditions of the ER of (10) 
in set-theoretic terms as in (13a), where we count the number of (event, object) 
pairs that fall under the extension of passed through the lock. (13a) provides 
the interpretation of the pair-quantification structure in (13b). 
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(13) a. I{ (e, x) I (e, x) E passed-through-the-Iock' A x E ship'} I = 4000 

b. 4000(e, x) : ship' (x) A passed-through-the-Iock' (e, x) 

The reason why (12) and (13) are equivalent lies in a widely shared assumption 
concerning the thematic properties of eventive predicates (cf. for instance Carl­
son 1984, Schein 1993, among others), namely, that one and the same event 
cannot have two distinct objects as agent, patient, or whatever. Carlson calls 
this property thematic uniqueness. It may be defined as in (14).1 

(14) DEFINITION (THEMATIC UNIQUENESS) For any event-relation R: 

VeVxVx'[ (e, x) ERA (e, x') E R -+ x = x'] 

Given thematic uniqueness, it is easy to show that the following proposition 
holds.2 

(15) FACT e =I- e' f+ (e, x) =I- (e', x') 

Therefore, on the basis of (14), we may conclude that, in general, the number of 
events in the domain of an event-relation R is the same as the number of (event, 
object) pairs that are members of R. And this in turn means that to the extent 
that we are justified in deriving ER by quantifying over events, we are justified 
in deriving these readings using pair-quantification as well, at least in the form 
as we presented the latter mechanism here. When it comes to capturing the 
property of recycling that sets ER apart from OR, both representations fit the 
bill equally well: whenever a particular ship is recycled in events of passing 
through the lock, we will have just as many events or (event, ship) pairs over 
which the quantifier 4,000 may quantify. 

It turns out, however, that these analyses fail to extend to those cases where 
ER involves a mass noun, as first noted by Krifka (1990). For in these cases, 
trying to paraphrase ER by means of a QP adverb, as done in (17) for instance, 
is inevitably doomed to failure: (16) does not give the slightest reason to believe 
that the amount of waste involved in each passage was a ton; nor does it say 
anything else about the sizes of the portions. 

IThe definition in (14) is intended to apply to plural, non-minimal events as well on the 
assumption that plural events involve plural objects (collectives) as their unique, thematic 
participants. Plural events and objects, and their algebraic properties, will be discussed 
below. 

2 Proof: By definition, 

(x,y) =F (x',y') t+ x =F x' V y =F y' 

L => R follows from the definition above. 
R => L: Suppose (e, x) =F (e', x'). Assume e = e' for contradiction. By thematic uniqueness, 
it follows that x = x', contradicting our assumption that (e, x) =F (e', x'). Therefore, e =F e'. 
o 
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(16) Last year, 4,000 tons of radioactive waste passed through the lock 

OR: 4,000 tons of waste are such that they passed through the lock last 
year 

ER: the total weight of waste that passed through the lock last year (in 
one or more different lock passages) was 4,000 tons (¢ 17) 

(17) 4,000 times a ton of radioactive waste passed through the lock last year 

Thus, it is reasonably clear that we cannot represent ER in general by having 
the "responsible" determiner-element directly quantify over events, and given 
our result in (15), pair-quantification would not do much good either. 

In a subset of the cases counting minimal events or (event, object) pairs 
would give a correct interpretation for ER. To briefly show what cases these are, 
we need to make the assumption that the universe of a model has the structure 
of a join semi-lattice. This assumption merely boils down to saying that the 
domain of entities forms a set which is partially ordered by the ~ relation (part 
of), and which is furthermore closed under the EEl operation (sum, or join), so 
that for any two individuals a and b which are members of E, the join of a and 
b (a EEl b) is also a member of E (cf. Chapter 1 for some exposition of lattices). 
This assumption concerning the structure of the universe of models has proved 
to be fruitful in the study of plurality (cf. Link 1987) and, when extended to 
the domain of EVENTS, as we will assume from now on,3 in the study of the 
aspectual structure of verbal predicates (cf. Krifka 1989), among various other 
things. 

The cases in which event-counting would yield correct results for ER have 
two crucial properties. One, the noun phrase whose event-related reading is 
at issue contains a count noun; in other words, the denotation of the noun 
presupposes a unique articulation into minimal parts. This property of count 
nouns is captured by saying that they are atomic predicates: 

(18) DEFINITION (ATOMICITY) A predicate P may be called atomic just in 
case 

Vx[P(x) -7 3y[y~x 1\ ATOM(y,P)]] 

In words, (18) says that any object of which an atomic predicate P holds should 
have parts that are atomic in P: atomic parts have no proper subparts of which 
P holds. Mass nouns, on the other hand, are non-atomic (divisive) predicates, 
which means that not all entities of which P holds have P-atoms as parts: 

3Note that this extension requires postulating a so-called sorted universe E, which consists 
of the mutually exclusive but jointly exhaustive subdomains 0 (for objects) and S (for events, 
or situations). 
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(19) DEFINITION (DIVISIVITY) A predicate P may be called divisive just in 
case 

-,Vx[P(x) -+ 3y[y ~ x /\ ATOM(y, P)]] 

The second crucial property is what we will refer to as Distributivity: 

(20) DEFINITION (DISTRIBUTIVITY) An event relation R satisfies Distribu­
tivity just in case for any nominal predicate N 

VeVxVx' E N[R(e, x) /\ x' ~ x -+ 3e'[e' ~ e /\ R(e', x')]] 

In words, whenever a complex object x E N is involved in a global event as 
specified by the verbal predicate, each and every part x' E N of this object has 
a subevent corresponding to it in the extension of the same predicate. 

The event relation expressed by the verbal predicate pass through the lock 
satisfies Distributivity. Suppose for instance that there is an event e in which 
the composite object Candida EI1 Eleonore performed one lock passage. Then, 
obviously, it must be the case that there are two subevents e' and e" in which 
Candida and Eleonore performed one lock passage, respectively. If the verbal 
predicate is then combined with a count noun construction such as 4,000 ships, 
the resulting event predicate must be atomic since the partitioning of some 
global event into its constituent subevents, induced by the constraint in (20), 
will stop as soon as the atoms that generate the extension of the count noun 
are reached. On the other hand, if the same verbal predicate is combined 
with a mass noun construction such as 4,000 tons of radioactive waste, the 
resulting event predicate must be divisive as there is in principle no limit now 
on the partitioning of the global event into still smaller and smaller subevents, 
as triggered by Distributivity. Thus such a predicate does not tell us how to 
construct minimal events and consequently, simple event counting cannot do 
justice to ER. 

3.2 Pair-quantification revisited 

In this section, we will proceed with the necessary modification of the pair­
quantificational approach to ER, so as to cover the mass noun constructions 
in a satisfactory, uniform manner. To this end, we will briefly discuss the bare 
essentials of Krifka's (1990) analysis of ER, which generalizes over both count 
and mass nouns, and then implement his proposal in a pair-quantificational 
setting. Our overall aim is to show that the grammatical restrictions on ER, 
which we will discuss in depth in the following two sections, fall out naturally 
from a pair-quantificational analysis of these readings, and that these restric­
tions can be accounted for while preserving a fully uniform treatment of both 
count and mass noun constructions. 
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Intuitively, the problem that the pair-quantificational approach to ER faces 
when confronted with mass nouns consists in the fact that the measure functions 
with which these predicates can be semantically combined, like tons (of), me­
ters (of) etc., cannot be directly applied to (event, object) pairs. For instance, 
it is hard to make sense of 4,000 tons of (event, radioactive-waste) pairs. To 
put it differently, if we were to apply these measure functions to ordered pairs 
of events and objects, we had better make sure that they refer, in some way or 
other, to the relevant, quantitative properties of the nominal co-argument. 

Using Krifka's (1990) terminology, the latter requirement means that any 
measure function J.t' on (event, object) pairs should be standardized with respect 
to its corresponding measure function J.t on the domain of objects. Now, we 
may observe that under very special circumstances J.t' can be straightforwardly 
standardized with respect to its corresponding measure function J.t, in that J.t' 
should simply yield the same value as J.t. Evidently, we want the measure 
function J.t' on ordered pairs of events and objects to yield the same value as 
the corresponding measure function J.t on objects whenever the OR and ER of 
a sentence truth-conditionally coincide. Krifka notes that the latter situation 
obtains just in case the eventive predicate denotes a non-iterative event, like 
be burned in (21) below. Obviously, the OR of (21) could not possibly differ 
from its ER, as this would imply that the same paper can be burned more than 
once, contrary to fact. 

(21) 4,000 tons of paper will be burned tomorrow (OR = ER) 

The aspectual property of iterativity may be formally defined as follows (cf. 
Krifka 1989, p. 93): 

(22) DEFINITION (ITERATIVITY [ITER]) For any event e, object x, and 
event relation R, 

ITER(e, x, R) B R(e, x) 1\ 3e'3e"3x'[e' ~ e 1\ e" ~ e 1\ e' =P e" 

1\ x' ~ x 1\ R(e',x') 1\ R(e",x')) 

In words, (22) says that an event relation R is iterative with respect to an 
event e and an object x just in case there is a part of x which is involved in 
two different parts of e, as specified by R. 

As Krifka (1990) observes, this particular procedure for standardizing one 
measure function with respect to another can be generalized on account of the 
fact that every iterative event can be partitioned into non-iterative subevents. 
On the basis of that observation, we may briefly summarize Krifka's analysis 
as follows. His proposal essentially boils down to the claim that all varieties 
of ER can be computed by a measure function on events that simply refers to 
the quantitative properties of the relevant object directly in case we are dealing 
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with a non-iterative event (Standardization), or indirectly by first partitioning 
the iterative event into non-iterative subevents. After we have counted or 
measured the relevant objects in each cell of the partition (Standardization), 
we can generalize over all the partial results by claiming additivity for the 
pertinent measure function on events. In keeping with Krifka's terminology, we 
will call the last step Generalization. The property of additivity for measure 
functions can be defined as in (23) (Krifka 1990, p. 494).4 

(23) DEFINITION (ADDITIVITY FOR MEASURE FUNCTIONS) 

oX 0 Y /\ J1.(x) = n /\ J1.(y) = n' -+ J1.(x ffi y) = n + n' 

Our modification of Krifka's proposal consists in the fact that we will use 
the two steps identified above to define a measure function J1.' on (event, object) 
pairs in terms of the measure function J1. on objects, whereas Krifka defines a 
measure function J1.' on events in terms of J1.. Sections 4 and 5 will be devoted 
to a substantial motivation of this modification. 

In the remainder of this subsection, we proceed as follows. First, for a 
measure function J1.' to be well-defined on ordered pairs of events and objects, 
we first need to ensure that these pairs exhibit a partial ordering, given the fact 
that measure functions in general are only defined on partially ordered domains 
(cf. Krifka 1989,1990). Then, we identify the algebraic structure of the domain 
of (event, object) pairs as a join semi-lattice on the basis of the join semi-lattice 
structure of the domain of events. Having clarified the algebraic structure of 
the domain of (event, object) pairs, we may then offer our formalization of both 
Standardization and Generalization in a pair-quantificational setting. We will 
conclude this section by showing that our modified pair-quantification approach 
yields a uniform treatment of both count nouns and mass nouns, as desired. 

To tackle the first point above, we may simply define a partial ordering on 
ordered (event, object) pairs in terms of the partial ordering on events and 
the partial ordering on objects, both of which we have already assumed to be 
well-defined.5 

(24) a. (e, x) ~ (e', x') ++ (e, x) ffi (e', x') = (e', x') 

40 stands for overlap. We say that an object x overlaps an object y just in case there is 
an object z which is part of both x and y. 

x 0 Y B 3z[z ~ x 1\ z ~ y] 

5Since, by definition, x ~ y B X EEl y = y, (24a) and (24b) together entail that 

(e,x) ~ (e',x') B e ~ e' 1\ x ~ x' 
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b. (e, x) EB (e', x') = (e", x") f+ e EB e' = e" 1\ x EB x' = x" 

Given the partial ordering on (event, object) pairs as defined in (24), we can 
easily determine the lattice-algebraic structure of the domain of (event, object) 
pairs on the basis of the lattice-algebraic structure of the domain of events. We 
have already assumed, following standard literature, that the domain of events 
is structured in a join semi-lattice. We simply note here that this assumption 
follows from the hypothesis that events are cumulative but the domain of events 
has no bottom element (cf. Chapter 1 for why this implication holds). That 
is, the lattice sort for events is assumed to be constrained by the following 
axiom: 

(25) AXIOM (THE LATTICE SORT FOR EVENTS HAS NO BOTTOM ELEMENT) 

-de'v'e' : e ~ e' 

This axiom expresses the intuition that no event can be claimed to be included 
in all other events. On the basis of (24) and (25), it is relatively easy to show 
that the domain of (event, object) pairs cannot have a bottom element either. 
That is, we can prove the following fact: 6 

(26) FACT If the lattice sort for events has no bottom element, then the 
lattice sort for (event, object) pairs has no bottom element either. 

[-,3e'v'e' : e ~ e'] --t [-,3e, x 'Ie', x' : (e,x) ~ (e', x')] 

Given that we have defined the EB operation on (event, object) pairs in terms 
of the EB operation on events and the EB operation on objects, it also follows 
that the domain of (event, object) pairs is closed under sums, as long as the 
domains of events and objects are. This observation then entails, together with 
the fact in (26), that the domain of (event, object) pairs is structured in a join 
semi-lattice as well. Since this will turn out to be of crucial importance when 
we turn to the Weak Island effects on ER in Section 5, we state this result in 
(27) for ease of reference. 

6proO/: Suppose -.3eVe' : e C; e' , and assume there is a (e,x) such that for all (e',x/), 
(e, x) C; (e' , x'), aiming for a contradiction. From the latter assumption it follows by definition 
that for all (e' , x'): 

(e,x) EJ) (e',x/) = (e',x/) 

That is, for all e' , x': e EJ) e' = e' and x EJ) x' = x'. But then there is an e such that for all 
e' : e C; e' , contradicting our initial assumption that -.3eVe' : e C; e' . Therefore: 

-.3e, xVe' , x' : (e, x) C; (e' , x') 0 
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(27) The domain of (event, object) pairs constitutes a (proper) join semi­
lattice. 

Having thus determined the algebraic structure of the domain of (event, 
object) pairs, we can now turn to the implementation of Krifka's proposal in 
pair-quantificational terms. Recall from the preceding discussion that the core 
of Krifka's analysis could be stated in two separate clauses: the Standardization 
clause, in which he standardized ER with respect to OR, and the Generalization 
clause, in which he generalized over all the partial results, each obtained by 
Standardization as applied to the respective non-iterative subevent. Instead of 
using the two clauses to define a measure function on events in terms of its 
corresponding measure function on objects, as Krifka did, we will make use of 
them to define a measure function /./ on (event, object) pairs in terms of its 
corresponding measure function J.L on objects. (28) below then formalizes the 
Standardization clause and the Generalization clause in a pair-quantificational 
setting. Note that Generalization simply claims additivity (cf. 23 above) for 
measure functions on (event, object) pairs. 

(28) i. Standardization 

For any event e, object x, and for any event relation R and nominal 
predicate N, 

[...,ITER(e, x, R) /\ N(x) /\ R(e, x)] -+ 
[J.L'(e,x) = n t-t J.L(x) = n] 

ii. Generalization 

For any events e and e', and for any objects x and x', 

[...,(e,x} 0 (e', x'} /\ J.L'(e,x) = n /\ J.L'(e', x') = n'] -+ 
[J.L'((e,x} EB (e',x'}) = n + n'] 

To illustrate the workings of (28), let us have a look again at the ER of 
our model sentence 4,000 ships passed through the lock, repeated here as (29a). 
According to the present account, the truth conditions for both its OR and ER 
can be captured as in (2gb) and (29c), respectively.7 

(29) a. 4,000 ships passed through the lock 

7 As a sidenote, we may observe that, in a sense that can be made precise, a measure 
function such as COUNT determines the quantificational force in representations of the type 
exemplified in (29). To see this, it may be instructive to think of the x's in (29) in terms of 
the notion witness set, as employed in Generalized Quantifier theory (cf. Barwise and Cooper 
1981, and Chapter 1). In terms of this notion, we could represent the truth conditions of the 
OR of (29a), as in (ia) or (ib). 
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b. 3e3x[ships'(x) /I. passed-through-the-Iock'(e, x) /I. COUNT(X) = 
4000] 

c. 3e,x[ships'(x) /I. passed-through-the-Iock'(e,x) /I. CouNT'(e,x) = 
4000] 

Leaving the unproblematic OR as represented in (29b) aside, we may recall from 
the preceding discussion that the unqualified pair-quantification approach was 
perfectly well equipped to handle the ER of (29a) (cf. 13 above), in virtue of 
the fact that the eventive predicate pass through the lock is fully distributive 
with respect to its external argument. Now, it is fairly easy to see that the 
revised pair-quantificational analysis, as stated in (28), does not upset this 
result. Suppose we evaluate the representation in (29c) with respect to an 
iterative event e. (28) would then require that we partition e first into non­
iterative subevents el, ... ,em' With respect to these non-iterative subevents, 
Standardization in (28i) allows us to infer the facts in (30). 

(30) a. ships'(xt} /I. passed-through-the-Iock'(el,xl) 
/I. CouNT'(el,xl) = COUNT(Xt} = nl 

m. ships'(xm) /I. passed-through-the-Iock'(em,xm) 
/I. CouNT'(em,Xm) = COUNT(Xm) = nm 

That is, for each non-iterative subevent ei, COUNT' as applied to the pertinent 
pair (ei' Xi) simply gives the number of ships ni that passed through the lock in 
ei, in accordance with Standardization. This recalls Krifka's earlier observation 
that non-iterative events blur the distinction between OR and ER. Note now 
that this observation is also captured by the unqualified pair-quantificational 

(i) a. 4000x: ship'(x)(3e[passed-through-the-lock'(e, x)]) 

b. 3e3W[W 5; ships' 1\ W 5; {x I passed-through-the-lock'(e,x)} 1\ IWI = 4000) 

Thus, the similarity between (29b) and (ib) becomes apparent in that COUNT counts the 
atomic members in the plural object x, whereas 1 ... 1 in (ib) counts the members in the 
witness set W. By extending the analogy then, we may refer to the representation in (29c) as 
a pair-quantificational structure, where COUNT now counts the atoms in the "plural" (event, 
object) pair. 

Let us not forget, however, that the equivalence in (i) only holds for monotone increas­
ing quantifiers. For non-monotonic and decreasing quantifiers we crucially need to refer to 
maximality conditions. A similar need for maximality conditions when confronted with non­
monotonic and decreasing quantifiers is also recognized by those authors who are concerned 
with a lattice-algebraic characterization of natural language quantification (cf. for instance 
Link 1987, Krifka 1989). For concreteness, we will simply adopt Krifka's (1989, 1990) solution 
to the maximality problem in the latter framework, which crucially refers to the notion of a 
maximal event (at a reference time). Cf. especially Krifka (1989) for detailed proposals along 
these lines with respect to the treatment of quantification in event semantics. 
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approach to ER. We only need to observe that on the basis of the definition in 
(22), the following fact must hold.s 

(31) FACT For any event relation R: 

if 'v'e'v'e"v'x[ (e, x) E R II (e' , x) E R -t e = e'l 

then x ¥- x' ++ (e, x) ¥- (e' , x') 

That is, for all non-iterative events e, whether we count the number of (event, 
ship) pairs that were involved in a passing through the lock in e, or simply the 
number of actual ships themselves that passed through the lock in e, the result 
should be the same, in the light of the fact in (31). 

By Generalization (28ii) then, if we fuse all the non-overlapping (ei' Xi) 
pairs into the global, ordered pair (e, X},9 we can add up the values for the non­
iterative cells of the partition in (30) (Le. nl + ... + n m ), the total sum of which 
should equal 4,000 if (29c) is to come out true in e.lO Evidently, this should be 
identical to the total number of ordered (event, ship) pairs, as anyone of these 
pairs will not show in more than one cell of the partition. This means that for 
constructions in which a count noun is combined with a distributive predicate, 
the unqualified pair-quantification approach yields the same, correct result as 
its modified variant in (28), as desired. 

However, (28) is significantly more general than the unqualified pair-quanti­
fication approach in that it readily extends to ER effected by mass nouns. Recall 
from the preceding section that the latter approach ascribed truth conditions 
to these readings that are satisfied by only a proper subset of the admissible 
models (cf. 17 above). According to our present account, the ER of the sentence 
in (16) for example, repeated here as (32a), has the truth conditions stated in 
(32b). 

BThe proof of this fact is similar to the proof of Fact 15. 
9In general, if --.e 0 e', then --.(e, x} 0 (e', x') for any x and x', since (e, x) 0 (e', x') just in 

case eo e' and x 0 x', as the reader may check for him/herself on the basis of the definition of 
overlap (cf. footnote 4) and (24) above. In fact, we could strengthen the above implication 
into a bi-conditional, by showing that for any x and x' , 

(eoe') -+ ((e,x) 0 (e',x'}) 

holds as well. Informally, the latter claim straightforwardly follows from the intuitively 
plausible assumption that if two events e and e' overlap, then the participants in e and e' 
must overlap as well. For reasons of space, we will refrain here from presenting the formal 
proof. 

10 Notice that this step assumes summativity for eventive predicates. It may be defined as 
follows (cf. Krifka 1989, 1990). 

(i) DEFINITION (SUMMATIVITY) 

'v'e'v'e''v'x'v'x'[R(e,x) /\ R(e',x') -+ R(e$e',x$x')] 

Along with Krifka (1989, 1990), we will assume that this property holds of all eventive 
predicates throughout the rest of this section. 
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(32) a. 4,000 tons of radioactive waste passed through the lock (last year) 

b. 3e, X [radioactive-waste' (x) 1\ passed-through-the-Iock' (e, x) 1\ 
TONs-oF'(e,x) = 4000] 

To demonstrate the full generality of (28), suppose we are given the toy model 
in (33), which verifies (32a) on its ER. 

(33) a. (el,xl) E passed-through-the-Iock'; where TONS-OF(x1) =2,500.00 

b. (e2, X2) E passed-through-the-Iock'; where TONS-OF(x2) = 389.12 

c. (e3, X2) E passed-through-the-Iock'; where TONS-OF(x2) = 389.12 

d. '(e4, X3) Epassed-through-the-Iock'; where TONS-OF(x3) = 212.64 

e. (e5, X4) E passed-through-the-Iock'; where TONS-OF(x4) = 509.12 

4,000.00 

Since the same bit of radioactive waste participates in e2 and e3, we cannot 
apply the Standardization clause in (28i) directly, (el EB e2 EB e3 EB e4 EB e5) being 
an iterative event in the sense of Definition (22). However, we may partition 
the global event into the non-iterative sub events (el EBe2) and (e3 EBe4 EBe5), for 
which Standardization will yield the values 2,889.12 and 1,110.88 respectively, 
since 2,889.12 tons of radioactive waste passed through the lock in the first non­
iterative cell, whereas in the last non-iterative cell 1,110.88 tons of radioactive 
waste passed through the lock. That is, Standardization allows us to infer the 
facts in (34). 

(34) a. passed-through-the-Iock' (el EBe2, Xl EBX2) 1\ radioactive-waste' (Xl EB 
X2) 1\ TONS-OF'(el EB e2, Xl EB X2) = TONS-OF(Xl EB X2) = 2889.12 

b. passed-through-the-Iock' (e3 EB e4 EB e5, X2 EB X3 EB X4) 1\ radioactive­
waste'(x2 EB X3 EB X4) 1\ TONs-oF'(e3 EB e4 EB e5,X2 EB X3 EB X4) = 
TONS-OF(X2 EB X3 EB X4) = 1110.88 

Given the fact that (el EBe2) does not overlap (e3EBe4EBe5), ((el EBe2), (Xl EBX2)} 
does not overlap ((e3 EBe4 EBe5), (X2 EBX3 EBx4)} either. By Generalization (28ii), 
we may therefore infer that 

(35) TONS-oF'((el EB e2,Xl EBX2} EB (e3 EB e4 EB e5,X2 EB X3 EB X4}) = 
TONs-oF'(el EB e2 EB e3 EB e4 EB e5,Xl EB X2 EB X3 EB X4) = 
2889.12 (cf. 34a) + 1110.88 (d. 34b) = 4000 

which is the desired result,u 

11 Kritka's (1990) analysis has recently been challenged by Moore (1994), who observes that 
the requirement on partitioning into non-iterative subevents, crucial in Kritka's framework, 



Event-related Readings 279 

Summarizing the discussion in this section then, we have seen that the naive 
pair-quantificational analysis of ER should at least be modified in light of the 
fact that constructions with mass nouns may exhibit ER as well. The last 
construction type points to the need of defining a measure function on (event, 
object) pairs in terms of its corresponding measure function on objects: the 
measure functions with which mass nouns combine, like tons (of), or meters 
(of) etc., simply cannot be applied directly to ordered pairs of events and 
objects. Technically, this means that measure functions on (event, object) pairs 
should be standardized with respect to their corresponding measure function 
on objects. Krifka's (1990) approach to ER offers the tools to resolve this 
dilemma. Implementing his basic insight that ER may be standardized with 
respect to OR, either directly in case we are dealing with a non-iterative event, 
or indirectly by partitioning the iterative event into non-iterative cells, we could 
define the "measure" with which our quantifier over (event, object) pairs is 
associated in terms of the measure with which the pertinent nominal argument 
is associated. Given the fact that our modified pair-quantification approach in 
(28) yields the same, correct results for distributive, verbal predicates as the 
naive pair-quantification approach, essentially on account of the fact in (31) 
above and the results of Section 3.1, we will henceforth restrict our attention 
to the ER of fully distributive, verbal predicates and their representation in 
terms of naive pair-quantification, to keep things maximally simple. In the 
next sections, we will discuss the effects of strong versus weak quantifiers on ER, 
and the sensitivity of this reading to weak islands. The pair-quantificational 
approach to ER that we developed in this section allows us to capture these 
facts in an elegant and relatively straightforward way. 

becomes highly problematic and counterintuitive when we consider the ER of a sentence 
such as 57,000,760 liters of water passed through the pump last month, imagining a closed 
system with one million liters of water circulating through a pump (cf. also Doetjes 1994 for 
similar observations). The problem here is that it seems hard, if not impossible, to impose 
a non-iterative partitioning on the global event referred to in this sentence. Taking it to 
its extreme, it would require us to identify every bit of water, down to the molecular level, 
to check whether it occurs twice in the same cell of the partition. Needless to say, Moore's 
criticism carries over to our analysis, as developed in this section, as well. Although we 
fully agree with the points raised by Moore (1994), it still remains to be seen whether an 
alternative approach to ERs, based on Moore's as yet informal notion of eventual objects, can 
account for the grammatical restrictions on ER that we will discuss in the next two sections. 
There we will argue that a pair-quantificational analysis of ERs, which incorporates some of 
the tools developed by Krifka, yields these restrictions in a natural and uniform fashion. 
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4 SYMMETRIC VERSUS NON-SYMMETRIC 

DETERMINERS AND THE AVAILABILITY OF 

ER 

In this section we will see that ER is sensitive to the weak/strong distinction 
in the class of determiners. Specifically, we will observe that, whereas noun 
phrases with symmetric (weak) determiners may freely give rise to both OR 
and ER, noun phrases with non-symmetric (strong) determiners support ER 
only under special circumstances. We argue that this contrast falls out imme­
diately from the pair-quantificational approach to ER. Pair-quantifiers require 
both the event-variable and the object-variable to be introduced in their re­
striction. This entails that ER is available only if the predicate that supplies 
the event variable occurs in the determiner's restriction-something that does 
not happen across the board. But there are at least three distinct possibilities 
for it to happen. First, symmetric determiners allow the eventive predicate 
to be mapped into their restriction together with the head noun by semantic 
inference. Second, the presence of focus may give rise to the necessary re­
bracketing. Third, when a relative clause modifies the determiner's restriction, 
its eventive predicate may serve the purpose. Of these three options, the sec­
ond and the third are available to noun phrases with non-symmetric (strong) 
determiners as well. Part of the discussion in this section will be cast in a 
dynamic setting (cf. Dekker 1990, 1993, Groenendijk and Stokhof 1991, Chier­
chia 1992, Kanazawa 1994b, 1994a), which allows us to address some striking 
similarities between donkey-anaphora and ER. These similarities concern the 
ways in which anaphoric dependencies between (implicit event) arguments in­
teract with either ER or so-called symmetric (pair-quantificational) readings 
for donkey sentences. 

4.1 Symmetry, or How to get an eventive predicate in 
the restriction of the ER pair-quantifier by 
semantic inference 

Up to this point, one might have the impression that ER is simply available 
across the board. However, such an impression would be mistaken. There are 
severe restrictions on the availability of ER. Consider the sentences in (36), 
which allow for both OR and ER, and the sentences in (37), which only allow 
for OR: 

(36) a. Last night, (at least) 4,000 ships passed through the lock(OR/ER) 

OR: there are (at least) 4,000 ships each of which passed through 
the lock last night 
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b. 

c. 

d. 

(37) a. 

b. 

c. 

d. 

ER: there were (at least) 4,000 events in which a ship passed 
through the lock last night 

Last night, exactly 4,000 ships passed through the lock (OR/ER) 

Last night, many ships passed through the lock (OR/ER) 

Last night, some ships passed through the lock (OR/ER) 

Last night, most ships passed through the lock (OR/*ER) 

OR: most ships are such that each passed through the lock last 
night 

ER: * most events in which a ship passed through the lock (last 
night) occurred (last night) 

Last night, every ship passed through the lock (OR/*ER) 

Last night, 60% of the ships passed through the lock (OR/*ER) 

Last night, the 4,000 ships passed through the lock (OR/*ER) 

The following question then naturally suggests itself: What accounts for the 
stark contrast between (36) and (37)? One important clue can be found in 
the fact that, correlating with the distinction in available readings, there is a 
sharp distinction in denotational properties between the determiners that head 
the subject QPs: those in (36) are symmetric on at least one of their readings, 
whereas those in (37) are non-symmetric on every reading. The notion of 
symmetry is of course a familiar one in Generalized Quantifier (GQ) theory: 

(38) DEFINITION (SYMMETRY) A quantifier Q is symmetric just in case 

QE(A)(B) iff QE(B)(A) 

Thus, on its so-called weak (or non-specific) reading, the quantifier AT LEAST 

4,000 allows its NP-argument and its VP-argument to swap places without 
any difference in meaning, as illustrated in (39) below. However, this is not 
the case for the determiners in (37). To see this, it suffices to note that the 
left-hand side of the biconditional in (40b) is not equivalent in truth conditions 
to the right-hand side on any possible construal for most. 

(39) a. At least 4,000 doctors are activists 

b. 1= at least 4,000 doctors are activists ++ at least 4,000 activists are 
doctors 

(40) a. Most doctors are activists 

b. li= most doctors are activists ++ most activists are doctors 



282 CHAPTER 8 

Assuming this to be the right characterization of the semantic parameter 
that differentiates between those QPs that allow for ER and those that do 
not, we might ponder the question why symmetry would make a difference 
for ER. Recall now that we assumed ER to be represented by means of pair­
quantification, an assumption that would ascribe the logical form in (41c) to 
the ER of example (36a), repeated here as (41a). We will simply take it that 
the OR of (41a) is to be represented as in (41b). 

(41) a. Last night, 4,000 ships passed through the lock 

b. OR: 4000x: ship' (x) (3e[passed-through-the-Iock'(e, x)]) 

c. ER: 4000(e,x} : ship'(x) 1\ passed-through-the-Iock'(e,x) 

Now, the thing to note about (41c) is that, as part of a more general, 
syntactic requirement on the format of quantification, both the event-variable 
and the object-variable need to be introduced in the restriction of the pair­
quantifier, as crucially both variables participate in determining the restricted 
domain over which the pair-quantifier ranges.12 This means then that if we 
want to interpret the numeral 4,000 as a quantifier over ordered pairs of events 
and objects, we at least need to be able to "transfer" the eventive predicate, 
which contains the Davidsonian (event) argument, from the Nuclear Scope (the 
second argument) of the quantifier 4,000 into its Restrictive Clause (the first 
argument). (We will also need to dispose of the existential quantifier that 
binds the event-variable, an issue that is to be taken up in what follows.) This 
is precisely the point where symmetry becomes crucial. It is fairly easy to show 
that, given a conservative quantifier Q (cf. definition 42), all and only those Q's 
that are symmetric may be translated, while preserving their truth conditions, 
into predicative (or I-placed) quantifiers in which the original Restrictive clause 
and Nuclear Scope now jointly exhaust their only argument. That is, on the 

12Technically, the term restriction cannot be applied to quantificational structures of the 
type exhibited in (41c), the reason being that this term strictly applies to the first argument 
of a two-placed quantifier Q, 

However, we may note that for all and only the symmetric Q's, we have 

for arbitrary n-placed predicates P and Q. In light of this, we could have expanded (41c) 
into (i). 

(i) 4000(e,x): ships'(x) 1\ passed-through-the-lock'(e,x)(EVENTS x OBJECTS) 

assuming a sorted universe E = EVENTS U OBJECTS. With respect to (i) then, we can 
indeed say that the pair-quantifier has a restriction. However, to avoid unnecessary compli­
cations, we will continue talking about the restriction of a quantifier, even in cases where the 
relevant quantifier has only one argument. 
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basis of (38) and (42); we may derive the fact in (43) (cf. Chapter 1 of this 
volume).13,14 

(42) DEFINITION (CONSERVATIVITY) A quantifier Q is conservative just in 
case 

(43) FACT For all conservative and symmetric determiners Q, 

QE(A)(B) iff QE(A n B)(A n B) 

iff QE(E)(A n B)(~ QE(A n B)) 

By semantic inference, (43) allows us to map an eventive predicate in the Nu­
clear Scope (henceforth, NS) into the restriction of a symmetric quantifier. That 
is, on the basis of (43), we can infer that (41b) is truth-conditionally equivalent 
to (44), where the eventive predicate is now contained in the restriction of the 
symmetric quantifier 4,000. 

(44) 4000x: ship'(x) 1\ 3e[passed-through-the-Iock'(e,x)] 

4.2 Pair-quantification and existential disclosure 

We now need to address the issue of how to get from (44) to the pair-quan­
tification structure in (41c). Putting it crudely, the problem is how to get rid of 
the existential quantifier in (44) so that the quantifier 4,000 can "unselectively" 
bind its event-variable. We suggest that this problem is similar to the task of 
having the QP adverb always in (45a) quantify over the indefinite a cat so 
as to obtain a reading that could be represented as in (45b) (cf. Pelletier and 
Schubert 1989). 

(45) a. Always, when a cat has blue eyes, it is intelligent. 

b. Vx[cat'(x) 1\ has-blue-eyes'(x) -+ intelligent' (x)] 

We will adopt Chierchia's (1992) proposal for the latter problem, and extend 
it to our case. Chierchia's (1992) solution to the problem presented by (45) is 
couched in a dynamic framework, which is essentially a variant of Groenendijk 

13It is standardly assumed that every natural language quantifier is conservative. 
14Note that we have made use in (43) of the following notational convention: 
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and Stokhof's (1991) system of Dynamic Predicate Logic (DPL), enriched with 
Generalized Quantifiers. For our purposes, it suffices to look at DPL as an 
extension of ordinary Predicate Logic (PL) in which the notion of the syntactic 
scope of a quantifier has been strengthened. Note that although in ordinary PL 
the equivalence in (46) below does not hold, in DPL it does, thus demonstrating 
the dynamic principle according to which the scope of an existential quantifier 
can be extended to the right.15 The equivalence in (46) is of key importance 
in Chierchia's solution to the problem case in (45), and will figure prominently 
in the remainder of this section as well. 

(46) 3x[Px] 1\ Qx == 3x[Px 1\ Qx] 

As Chierchia points out, (46) suggests a general procedure for abstracting over 
a variable which was originally bound by an existential quantifier. If we replace 
Qx in (46) by the equation x = x', where x' is a free variable, we get the desired 
result, as shown in (47) below. 

(47) Ax ' [3x[Px] 1\ x = x'] == Ax' [3x[Px 1\ x = x']] (== AX'[PX']) 

This procedure of abstracting over a variable which was originally quantified 
over by an existential quantifier is called Existential Disclosure and was first 
proposed and developed in Dekker (1990, 1993). It can be defined as in (48), 
where ¢ contains the existential quantifier which is in need of disclosure. 

(48) EXISTENTIAL DISCLOSURE (ED) 

AX[¢] ~fAX'[¢ 1\ x = x'] 

Chierchia then observes that if Existential Disclosure is applied to the indefinite 
a cat in (45), the QP adverb always may subsequently quantify over its "dis­
closed" variable. Assuming that (45) and the ER of (36a) should be treated 
on a par, we simply note that application of Existential Disclosure to (44), 
and subsequent "unselective" binding of the disclosed event argument by the 
quantifier 4,000 will yield the desired pair-quantification structure in (41c), as 
shown below.16 

(49) a. 4000: AeIAx[ship/(x) 1\ 3e/[passed-thru-the-Iock/(e' ,x)]] 

15The equivalence in (46) allows DPL to treat cross-sentential anaphora successfully, as 
in A man came in. He whistled. For more details on DPL and its applications to anaphor 
binding, the reader should consult Groenendijk and Stokhof (1991). 

16We have included A-expressions in (49) to highlight the fact that Existential Disclosure 
functions as a type-shifting rule, converting an n-ary predicate into an n + l-ary predicate. 
In the remainder of this section, we omit the A-expressions from representations like (49) for 
the sake of readability. 
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b. 4000: AeAx[ship' (x) 1\ 3e'[passed-thru-the-Iock' (e', x)] 1\ e' = e] 
ED 

c. 4000: AeAx[ship'(x) 1\ 3e'[passed-thru-the-Iock'(e',x) 1\ e' = e]] 
(46) 

d. 4000: AeAx[ship'(x) 1\ passed-thru-the-Iock'(e,x)] (47) 

A few notes are in order here. First of all, claiming that a determiner­
function may "unselectively" bind an eventive variable which is abstracted over 
by Existential Disclosure is tantamount to claiming that, corresponding to ev­
ery ordinary determiner-function Q that relates sets of individuals, there is 
a quantifier Q' that quantifies over ordered pairs of events and objects, and 
which is furthermore expressed by the same lexical element. Thus, the pair­
quantifier 4000(e, x) in (49) is by no means derived from the quantifier 4000x: 
it is simply another interpretation which is available to the numeral 4,000, 
requiring both the object and event-variable to be properly introduced in its 
restriction, as was already observed above. Secondly, we need to ensure that 
the process of abstracting over existentially quantified variables by Existential 
Disclosure is sufficiently constrained. Unless we do so, we predict, given the 
assumptions thus far, that a sentence like Four boys saw a dog has a reading 
which is true in a situation where a single boy saw four dogs. We will stipulate 
that a determiner-function may "unselectively" bind an existentially quantified 
variable after Existential Disclosure has applied to it just in case that variable 
is an event-variable. 17 

4.3 Non-symmetric determiners 

Having taken care of the availability of ER for symmetric determiners, we 
are now in the position to offer an explanation for why the same readings 
are not available for non-symmetric (strong) determiners. Note first that (43) 
entails that strong determiners will not allow an eventive predicate in the NS 
to be mapped into their restriction by semantic inference. And indeed, as (43) 
would lead us to expect, we observe that the left-hand side of the biconditional 
in (50a) , the natural language paraphrase of which is given in (SOb), is not 
truth-conditionally equivalent to the right-hand side. 

(50) a. ~ MOSTX: ship'(x)(3e[passed-through-the-Iock' (e,x))) ++ 
MOSTX : ship' (x) 1\ 3e[passed-through-the-Iock' (e, x)] 

17We might speculate that this constraint derives from the fact that only (event, object) 
pairs can be treated as nominal entities over which determiner-functions may quantify. That 
is, we might look on our (event, object) pairs as an alternative implementation of Carlsonian 
stages (i.e. spatio-temporal slices of individuals; cf. Carlson 1977, Carlson 1982), if any sense 
can be made of these entities independently of the phenomenon we are considering here. This 
possibility merits further investigation. 
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b. ~ Most ships passed through the lock (OR) ++ Most ships that 
passed through the lock exist (OR) 

Since the pair-quantifier of ER needs both the event and the object variables 
to be introduced in its restriction, as we already observed above, (43) straight­
forwardly derives that, other things being equal, non-symmetric determiners 
cannot give rise to ER. This accounts for the patterns of available readings 
observed in (36) and (37). 

Summarizing the discussion up to this point, we have seen that only sym­
metric (weak) determiners may give rise to both OR and ER in the default 
case. This observation essentially follows from the pair-quantification approach 
to ER. Since the ER pair-quantifier requires both the event-variable and the 
object-variable in its restriction, we would expect there to be a difference be­
tween symmetric and non-symmetric quantifiers in the first place, for only 
symmetric quantifiers allow an eventive predicate in the NS to be mapped into 
their restriction by semantic inference, as illustrated in (44). We then stipu­
lated that Existential Disclosure applies to the resulting structure, enabling the 
symmetric quantifier to "unselectively" bind the "disclosed" event-variable. 

4.4 Focus 

In the following two subsections we discuss two constructions (focus and 
modification by a relative clause respectively) in which strong quantifiers can 
give rise to ER. We argue that these constructions may be taken to create the re­
quired bracketing in which an eventive predicate is contained in the Restrictive 
Clause of the strong quantifier, thus allowing the quantifier to "unselectively" 
bind the existentially disclosed, eventive variable. It is here that we will make 
full use of the dynamic property in (46) in order to capture some striking sim­
ilarities between ER and donkey-anaphora. These similarities in turn suggest 
that our previous call on (46) is well-motivated. 

Krifka (1990) observes that strong quantifiers suddenly allow for ER when 
another constituent of the sentence receives focal accent.18 (51) below illus­
trates this effect for the sentences in (37), where capital letters indicate focal 
accent. 

(51) a. Most ships passed through the lock AT NIGHT (OR/ER) 

OR: most ships that passed through the lock are such that each 
passed through the lock at night (cf. Partee 1991) 

ER: most events in which a ship passed through the lock occurred 
at night 

18Note that Krifka does not correlate this focus effect to the distinction between weak and 
strong quantifiers. This connection was first observed in Honcoop (1992), who referred to 
the latter distinction as a Definiteness Effect. 
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b. Every ship passed through the lock AT NIGHT 

c. 60% of the ships passed through the lock AT NIGHT 

d. The 4,000 ships passed through the lock AT NIGHT 

287 

(ORjER) 

(ORjER) 

(ORjER) 

Now, it is a generally acknowledged descriptive fact that focal accent on 
a predicate expression correlates with a specific semantic effect. Thinking in 
terms of a relational quantification structure Q(A, B), where A is the restrictive 
term and B is the NS, Partee (1991) describes the semantic effect of focus as 
follows: focus semantically maps a predicate expression to the NS B, whereas 
the focus neutral material (or focus frame) is forced into the restrictive term. 
The following pair of sentences, from Rooth (1985), illustrates this effect, where 
the meaning of the sentence in (52a) can be paraphrased as in (52b), while the 
meaning of the example in (53a) allows for the paraphrase in (53b).19 

(52) a. Officers always escorted BALLERINAS 

b. Always, when officers escorted someone, officers escorted ballerinas 

(53) a. OFFICERS always escorted ballerinas 

b. Always, when someone escorted ballerinas, officers escorted balleri­
nas 

According to the above generalization then, we would expect the focused 
adverbial phrase in (51a) to be mapped into the NS of the quantifier MOST, 
subsequently forcing the focus frame into its restrictive term. That is, analogous 
to the cases discussed in (52) and (53), we would expect focus here to effect the 
rebracketed structure in (54a), whose meaning can be spelled out as in (54b). 

(54) a. Most ships that passed through the lock (at some event), passed 
through the lock at night 

b. MOSTX: ship'(x) 1\ 3e[passed-through-the-Iock'(e, x)] 
(passed-through-the-Iock' (e, x) 1\ at-night' (e)) 

Although (54b) has the appearance of an illicit binding configuration, on ac­
count of the fact that the existential quantifier, being trapped in the restrictive 
term of MOST, is unable to bind the corresponding event-variables in the NS, 
this is not so under the dynamic assumptions we adopted. Assuming dynamic 
generalized quantifiers to be conservative just as much as their static coun­
terparts are (cf. Chierchia 1992, Kanazawa 1994b, 1994a), we may note that 

19Herburger's (1994) focus-affected readings illustrate much the same point. She observes 
for instance that a sentence like Many SCANDINAVIANS won the Nobel prize (based on 
Westerstiihl 1985b) can have an interpretation according to which it is claimed that, relative 
to the number of Nobel prize winners, there were many that were Scandinavian. This semantic 
effect points to the same descriptive generalization as the facts in (52) and (53). 
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(54b) is equivalent to (55a) below under Conservativity. Thanks to the dy­
namic property in (46), (55a) in turn reduces to (55b), which is equivalent 
under Conservativity to (55c).20 

(55) a. MOSTX: ship' (x) /\ 3e[passed-through-the-Iock' (e, x)] 
(ship'(x) /\ 3e[passed-through-the-Iock'(e,x)] /\ 
passed-through-the-Iock'(e,x) /\ at-night'(e)) CONS 

b. MOSTX: ship'(x) /\ 3e[passed-through-the-Iock'(e,x)] 
(ship' (x) /\ 3e[passed-through-the-Iock' (e, x) /\ 
at-night'(e)]) (46) 

c. MOSTX: ship'(x) /\ 3e[passed-through-the-Iock'(e,x)] 
(3e[passed-through-the-Iock' (e, x) /\ at-night' (e)]) 

CONS 
All in all, then, if no special assumptions are made with respect to the focus­
induced structure in (54b), we simply obtain the (focus-affected) OR for the 
sentence in (51a), since (54b) = (55c) comes out true just in case most of the 
ships that passed through the lock, passed through the lock at night. That is, 
whether or not most ships that passed through the lock were responsible for 
less than half of the events in which a ship passed through the lock at night is 
irrelevant to determining the truth of (55c).21 The other cases in (51) can be 
treated in a similar fashion. 

20 With respect to the last step in the derivation, observe that 

Q(AnB,An B n C) iff Q(An B,B n C) 

is just a particular instance of (42). 
21There is a small caveat here, in that (55c) does not express that all the lock passages in 

which most of the ships were involved occurred at night, as the focus-affected OR of (51a) 
would require. To remedy this, we need to be more specific about the contents of dynamic 
Conservativity, without dwelling too much on all the formal details. Kanazawa (1994b) shows 
that the following two definitions of a dynamic generalized quantifier QD in terms of its static 
counterpart Q satisfy his version of dynamic Conservativity. 

(i) Q8"x(l/>,1/J) +-+ Qx(l/>,l/> /I 1/J) (the weak definition) 

(ii) Qljx(l/>,1/J) +-+ QX(l/>,l/> -+ 1/J) (the strong definition) 
Note that our use of dynamic Conservativity in the main text appeals to the definition 
in (i). But since (ii) is just as much consistent with Kanazawa's formulation of dynamic 
Conservativity, we could have appealed to this definition instead in (55). This would have 
led to the representation in (iii), which does capture the truth-conditions of the focus affected 
OR of (51a). To see this, we simply note that in DPL the equivalence in (iv) is valid (cf. 
Groenendijk and Stokhof 1991). 

(iii) MOSTX: ship' (x) /I 

3e[passed-through-the-Iock' (e, x ))('v'e[passed-through-the-lock' (e, x) -+ 
passed-through-the-lock' (e, x) /I at-night' (e))) 

(iv) 3x[l/» -+ 1/J == 'v'x[l/> -+ 1/J) 
As Kanazawa (1994b) argues, the choice between the two definitions in (i) and (ii) is not 

random. Rather, it depends on the left and right monotonicity of the static quantifier Q: 
the dynamic counterpart of both left and right monotone increasing quantifiers (t MON ti cf. 
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But note now that, since focus has forced the eventive predicate passed 
through the lock into the restrictive term of MOST, we could have abstracted 
over the eventive variable by Existential Disclosure in (54b), allowing MOST to 
pair-quantify over it. That is, since (54b) is equivalent in all relevant respects 
to the symmetric case discussed in (44) above, we would expect Existential 
Disclosure to be able to apply to it in much the same way as it did for (44) in 
(49). (56) below plots the relevant derivational steps. 

(56) a. MosT(e, x) : ship' (x) /\ 3e'[passed-thru-the-Iock' (e', x)] /\ e' = e 
(passed-thru-the-Iock' (e' , x) /\ at-night' (e')) ED 

b. MosT(e,x) : ship'(x) /\ 3e'[passed-thru-the-Iock'(e',x)] /\ e' = e 
(ship'(x) /\ 3e'[passed-thru-the-Iock'(e',x)] /\ e' = 
e /\ passed-thru-the-Iock'(e',x) /\ at-night'(e')) 

CONS 

c. MosT(e,x) : ship' (x) /\ 3e'[passed-thru-the-Iock'(e',x) /\ e' = e] 
(ship'(x) /\ 3e'[passed-thru-the-Iock'(e',x) /\ e' = 
e /\ at-night' ( e')]) ( 46) 

d. MosT(e, x) : ship' (x) /\ passed-thru-the-Iock' (e, x) 
(passed-thru-the-Iock' (e, x) /\ at-night' (e)) 

CONS & (47) 

We may observe that (56d) adequately expresses the (focus-affected) ER 
of (51a). Its truth conditions are satisfied just in case most events in which a 
ship passed through the lock occurred last night. We have seen then that focus 
provides one means of creating the required bracketing in which an eventive 
predicate together with the head noun determines the restriction of a strong 
quantifier, as shown in (54), given some plausible assumptions with respect 
to the semantic effects of focus placement. Since structures such as the one 

AT LEAST TWO, for example) and left and right monotone decreasing quantifiers U. MON .}i 
cf. No, for example) is defined as in (i), whereas the dynamic counterpart of the remaining 
monotonic quantifiers {i.e. t MON .} and.} MON ti cf. NOT EVERY and EVERY respectively) 
is defined as in (ii). Since dynamic Conservativity is at the heart of dynamic treatments 
of donkey-anaphora, as we will see in the following subsection, Kanazawa correctly predicts 
that the donkey-sentence No farmer who owns a donkey beats it only has the weak reading 
"no farmer who owns a donkey beats a donkey he owns," given that NOD is defined as in (i), 
whereas the corresponding donkey-sentence with every strongly prefers the strong reading 
"every farmer who owns a donkey beats every donkey he owns," given that EVERyD is defined 
as in (ii). 

All in all, if our call on dynamic Conservativity for the cases in (51) is justified, we would 
predict that the sentence No ship passed through the lock AT NIGHT has the weak reading 
"no ship that passed through the lock at some event, passed through the lock at night at 
some event," but not the strong reading "No ship that passed through the lock at some event, 
passed through the lock at night at every event in which it passed through the lock," which 
is correct. The same remarks concerning the exact contents of dynamic Conservativity will 
carryover to our discussion of the relative clause cases as well. 
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in (54) satisfy the requirement on pair-quantification that both variables be 
introduced in the restriction of the pair-quantifier, subsequently abstracting 
over the event-variable by Existential Disclosure allows the strong quantifier to 
pair-quantify over it, thus giving rise to (focus-affected) ER. More generally, we 
may take the focus effects in (51) as further support for a pair-quantificational 
analysis of ER. 

4.5 Relative clauses 

Although we did not explicitly state this, we are in fact right in the busi­
ness of treating ER on a par with donkey-anaphora, given our previous use of 
dynamic Conservativity to extend the scope of an existential quantifier in the 
restriction of a superordinate strong determiner into the latter's NS. Dynamic 
Conservativity as well as the principle in (46) are exploited by Chierchia (1992) 
to handle donkey-type anaphoric dependencies. Chierchia's approach may be 
exemplified by briefly considering how his analysis allows a donkey in (57a) 
below to extend its scope to the matrix clause. The reader may check that we 
have made use of the same procedure as in (57b-e) in our previous discussion 
offocus-affected OR (cf. for instance 56). 

(57) a. Usually, if a farmer owns a donkey, he beats it 

b. MOSTX: farmer'(x) /\ 3y[donkey'(y) /\ owns'(x,y)](beats'(x,y)) 

c. MOSTX: farmer'(x) /\ 3y[donkey'(y) /\ owns'(x,y)] 
(farmer'(x) /\ 3y[donkey'(y) /\ owns'(x,y)]/\ beats'(x,y)) 

CONS 

d. MOSTX: farmer'(x) /\ 3y[donkey'(y) /\ owns'(x,y)] 
(farmer'(x) /\ 3y[donkey'(y) /\ owns'(x,y) /\ beats'(x,y)]) 

(46) 

e. MOSTx: farmer' (x) /\ 3y[donkey'(y) /\ owns'(x,y)] 
(3y[donkey' (y) /\ owns' (x, y) /\ beats' (x, y)]) 

CONS 

To pursue the analogy between ER and donkey-anaphora further, consider 
the following examples, where a strong determiner embeds a relative clause 
that contains an eventive predicate. 

(58) a. Most ships that passed through the lock transported radioactive 
waste (OR/ER) 

OR: most ships that passed through the lock are such that each 
transported radioactive waste 

ER: most events in which a ship passed through the lock were 
events in which a ship transported radioactive waste 
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b. 60% of the people who visited the art exhibition bought some post­
cards (ORjER) 

OR: 60% of the people who visited the art exhibition are such that 
each bought some postcards 

ER: 60% of the events in which a person visited the art exhibition 
were events in which a person bought some postcards 

Interestingly, having an OR or ER for these sentences correlates with what we 
might call sequencing of events. More specifically, the OR for sentence (58a) 
for example is compatible with a situation in which each and every passing 
through the lock coincides exactly with an event of transporting radioactive 
waste, as well as with a situation in which each and every passing through the 
lock is truly distinct from an event of transporting radioactive waste. Let us 
call the first type of sequencing of events dependent events, and the second type 
independent events. In contradistinction to OR, ER for (58a) is only compatible 
with a dependent events reading: each and every event of passing through the 
lock coincides exactly with an event of transporting radioactive waste. 

Note, however, that our notion of dependent events should be sufficiently 
general, so as to cover not only those cases where two events exactly coincide, 
but also those cases where the event referred to by the predicate in the re­
strictive clause is part of the stative, quasi-permanent event denoted by the 
matrix predicate. The latter case obtains in the sentences in (59) below, both 
of which, interestingly enough, may easily give rise to ER. For instance, the 
example in (59b) on its ER claims that most events in which a ship passed 
through the lock were events in which a ship had picked up its cargo in the 
port of Rotterdam. This interpretation therefore requires the matrix predicate 
to denote a property that persists through time, thereby allowing events to be 
included as parts that temporally follow the actual picking up of the cargo in 
the port of Rotterdam.22 

(59) a. Most ships that passed through the lock had a red mast (ORjER) 

220bserve that, while an ER for the sentence in (59a) is perfectly possible, the same reading 
is simply absent in (i). 

(i) 4,000 ships had a red mast 

On the assumption that predicates such as had a red mast (individual-level predicates in the 
sense of Kratzer 1995 and Diesing 1992) are non-iterative (d. de Hoop and de Swart 1989), 
this is immediately accounted for. To be more precise, on the assumption that the eventive 
predicate in (i) and (59a) is non-iterative, the ER is simply indistinguishable from the OR 
in (i). To account for the "true" ER of (59a) then, we may assume that individual-level 
predicates IP are constrained by the meaning postulate in (ii). 

(ii) VeVx[IP(e,x) -t 3e'[e <:::: e' 1\ IP(e',x)]] 

This postulate captures the inclusion relation under a dependent events reading that holds 
between an event referred to by predicate in the restrictive clause and the event denoted 
by the matrix individual-level predicate, as noted in the main text. But it also allows the 
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b. Most ships that passed through the lock had picked up their cargo 
in the port of Rotterdam (OR/ER) 

Furthermore, the dependency involved in dependent events readings is indirect 
in that for cases such as (60) below, only the reference time of the matrix 
predicate is required to exactly coincide with the event of passing through the 
lock, due to the presence of the temporal adverbial phrase three hours later. 
More generally, (60) suggests that in a dependent events reading, the events 
referred to by the predicate in the restriction coincide with the events denoted 
by the matrix predicate just in case the reference time of the matrix predicate 
coincides with its event time, as is the case with the sentences in (58). 

(60) Most ships that passed through the lock arrived in the port of Rotterdam 
three hours later (OR/ER) 

Now, the observation that ER is incompatible with an independent events 
reading leads us to a sharp prediction. If we can force the events denoted by the 
eventive predicate in the relative clause to be distinct from the events denoted 
by the matrix predicate, say by adding in some appropriate time adverbial, we 
would predict that only an OR will survive. This prediction is indeed borne 
out, as shown by (61). 

(61) Most ships that passed through the lock are now in the port(OR/*ER) 

What is it that accounts for the correlation between OR and ER and the two 
types of sequencing of events distinguished above? We suggest that thinking 
of sequencing of events in terms of anaphoric relations between different event 
arguments will allow us to derive the above correlation from a more general, 
dynamic theory of donkey-type anaphora of the sort exemplified in (57) above.23 

We will now proceed to work out this suggestion. Let us return to the 
OR of (58a), and concentrate first on its independent events reading. We can 
simply model independent events by having the event argument in the matrix 
predicate bound by its "own" existential quantifier, as indicated in (62a) below. 
For present purposes, the representation in (62a) is the same as (62b), which is 
intended to capture the truth conditions of (57a) above, on the reading where 
the pronoun simply receives a deictic interpretation. 

(62) a. MosTx: ship' (x) /\ 3e[passed-through-the-lock' (e, x)] 
(:le' [transported-radioactive-waste' (e', x)]) 

iterative events that satisfy the restrictive clause in (59a) to be included in the non-iterative 
events denoted by the individual-level predicate in the NS. 

23This suggestion fits in nicely with Partee's (1989) claim that implicit arguments may 
participate in the same donkey-type anaphoric dependencies as ordinary pronouns. Cf. also 
Chierchia (1992) for a dynamic treatment of the anaphoric dependency that holds between 
the event-arguments in the restrictive and matrix clauses in sentences such as If John is in 
the bathtub, he usually sings. 
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b. MOSTX: farmer'(x) 1\ 3y[donkey'(y) 1\ owns'(x,y)](beats'(x,z)) 

Now, the OR of (58a) on its dependent events reading is more interesting. It 
seems natural to analyze dependent events in terms of an anaphoric dependency 
between an antecedent event argument, which in this case is contained in a 
relative clause adjoined to the subject QP, and an anaphoric event argument, 
which is located in the matrix predicate, not c-commanded by its antecedent. 
However, making this assumption is tantamount to treating the dependent 
events reading of (58a) as a donkey-type anaphoric dependency. To see this, it 
suffices to note that (63a) below is structurally equivalent to (57b). Given this 
structural equivalence then, we can extend the scope of the existential quantifier 
over events into the NS, so as to capture the dependent events reading, in much 
the same way as we extended the scope of the indefinite a donkey into the 
matrix clause, viz. by appealing to dynamic Conservativity and the principle 
in (46). (63b-d) trace the relevant derivational steps for the OR of (58a) on 
its dependent events reading. They are the same as those plotted in (57c-e) 
above. 24 

(63) a. MOSTX: ship'(x) 1\ 3e[passed-through-the-Iock'(e, x)] 
(transported-radioactive-waste' (e, x)) 

b. MOSTX: ship'(x) 1\ 3e[passed-through-the-Iock'(e,x)] 
(ship' (x) 1\ 3e[passed-through-the-Iock' (e, x)] 
1\ transported-radioactive-waste' (e, x)) 

c. MOSTX: ship'(x) 1\ 3e[passed-through-the-Iock'(e,x)] 
(ship'(x) 1\ 3e[passed-through-the-Iock'(e,x) 
1\ transported-radioactive-waste' (e, x)]) 

d. MOSTx: ship'(x) 1\ 3e[passed-through-the-Iock'(e,x)] 
(3e[passed-through-the-Iock' (e, x) 
1\ transported-radioactive-waste' (e, x)]) 

CONS 

(46) 

CONS 

Finally, we need to address the issue why the ER of the sentences in (58) is 
only compatible with a dependent events reading. Observe first that the relative 

24In representations such as (63), to enhance readability we have omitted making reference 
to the fact that in dependent events the anaphoric dependency between event arguments is 
mediated through the reference time of the matrix predicate. To accomodate the mediating 
role of reference times, we would have to assume that their semantics can be modeled by a 
covert predicate that expresses the intended relation between the reference and event time, 
as illustrated in (i) for the OR of (58a) on its dependent events reading, analogous to the 
treatment of overt time adverbials such as three hours later, which express a more complex 
relation between reference and event times. 

(i) MOSTX: ship'(x) A 3e[passed-through-the-lock'(e,x)] 
(3e3e' [passed-through-the-lock' (e, x) 
A transported-radioactive-waste' (e' , x) A at' (e, e')]) 
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clauses in these examples syntactically provide for the necessary eventive pred­
icate in the restrictive term of the strong determiner. As we have already ob­
served in various places, the requirement on pair-quantification is now satisfied, 
in that both the object-variable and the event-variable are properly introduced 
in the restriction of the strong determiner. This means, then, that if we subse­
quently abstract over the eventive variable by Existential Disclosure, the strong 
determiner may happily pair-quantify over it. But for a pair-quantification 
structure to be well-formed, the arity of the restrictive clause should match the 
arity of the NS, just as much as this is true for any quantification structure. 
In this case, the first and the second argument of the pair-quantifier should 
be two-placed predicates. Note first that this requirement constrains the avail­
ability of so-called symmetric and asymmetric readings for donkey-sentences. 
That is, although the sentence in (64a) below has a pair-quantificational, or 
symmetric reading, represented in (64b), which allows for a situation in which 
a single farmer beats all of his donkeys, the total sum of which outnumbers the 
donkeys that are owned by all the other farmers, the sentences in (65), which 
do not contain an anaphor in the consequent that is coreferent with a donkey, 
obviously do not. The latter only allow for the so-called (subject) asymmet­
ric reading, in which the QP adverb usually only quantifies over the indefinite 
subject a farmer in the antecedent clause (cf. Bauerle and Egli 1985).25 

(64) a. Usually, if a farmer owns a donkey, he beats it 

b. MOST(X, y) : farmer' (x) /\ donkey' (y) /\ owns' (x, y) (beats' (x, y)) 

(65) a. Usually, if a farmer owns a donkey, he is rich 

b. Usually, if a farmer owns a donkey, he beats his wife 

In dynamic terms, the requirement on matching arities means that as soon as we 
abstract over an indefinite in the restrictive term by Existential Disclosure, we 
need to see to it that the corresponding pronoun in the NS is made anaphorically 
dependent on it, so that this position will be abstracted over as well, in virtue 
of dynamic Conservativity and the principle in (46). The derivation in (66) 
traces these steps as they apply to example (64a). 

25Thanks to Anna Szabolcsi for pointing out the relevance of these examples. Note that 
we cannot have quantification over farmer-donkey pairs in (i) either, as predicted given the 
absence of an anaphor corresponding to a donkey in the NS: 

(i) If a farmer sees a donkey, he screams. 

At first sight there seems to be quantification over farmer-donkey pairs in (i), contrary to our 
expectations, because there is a screaming event corresponding to every farmer-donkey pair. 
However, we are not quantifying over farmer-donkey pairs, but over events in which a farmer 
sees a donkey. If a farmer sees a donkey several times, he screams at each of these occasions, 
and not at one of them. This shows that the number of screaming events corresponds to the 
number of events in which a farmer sees a donkey, and not to the number of farmer-donkey 
pairs. 
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(66) a. MOST(X,y): farmer'(x) /\ 3y'[donkey'(y') /\ owns'(x,y')]/\ y' = 
y 
(heats' (x, y')) ED 

h. MOST(X,y) : farmer'(x) /\ 3y'[donkey'(y') /\ owns'(x,y')]/\ y' = 
y 
(farmer'(x) /\ 3y'[donkey'(y') /\ owns'(x,y')]/\ y' = 
y /\ beats' (x, y')) CONS 

c. MOST(X,y) : farmer'(x) /\ 3y'[donkey'(y') /\ owns'(x,y') /\ y' = 
y] 
(farmer'(x) /\ 3y'[donkey'(y') /\ owns'(x,y') /\ y' = 
Y /\ beats'(x,y')]) (46) 

d. MOST(X,y) : farmer'(x) /\ donkey'(y) /\ owns' (x, y) (beats' (x, y)) 
(cf. 65b; CONS & 47) 

Conversely, if there is no pronoun in the matrix clause anaphorically dependent 
on the abstracted-over indefinite in the restrictive clause, as is the case in 
the sentences in (65), the requirement on matching arities will inevitably be 
violated. This takes care of our earlier observation that these sentences only 
allow for (subject) asymmetric readings. 

By the same token, if we were to abstract over the event argument in the 
relative clauses of (58) by Existential Disclosure, so as to obtain ER, we again 
need to ensure that the event argument of the matrix predicate is anaphorically 
dependent on it, so that this position will be abstracted over as well. Otherwise, 
the constraint on matching arities is violated. But note now that the obligatory 
anaphoric dependency of the two event arguments will force a dependent events 
reading, thus capturing our earlier observation with respect to (58) that ER is 
only compatible with this type of sequencing of events. (67) shows the relevant 
derivational steps for the ER of (58a); they are equivalent to the inferential 
steps displayed in (66). 

(67) a. MosT(e,x):ship'(x) /\ 3e'[passed-thru-the-Iock'(e',x)]/\ e'=e 
(transported-radioactive-waste' (e', x)) ED 

b. MosT(e,x) : ship'(x) /\ 3e'[passed-thru-the-Iock'(e',x)] /\ e' = e 
(ship'(x) /\ 3e'[passed-thru-the-Iock'(e', x)] /\ e' = 
e /\ transported-radioactive-waste' (e', x)) CONS 

c. MosT(e,x) : ship'(x) /\ 3e'[passed-thru-the-Iock'(e',x) /\ e' = e] 
(ship'(x) /\ 3e'[passed-thru-the-Iock'(e',x) /\ e' = 
e /\ transported-radioactive-waste' (e', x)]) (46) 

d. MosT(e, x) : ship' (x) /\ passed-thru-the-Iock' (e, x) 
(transported-radioactive-waste' (e, x)) CONS & (47) 
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Conversely, if there is no event argument in the matrix predicate that can be 
made anaphorically dependent on the abstracted-over event argument in the 
restrictive clause, as is the case in (61) above due to the time adverbial now, 
we again run into a conflict with the requirement on matching arities. This 
accounts for the fact that sentences such as (61) do not admit of ER. 

Concluding our discussion of the cases involving relative clauses, we have 
seen that symmetric and asymmetric readings for donkey-sentences correlate 
with the presence versus absence of anaphoric dependencies. Furthermore, we 
observed that ER and OR correlate with dependent versus independent events. 
Interestingly, the two correlations show very similar properties. That is, the 
observation that only the symmetric pair-quantificational reading of (64a) re­
quires the pronoun it to be anaphorically dependent on a donkey is replicated 
by the observation that only the ER of sentence (58a) forces the event argument 
of the matrix predicate transported radioactive waste to be anaphorically de­
pendent on the event argument of the antecedent predicate passed through the 
lock, resulting in a dependent events reading. This is a compelling argument 
in favour of the pair-quantification approach to ER, in that a small set of in­
dependently motivated dynamic assumptions yields the above correspondence 
between ER and symmetric readings for donkey-sentences simply as a matter of 
principle. It is hard to see for instance how any other theory of ER could treat 
the incompatibility between ER and independent events readings, as evidenced 
in (61), and the absence of a symmetric pair-quantificational construal for the 
donkey-sentences in (65) completely on a par. 

4.6 Conclusions 

In this section, we first observed that only symmetric (weak) determin­
ers can freely give rise to both OR and ER. This contrast receives a natural 
interpretation on the pair-quantificational approach to ER. Since the ER pair­
quantifier requires that the event-variable as well as the object-variable be intro­
duced in its restriction, we would expect there to be a difference between strong 
and weak determiners in the first place, as only symmetric (weak) determin­
ers allow an eventive predicate in their NS to be mapped into their restrictive 
term by semantic inference. Subsequently abstracting over the event-variable 
by Existential Disclosure enables the symmetric determiner to "unselectively" 
bind it. We then argued that both focus and relative clause formation may 
effect the required bracketing in which an eventive predicate, together with the 
head noun, determines the restriction of a strong determiner. The fact that 
in these constructions strong determiners can give rise to ER will thus not 
be surprising.26 In the process, we have exploited some elementary tools of 

26Helen de Hoop (p.c.) observes that context may facilitate ER for strong determiners 
even in the absence of focus or an overt relative clause. For instance, imagining a situation in 
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Dynamic Predicate Logic, enriched with Generalized Quantifiers. These tools 
provide us with the means to treat a number of striking similarities between ER 
and donkey-type anaphora on a par. These similarities in turn furnish further 
support for the pair-quantificational analysis of ER. 

5 WEAK ISLAND EFFECTS ON ER 

In this section, we discuss weak island effects on ER. We will first observe that 
the class of those QPs that block how-extraction when occupying the subject 
position exactly coincides with the class of those QPs that block ER for simple 
transitive clauses in which they occupy the object position. Furthermore, we 
observe that sentence negation, which is known to induce weak island effects, 
also blocks ER that targets the subject QP in simple transitive clauses. Assum­
ing Szabolcsi and Zwarts's (1993) algebraic approach to this phenomenon, we 
argue that these effects are naturally accounted for by the pair-quantificational 
analysis of ER, as outlined in Section 3. We argued there that the domain 
of (event, object) pairs is structured in a join semi-lattice (cf. 27). Thus we 
predict that the ER pair-quantifier is unable to have scope over those scopal ex­
pressions (Le. QPs, sentence negation, QP-adverbs, etc.) that are semantically 
associated with the Boolean operations meet or complementation, operations 
that are simply not defined on a join semi-lattice. The Weak Island effects on 
ER then follow in virtue of two auxiliary observations: (i) those scopal expres­
sions that block ER need to take narrow scope with respect to the subject; and 
(ii) the same scopal expressions require either meet or complementation to be 
performed. 

which a police officer reports his findings on the number of cars that crossed some intersection 
and their speed to his superiors, a sentence such as Most cars exceeded the speed limit can 
naturally have an ER, which might be paraphrased as "Most events in which a car crossed 
the intersection were events in which a car exceeded the speed limit." Consistent with the 
present analysis, we could analyze this effect in terms of Westerstiihl's (1985a) context set, a 
property X that intersects with the "live on" set A of all determiners QE (i.e. QE(A n X)) 
and whose exact content is fixed by the context of utterance. Context sets not only enable 
us to account for the fact that, in normal discourse, the domain of quantification is restricted 
to some contextually salient subset of the "live on" set, they also provide us with the means 
to deal with de Hoop's observation in essentially the same way as we accounted for the 
focus and relative clause facts in the main text. To wit, if we fix X to be the property 
>.x3e[crossed-the-intersection'(e,x)], we observe that both the object and event variable are 
now properly introduced in the restriction of the strong determiner MOST. This means that 
MOST may happily pair-quantify over both variables if we choose to abstract over the event 
variable by Existential Disclosure. 
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5.1 Demonstration of the Weak Island effect 

Object QPs as well as sentence negation can influence the availability of ER. 
The sentences in (68) contrast markedly with those in (69)-(71) in that only 
the former display both OR and ER. The ER for the sentences in (69)-(71) is 
missing. 

(68) a. 4,000 people visited the Rijksmuseum last year (ORjER) 

OR: 4,000 people are such that each of them visited the Rijksmu­
seum last year 

ER: there were 4,000 events in which a person visited the Rijksmu­
seum last year 

b. 4,000 people visited (the) three museums last year 

c. 4,000 people visited every museum last year 

(69) 4,000 people didn't visit the Rijksmuseum last year 

(ORjER) 

(ORjER) 

(ORj*ER) 

OR: 4,000 people are such that each of them did not visit the Rijksmu­
seum last year 

ER: * there were 4,000 events in which a person did not visit the Rijks­
museum last year 

(70) a. 4,000 people visited no museum last year (ORj*ER) 

OR: 4,000 people are such that each of them visited no museum 
last year 

ER: * there were 4,000 events in which a person visited no museum 
last year 

b. 4,000 people visited few museums last year (ORj*ER) 

(71) a. 4,000 people visited at most three museums last year (ORj*ER) 

OR: 4,000 people are such that each of them visited at most three 
museums last year 

ER: * there were 4,000 events in which a person visited at most 
three museums last year 

b. 4,000 people visited exactly three museums last year (ORj*ER) 

Taking these facts in turn, the contrast between (68) on the one hand and (69) 
and (70) on the other furnishes initial support for the idea that ER is sensitive 
to weak islands. We note that the above distinction is similar to a Negative 
Island effect, a standard sub case of the more familiar weak island (WI) effect, 
which also subsumes wh-islands. Negative islands are known to block extraction 
of how, as illustrated by the contrast of (72) against (73) and (74). 
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(72) a. How did the student behave? 

b. How did (the) three students behave? 

c. How did every student behave? 

(73) * How didn't the student behave? 

(74) a. * How did no students behave? 

b. * How did few students behave? 
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In recent years a number of authors, including for instance Comorovski 
(1989), Kroch (1989) and Cinque (1990), have observed that extracting wh­
phrases over WIs leads to well-formed results just in case the extracted wh­
phrase receives a Discourse-linked (or presuppositional) interpretation in the 
sense of Pesetsky (1987). If true, we could use this descriptive generalization 
as an interesting heuristic. That is, given our assumption that in ER the 
pertinent quantifier ranges over (event, object) pairs, we may now expect ER 
to be sensitive to WIs as well, on the intuitively plausible assumption that 
ordered pairs of events and objects are not the sorts of objects that can be 
made contextually salient by discourse. For one thing, (event, object) pairs 
do not persist through time and space. Temporarily ignoring the issue as to 
whether this is the right characterization of those QPs that are insensitive to 
WIs, we suggest that the similarity in contrasts in (68) versus (69) and (70) 
and (72) versus (73) and (74) is consistent with such a description. The pattern 
carries over to further quantificational expressions that have been discussed in 
the literature on WIs: 

(75) a.?? How did at most three students behave? 

b. ?? How did exactly three students behave? 

The contrast between (72) and (75) corresponds with the contrast between 
(68) and (71). This shows that the "opacity" effects on ER in (69)-(71) can be 
properly described as WI effects. 

5.2 Weak islands and scope 

In their 1993 paper, Szabolcsi and Zwarts argue that the specificity effects 
that have been observed with respect to WIs may be reduced to semantic, al­
gebraic constraints on scope-taking, thereby further elaborating on suggestions 
to this effect by Dobrovie-Sorin (1992, 1993), Kiss (1992) and de Swart (1992). 
Leaving aside how this might be of use in explaining the intervention effects 
on how-extraction, we will show in the remainder of this subsection that their 
insight that it is scope which is at the very core of the WI phenomenon proves 
to be crucial in coming to terms with the WI effects on ER as well. 
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As a first indication that we should be looking for a scopal theory of Wls 
if we want to come to grips with the ER facts, we observe that as soon as 
we move the harmful object QPs in (70) and (71) into a position where they 
can take surface scope over the relevant subject QPs, the resulting structures 
readily allow for ER, as the sentences in (76) and (77), respectively, testify.27 

(76) a. No museum was visited by 4,000 people last year (OR/ER) 

OR: no museum is such that 4,000 people visited it last year 
ER: no museum is such that there were 4,000 events in which a 

person visited it last year 

b. Few museums were visited by 4,000 people last year (OR/ER) 

(77) a. At most three museums were visited by 4,000 people last year 
(OR/ER) 

OR: at most three museums are such that 4,000 people visited 
them last year 

ER: at most three museums are such that there were 4,000 events 
in which a person visited them last year 

b. Exactly three museums were visited by 4,000 people last year 
(OR/ER) 

Likewise, if we apply passivization so that the negative particle n't can take 
surface scope over the demoted subject QP 4,000 people, we again observe that 
the resulting structure admits of an ER, as evidenced in (78). 

(78) The Rijksmuseum wasn't visited by 4,000 people last year (OR/ER) 

OR: it is not the case that there are 4,000 people such that they visited 
the Rijksmuseum last year 

ER: it not the case that there were 4,000 events in which a person 
visited the Rijksmuseum last year 

Clearly, this argument would be without any force if it were the case that 
the object QPs in (70) (no museum etc.) and (71) (at most three museums 
etc.), as well as sentence negation in (69), could freely take (inverse) scope over 
a c-commanding subject. That is, if these object QPs were indistinguishable 
from the object QPs in (68) in terms of their ability to take inverse scope, it 
is hard to see why scope would make a difference. However, the two classes 
of object QPs can in fact be distinguished from each other in terms of their 
ability to support inverse scope readings, as has been firmly established by a 

27We owe the observations in (76)-(78) to Jacqueline GUI)ron. 
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number of researchers (cf. Liu 1990, Beghelli 1993, Ben-Shalom 1993, Beghelli 
1995), thus reinforcing the idea that it is indeed scope which is at the heart of 
the WI effects on ER. 

Let us first introduce some terminology. The object QPs in (68) and (70)­
(71) fall into two distinct natural classes: QPs such as three museums/every 
museum (may) denote principal filters, whereas QPs such as at most three 
museums/exactly three museums do not.28 (79) provides the paradigm case, 
adapted from Ben-Shalom (1993), illustrating that for non-principal filter QPs 
such as no museum it is almost impossible to take inverse scope. 

(79) Only principal filter QPs can take inverse scope over another 
c-commanding QP (cf. Ben-Shalom 1993) 

a. Two referees read every abstract (S > 0, ° > S) 

b. 

c. 

d. 

e. 

f. 

g. 

S > 0: there is a set of two referees each of whom read every 
abstract 

o > S: there is a set containing all abstracts each of which was 
read by two (possibly different) referees 

Two referees read three abstracts (S> 0, ?O > S) 

Two referees read at least three abstracts (S > 0, ??O > S) 

Two referees read exactly three abstracts (S> 0, *0 > S) 

Two referees read more than three abstracts (S > 0, *0 > S) 

Two referees read fewer than three abstracts (S> 0, *0 > S) 

Two referees read no abstracts (S > 0, *0 > S) 

To these observations we may add that sentence negation cannot scope over a 
c-comanding expression either. 

What is it that makes ER incompatible with the obligatory narrow scope 
construal for either a non-principal filter QP or sentence negation? Intuitively, 
the problem here is that under the narrow scope construal for any of these 
scopal expressions, we need to perform operations that are implausible at best. 
Consider for instance (69), 4,000 people didn't visit the Rijksmuseum last year, 
on the obligatory narrow scope construal for the sentence negation marker. 
The sentence requires us to construct (event, person) pairs that participated in 
negative events of visiting the Rijksmuseum. Or, consider (71b), 4,000 people 

28Cf. Chapter 1 for some discussion of principal filters. Note that the availability of ER 
for the sentence with three museums hinges on the specific interpretation of the indefinite 
object QP, whereby it comes to mean something like the three museums. We will adopt 
Ben-Shalom's (1993) proposal according to which the specific interpretation of bare numeral 
QPs can be modeled by principal filters. The same remarks also apply to the conditions 
under which the bare numeral object QP in (79b) can take inverse scope. 
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visited exactly three museums last year. In order to find out whether the same 
(event, person) pair participated in exactly three events of visiting some mu­
seum, we would need to be able to hold (event, object) pairs constant across 
different visiting events. It would seem that both of these requirements are 
impossible to meet. We cannot fulfill the first requirement because by its very 
nature a negative event resists recycling of objects (negative events in which 
someone does something being hard to make sense of to begin with), and we 
cannot fulfill the second requirement because an (event, object) pair is a spatio­
temporally bounded entity that by definition cannot be held constant across 
events. 29 On the other hand, the OR for the same sentences differs from the ER 
in that, on the basis of the same intuition, it is perfectly possible to construct 
the set of persons who were not involved in an event of visiting a museum, or 
to keep a person constant across several events of visiting a museum. 

5.3 A formal account of the island sensitivity of ER 

It is precisely this connection between scope and the (im)possibility of 
performing certain operations that Szabolcsi and Zwarts explicate in lattice­
algebraic terms. On the basis of that formal restatement, they are able to 
derive WI effects in general in a natural, uniform manner. The core of their 
analysis can be stated as in (80). 

(80) Scope and operations (cf. Szabolcsi and Zwarts 1993, p. 6) 

Each scopal element SE is associated with certain Boolean op­
erations. For a wh-phrase [or any QP, for that matter; D&H] 
to take scope over some SE means that the operations associ­
ated with SE need to be performed in the wh-phrase's denota­
tion domain. If the wh-phrase denotes in a domain for which 
the requisite operation is not defined, it cannot scope over SE. 

Briefly recapitulating, when we say that each SE is associated with certain 
Boolean operations, we simply mean to say that each and every SE in con­
junction with a verbal predicate can be interpreted as a Boolean combination 
of singular predications. The examples in (81) provide a quick illustration of 
what this entails for QPs when in construction with an intransitive verb such as 

29The impossible ER of (71b) with exactly three museums in object position should be 
distinguished from the reading on which there were 4,000 package tours that all involved 
visiting exactly three museums; this seems perfectly possible. Here we are not holding (event, 
person) pairs constant across different events of visiting some individual museum. Rather, 
the event member of each pair is composed of smaller events of visiting an individual museum. 
The whole force of the "package tour" scenario is that it allows us to ignore the atomic events 
of visiting some museum. In other words, on the "package tour"-interpretation, each visiting 
event affects a collection of exactly three museums as though it was a single, irreducible unit. 
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walks, assuming a model in which John, Bill and Mary are the only students.3o 

We will find it useful to have some visual illustration of what particular Boolean 
operations are associated with what SE. 

(Sl) a. 
b. 
c. 
d. 
e. 

John walks 
every student walks 
a student walks 
no student walks 
at most one student walks 

= W(j) 
W(j) 1\ W(b) 1\ W(m) 
W(j) V W(b) V W(m) 

= ...,[W(j) V W(b) V W(m)] 
""[(W(j) 1\ W(b)) V (W(b) 
1\ W(m)) V (W(j) 1\ W(m))] 

To return to our earlier, informally stated, connection between scope and the 
(im)possibility of performing certain operations, we may now take the subject 
QP 4,000 people to range over ordinary (atomic) individuals on the OR, as 
seems natural. In the spirit of (SO), individuals may be collected into unordered 
sets, and one may perform all Boolean operations on sets, since the set of all sets 
P(E) over some unordered domain E forms a Boolean algebra, as is illustrated 
in (S2c) below, assuming a two-membered domain E. Note now that this line 
of reasoning captures in algebraic terms our earlier intuition that it is perfectly 
possible either to construct the set of persons who were not involved in some 
event, or to keep a person constant across several events. To construct the 
set of persons who were not engaged in some particular event simply means 
that we form the complement of the set of persons who were engaged in that 
event, and to keep a person constant across several events merely boils down to 
intersecting the sets of persons who were involved in those events. Ultimately, 
since both complementation and intersection (meet) are defined on a Boolean 
algebra, (SO) automatically derives our earlier observation that OR is insensitive 
to WI effects. 

(S2) a. A Boolean algebra is a partially ordered set A which is closed under 
all Boolean operations (Le. meet, join, and complementation). 

b. A (proper) join semi-lattice is partially ordered set A which is closed 
only under join. 

30We will assume, as is standard, that negation is directly associated with Boolean com­
plementation. Cf. Chapter 1, Section 1.1.2., for more discussion on the connection between 
scopal expressions and Boolean operations. 
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c. Boolean algebra 

{a,b} 

~ 
{a} {b} 

~ 
o 
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join semi-lattice 

~ at><:><Jc 
abc 

Recall now that we informally attributed the WI sensitivity of ER to the 
problem that, on the obligatory narrow scope construal of sentence negation and 
the non-principal filter object QPs in (69) as well as (70) and (71), respectively, 
we were forced either to construct (event, person) pairs that participated in 
negative events of visiting some museum, or to keep an (event, person) pair 
constant across several visiting events. Intuitively, it is impossible to perform 
any of these tasks. 

This intuition can be captured in formal, algebraic terms as well. To see 
this, note first that the principle in (80) entails that the obligatory narrow scope 
construal for those object QPs that do not denote principal filters and sentence 
negation requires their associated Boolean operations to be performed in the 
denotation domain of the subject QP 4,000 people. Since all of these scopal 
expressions have at least Boolean complementation associated with them, as 
partly illustrated in (8Id, e), and since Boolean complementation is not defined 
on a join semi-lattice, we would immediate derive the unavailability of ER if 
we could show that the numeral 4,000 ranges over entities that are structured 
in a join semi-lattice. 

Now, on the pair-quantificational approach to ER that we have developed 
and defended in Sections 3 and 4 above, 4,000 does in fact range over entities 
that are structured in a join semi-lattice. We argued in Section 3 that the 
domain of (event, object) pairs constitutes a (proper) join semi-lattice (cf. 27 
above). This essentially followed from the fact that the domain of events has no 
bottom element, from which it could be concluded that the domain of (event, 
object) pairs does not have a bottom element either (cf. Fact 26). Thus, this fact 
not only accounts for the WI effects on ER observed above, it also preserves our 
earlier intuitive explanation of what goes wrong in these cases. In accordance 
with the principle in (80) and our result in (27), the impossibility of constructing 
(event, person) pairs participating in negative events of museum visiting is 
formally explicated in terms of the impossibility of forming the complement 
of the relevant (event, person) pairs, whereas the impossibility of keeping an 
(event, person) pair constant across several events of museum visiting follows 
from the impossibility of performing meet on the relevant (event, person) pairs. 
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Note that we get this result essentially for free, as we already argued in Section 
3.2. for completely independent reasons that the domain of (event, object) 
pairs is structured in a join semi-lattice, thus lending further support to our 
pair-quantificational approach to ER. 

What about the "good guys," then? As the paradigm in (79) makes clear, 
principal filter QPs, such as the ones in (68), can get out of the denotation 
domain of the subject QP by taking inverse scope over it. This means that 
their associated Boolean operations need not be performed in the domain over 
which the determiner of the subject QP ranges. This possibility for saving ER 
is illustrated in (83). Thus, (83) shows that the Boolean meets associated with 
the universal object QP every museum are not performed in the domain of 
(event, object) pairs, but instead serve to conjoin propositions, assuming some 
model where ml and m2 are the only museums. 

(83) a. 4,000 people visited every museum (last year) (0) S) 

ER: every museum is such that there were 4,000 events in which 
a person visited it (last year) 

b. EVERYy: museum'(y)(4,000(e,x) : people'(x) /\ visited'(e,x,y)) 

c. (I{ (e, x) I (e, x, ml) E visited' /\ x E people'}1 = 4000) /\ 
(I{ (e, x) I (e, x, m2) E visited' /\ x E people'}1 = 4000) 

Even though we argued above that the Boolean operations associated with 
the principal filter QPs do not have to be performed in the denotation domain 
of the subject, this is of course no longer the case on their narrow scope, dis­
tributive construal. But then, Szabolcsi and Zwarts's scope principle in (80), 
together with the fact that the domain of (event, object) pairs constitutes a 
(proper) join semi-lattice (cf. 29), will predict that ER for a sentence such as 
(68c) is incompatible with a narrow scope, distributive construal of every mu­
seum, as principal filters generally are defined in terms of Boolean meet (cf. for 
instance 82b), and this operation is not defined on a join semi-lattice. 

Again, the prediction neatly matches the facts. For example, the ER of 
(83a) simply does not admit a narrow scope, distributive construal for the 
universal object QP. Although the sentence does admit of a "package tour"­
interpretation (cf. fn. 29), it does not allow for an ER in which each (event, 
person) pair participates in an event of visiting some individual museum. This 
is so because meet is not defined on the join semi-lattice in which (event, object) 
pairs are structured.31 

31 Note that this particular "opacity" effect on ERs has its analogue in the how-extraction 
cases as well, as observed originally by Williams and taken up by de Swart. If we force a 
universal subject QP to have distributive, narrow scope with respect to wh-extracted how, 
the resulting structure is ill-formed, as attested by (i). 
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Another possibility for principal filter QPs to get out of the denotation 
domain of the subject QP would be to directly denote a singular or plural 
individual. Typically, on the latter, collective construal, a QP such as the 
(three) museums does not support scopal interactions with other QPs, and can 
therefore be said to be scopeless. Descriptively, the singular or plural individual 
reading is only available to the expressions in (84). 

(84) Scopeless expressions 

i. singular definite descriptions, specifically interpreted singular in­
definites, and proper names; 

ii. plural definite descriptions and bare numeral QPs that are inter­
preted collectively. 

Thus, on their singular or plural individual reading, these expressions essen­
tially behave like names. Since names do not have have any Boolean operation 
associated with them, we predict the expressions in (84) to be completely trans­
parent with respect to ER. This prediction squares with what we observe. For 
instance, on its collective construal the object QP the three museums allows a 
(cumulative) ER that might be paraphrased as in (85). 

(85) 4,000 people visited the three museums (last year) 

ER: there were (altogether) 4,000 events in which a person visited any 
one of the three museums (last year) 

Whichever of the two options the object QPs choose for avoiding discord (taking 
inverse scope over the subject or supporting a singular or plural individual 
reading), it is clear that we do not have to perform Boolean operations that 
may be undefined on the denotation domain of the determiner of the subject 
QP. Thus, this analysis covers the pattern of OR and ER evidenced above. 

In this section we have observed that ER is sensitive to WI effects. That 
is, the very same QPs that block how-extraction when occupying the subject 
position also block ER when occupying the object position. Furthermore, we 
have noticed that sentence negation, which is known to induce WI effects, also 
blocks ER that targets the subject QP in simple transitive clauses. Under 
Szabolcsi and Zwarts's (1993) algebraic-semantic approach to WIs, the obser­
vation that ER is sensitive to WI effects provides a very strong argument in 
favour of the pair-quantificational approach to ER, as we developed it in Sec­
tion 3. Given that we argued there that the domain of (event, object) pairs 
forms a join semi-lattice, i.e. a partially ordered set which is neither closed 

(i) * How did the students each behave? 
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under meet nor complementation, the WI effects on ER follow automatically 
from Szabolcsi and Zwarts's account in virtue of two auxiliary observations: 
(i) those scopal expressions that impair ER need to take narrow scope with 
respect to the subject; and (ii) the very same scopal expressions require either 
meet or complementation to be performed. 
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9 
QUANTIFIERS IN PAIR-LIST 

READINGS* 
Anna Szabolcsi 

Department of Linguistics 
UCLA 

In this paper the term pair-list reading will be applied to both types (1) and 
(2): 

(1) Who did every dog bite? 
'For every dog, who did it bite?' 

(2) Who did six dogs bite? 
'For six dogs of your chqice, who did each bite?' 

Type (1) will be referred to as a fixed domain reading and type (2) as a choice 
reading, when the distinction is necessary. 

Pair-list readings arise when the interrogative contains a quantifier; the is­
sue to be addressed is what role this quantifier plays. The standard view is that 
the quantifier here does not have the same kind of quantificational force as in 
other, "normal" contexts; instead, it contributes a restriction on the domain 
of the question. Furthermore, it is assumed that interrogatives on the pair-list 
reading are lifted, i.e., denote generalized quantifiers over individual questions. 
Abstracting away from certain differences between authors (Groenendijk and 
Stokhof 1984, Higginbotham 1991, Chierchia 1993), matrix as well as comple­
ment pair-list readings are assigned the following kind of interpretation: 

(3) 'xP3X[X a set determined by the quantifier & P(which x E X bit whom)] 

where P is a variable ranging over properties like being a secret, being known 
by John or being wondered about by John. 

In this paper I argue that (3) should be traded for two distinct interpreta­
tions. The arguments for the revisions are empirical. They come from observing 

"This paper is a revision of sections 1 through 3 of my paper in the proceedings of the 
Ninth Amsterdam Colloquium; section 4 of that paper is developed in 'Strategies for scope 
taking' (this volume). This research was partially supported by NSF grant #SBR 9222501. 
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exactly what quantifiers support pair-list readings in matrix and in complement 
contexts and analyzing what logical apparatus is necessary for accommodating 
these possibilities. In other words, the argument is guided by the heuristic 
formulated in Szabolcsi (1996): 

(4) What range of quantifiers participates in a given phenomenon is sugges­
tive of exactly what that pheno~enon consists in. 

The two proposed interpretations are as follows. In distinction to (3), (5) 
has domain restriction but no lifting, and (6) has lifting but the quantifier 
operates in its own usual manner. 

(5) Matrix questions and complements of wonder-type verbs: 
which x E A, which y [x bit y] 
where A is the unique set determined by the quantifier 

(6) Complements of find out-type verbs: 
AP[Q(Ax[P(whichy[xbity])])] 
where Q is the usual interpretation of the given quantifier 

Since various papers in this volume argue that bare indefinites, universals and 
modified numerals contribute differently to the interpretation of the sentence, 
(6) cannot mean that in extensional complements, all types of noun phrases 
are "quantified in" in the sense of Montague, for instance. Rather, "the usual 
interpretation of the quantifier" needs to be read as a cover term: each type of 
noun phrase induces a pair-list reading in the same syntactico-semantic fashion 
that is characteristic of it in other scopal contexts. This is supported by the fact 
that the different types of noun phrases induce pair-list readings in somewhat 
different syntactic configurations. This issue is discussed in great detail in the 
next chapter (Beghelli 1996), with specific reference to the syntax and semantics 
of distributivity. 

The organization of the paper is as follows: 
Section 1 provides a brief summary of the pair-list literature, singling out 

some points that are particularly relevant for the coming discussion. 
Section 2 shows that the dilemma of quantification versus domain restriction 

arises only in extensional complement interrogatives. In matrix questions and 
in intensional complements, only universals support pair-list readings, whence 
the simplest domain restriction treatment suffices. Related data, including 
coordination and cumulative readings, are discussed. 

Section 3 argues that in the case of extensional complements, the domain 
restriction treatment is inadequate for at least two independent reasons. One 
has to do with the fact that not only upward monotonic quantifiers support 
pair-list readings, and the other with the derivation of "apparent scope out" 
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readings. The reasoning is supplemented with some discussion of the semantic 
properties of "layered quantifiers." 

The above will establish the need for quantification, so the question arises 
how the objections explicitly enlisted in the literature against quantification 
can be answered. Section 4 considers the de dicto reading of the quantifier's 
restriction, quantificational variability, and the absence of pair-list readings 
with whether-questions, and argues that they need not militate against the 
quantificational analysis. Section 5 summarizes the emergent proposal. 

Finally, section 6 discusses the significance of the above findings for the 
behavior of weak islands. It has been claimed that one way to evade a weak 
island violation is for the potentially offending quantifier to support a pair-list 
reading. The present paper predicts, then, that the quantifiers that give rise 
to weak island violations in matrix questions and intensional complements are 
not the same as those that do in extensional complements. The data will be 
shown to bear out this prediction, which in turn provides additional support 
for the scopal approaches to weak islands and to pair-list readings. 

1 SOME PROPOSALS IN THE LITERATURE 

As was mentioned in the introduction, it is currently assumed that quanti­
fiers do not behave in their usual manner when supporting pair-list readings; 
rather, they uniformly provide a domain restriction for the question. Why is 
quantification into interrogatives a problematic issue? Detailed discussions of 
the problems and how they are handled in the literature can be found in Groe­
nendijk and Stokhof (1984, 1989), Higginbotham (1991), Lahiri (1991), and 
Chierchia (1993). The present section merely singles out a few points that will 
be relevant in the coming discussion. 

The crux of the matter is that quantification is defined for domains of type 
t (expressions that can be true or false), and interrogatives are not such. Now 
essentially two strategies can be followed. One is to find a suitable subex­
pression or superexpression of type t, and quantify into that. Another is to 
let the quantifier contribute to the interpretation of the interrogative in some 
non-quantificational way which, however, gives the same semantic result. 

In the discussion below, when a question contains a quantifier, I will be 
concerned only with the pair-list reading. No mention will be made of the 
other (primary) reading. 

1.1 Karttunen 

To begin with, Karttunen (1977) interprets the wh-question (7a) as the set 
of true propositions which have the semantic format 'Fido bit a.' E.g., if Fido 
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bit Mary and Judy and no one else, then (7b) denotes the set of propositions 
{I\Fido bit Mary, I\Fido bit Judy}. 

(7) a. Who did Fido bite? or who Fido bit 

b. Ap3x[Vp & p = I\(Fido bit x)] 

Trying the "subexpression trick," quantification into (7b) would give the fol­
lowing result: 

(8) a. Who did every dog bite? or who every dog bit 

b. * Ap\t'y[dog(y) -+ 3x[Vp & p = I\(y bit x)]] 

As Karttunen points out, (8b) is not what we want: the set of propositions 
in (8b) is empty whenever there is more than one dog. Thus (in the 1977 
paper) he effectively invokes the "superexpression trick." He proposes that 
pair-list readings are obtained by quantifying into a superordinate clause; for 
matrix questions he assumes embedding under a silent performative verb. Using 
Hendriks' (1993) technique to generate extraclausal scope, we may restate this 
solution by postulating a uniformly lifted representation for pair-list readings. 
(9b) is the set of properties (like being known to John) such that for every dog 
y, the set of true answers to the question who y bit has those properties: 

(9) a. Who did every dog bite? or who every dog bit 

b. AP\t'y[dog(y) -+ P(Ap3x[Vp & p = I\(y bit x)])] 

1.2 Groenendijk and Stokhof 

Compare this with Groenendijk and Stokhof's (1984) proposal. These au­
thors interpret the basic interrogative as a single proposition: the set of those 
worlds i in which the things Fido bit are the same as in the real world j.1 E.g., 
if Fido bit Mary and Judy and no one else, then (lOb) denotes the proposition 
I\({x I Fido bit x} = {Mary, Judy}).2 

(10) a. Who did Fido bite? or who Fido bit 

IGroenendijk and Stokhof appeal to explicit quantification over possible worlds. Take, for 
instance, Ax[bit(i)(x)(Fido)]. Here bit is understood as denoting the intension of the verb 
bit. Then bit(i) is its extension in world i. The whole lambda expression denotes the set 
of those who Fido bit in world i. Ai[bit(i)(King)(Fido)] is the set of worlds in which Fido 
bit King, i.e., the proposition that Fido bit King. Montague (1974) would have written this 
as lI(bit(King)(Fido)). Groenendijk and Stokhof cannot use this simpler notation because it 
would not enable making reference to worlds, which they need in (lOb). These notational 
complications are quite independent of our main concern. 

2 A proposal to treat questions as generalized quantifiers is presented in Gutierrez Rexach 
(1996). This can be regarded as an extensional version of Groenendijk and Stokhof in view 
of the fact that Who did Fido bite? is interpreted as AP[Ax[person(x) & Fido bit(x)] == P], 
where P is an answer set. 
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b. Ai[Ax[bit(i)(x)(Fido)] = Ax[bit(j)(x)(Fido)]] 

In this case the "subexpression trick" does work for some examples: 

(11) a. Who did every dog bite? or who every dog bit 

b. AiVy[dog(j)(y) -t (Ax[bit(i)(x)(y)] = Ax[bit(j)(x)(y)])] 

However, as Groenendijk and Stokhof point out, this does not give the desired 
result when the quantifier is an indefinite: 

(12) a. Who did six dogs bite? or who six dogs bit 

b. * Ai:l6y[dog(j)(y) & (Ax[bit(i)(x)(y)] = Ax[bit(j)(x)(y)])] 

The crucial difference is that in (l1a) we have a universal and, consequently, 
the question has a unique true and complete answer. The question in (12a) on 
the other hand does not have a unique true and complete answer, i.e., it does 
not denote a unique proposition. On the intended interpretation, one first has 
to choose some set of six dogs (hence the name choice question); only after this 
is accomplished can the real question be asked and receive a true and complete 
answer. To accommodate the existential quantifier that captures choice, lifting 
is necessary. The format of the simplest amendment of (12b) would come quite 
close to (my expression of) Karttunen's (9b): 

(13) a. Who did six dogs bite? or who six dogs bit 

b. AP:l6y[dog(j)(y) & P(j)(Ai[Ax[bit(i)(x)(y)] = Ax[bit(j)(x)(y)]])] 

The properties P that a lifted question takes as argument are like being a secret 
or being known by John. 

Groenendijk and Stokhof (1984) discuss Karttunen's quantificational ap­
proach in detail and reject it. The ultimate reason is that (9b) as well as (13b) 
interpret the predicate dog de reo I return to this in section 4.1 below. They 
propose a quite different approach, namely, that the quantifier, whether it be 
a universal or an existential, does not act in pair-list readings the same way it 
does elsewhere. Instead, it determines a set that serves to restrict the domain 
of the question. The crucial insight is that the universal in Who did every dog 
bite? functions in the same way as the wh-in-situ in Who did which dog bite? 
Similarly, Who did six dogs bite? may be interpreted as Who did which of the 
six dogs that you chose bite? 

The set that serves to restrict the domain of the question is a witness set 
of the quantifier. (For some background, see Chapter 1.) 

(14) A set W is a witness of the generalized quantifier GQ iff W is an element 
of GQ and is also a subset of the smallest set GQ lives on. 
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Universals have a unique witness. The witness of [every dog] is the set DOG. 
An indefinite containing the numeral n has as many witnesses as there are 
distinct n-tuples in the relevant part of the universe; e.g. any set that contains 
at least six dogs and no non-dogs is a witness of [six dogs]. 3 Thus the general 
format of pair-list readings in Groenendijk and Stokhof (1984) is as follows: 

(15) a. Who did every/six dog(s) bite? or who every/six dog(s) bit 

b. AP3W[W a witness of [every/six dog(s)] & 
P(j)(Ai[AXxEW Ay[bit(i)(y )(x)] = AXxEW Ay[bit(j) (y)(x)]])] 

Since [every dog] has a unique witness, the set DOG, lifting in this case might 
be dispensed with and we could have (16): 

(16) Ai[AxxEDOGAy[bit(i)(y)(x)] = AXxEDOGAy[bit(j)(y)(x)]] 

Many complicated-looking details of (15b) are irrelevant for the coming discus­
sion, so from now on I will abbreviate it as follows: 

(17) Schematic representation of the pair-list reading using domain restric­
tion: 

AP3W[witness(W, [QP]) & P(which x E W bit whom)] 

Technically, both (17) and (9b) contain a property variable P that applies to a 
question denotation. The main difference is that in (9b), the quantifier occurs 
outside this question denotation, whereas in (17), only the choice of W does. 
The rest of the action associated with the quantifier (cf. which x E W) occurs 
inside the question denotation. In 3.2 we shall see that this is what eventually 
qualifies (9b) "quantificational" and (17) "non-quantificational." 

This is the background that I assume below. A few further comments are 
in order. 

As Chierchia (1993) explains in detail, there is a to some extent termino­
logical debate concerning whether pair-list readings involve scope and quan­
tification into interrogatives. Groenendijk and Stokhof (1984) maintain that 
the quantifier is assigned scope over the wh-phrase, but the phenomenon is not 
quantification. Higginbotham and May (1981), May (1985) and Higginbotham 
(1991, 1993) on the other hand argue that we are dealing with both scope and 
quantification; however, their explication of what quantification amounts to in 
this context is, in the pertinent respects, logically equivalent to Groenendijk 

3Groenendijk and Stokhof actually use minimal elements, and Chierchia, minimal wit­
nesses, in the definition of domain restriction. Minimality causes a problem because it col­
lapses [at least six dogs], [more than five dogs) and [exactly six dogs] on the one hand, and 
all decreasing quantifiers on the other. Plain witness gives the correct results. I presuppose 
this improvement in the main text. 
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and Stokhof's (1984) allegedly non-quantificational solution. For this reason, 
I do not discuss this theory separately; unless otherwise indicated, whatever I 
say about Groenendijk and Stokhof is assumed to hold of Higginbotham and 
May, too. 

1.3 Chierchia 

Engdahl's (1985) approach, which inspired Chierchia's (1992, 1993) and 
Jacobson's (1992), constitutes a genuine alternative. Engdahl takes functional 
questions (18) to be paradigmatic and proposes that individual questions (19) 
as well as pair-list questions (20) are but special cases: 

(18) a. Who did every dog/no dog bite? 
which I, every/no dog x bit I(x) 

b. Its (own) master. 
I = master-of 

(19) a. Who did Fido bite? 
which I, Fido bit I (Fido) 

b. Mary. 
I = {(Fido, Mary)} 

(20) a. Who did every dog bite? 
which I, for every dog x, x bit I(x) 

b. Fido bit Mary, Spot Fido, and King my cat. 
1= {(Fido, Mary), (Spot, Fido), (King, my cat)} 

As Chierchia explains, the parallelism between the classical functional reading 
and the so-called pair-list reading is grounded in the fact that a function may be 
defined "intensionally," pointing out a generalization, or "extensionally," simply 
specifying a set of ordered pairs. The classical functional reading obtains when 
a generalization is available, cf. (18b). The pair-list reading obtains when we 
are content with an extensional definition, cf. (20b). 

This approach differs from all the above in that it does not assume a 
QP> WH scope relation in pair-list readings: the wh-phrase has widest scope. 
Chierchia enlists a novel empirical reason for adopting this analysis: he pro­
poses to explain the well-known subject/object asymmetry in pair-list licensing 
with reference to a Weak Cross-over effect induced by the "layered trace" Ix. 
It seems, however, that a wider range of data exhibits intricate patterns that 
can by no means be reduced to WCO. There are differences between matrix 
and complement and between every and each that WCO cannot predict, and 
even the behavior of VP-internal arguments seems to diverge from the WCO 
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pattern. See Beghelli (1996) for a detailed discussion of the relevant data. In 
the light of these, I do not find Chierchia's syntactic argument compelling. 

Exactly how interrogatives are interpreted and how the quantifier con­
tributes to the pair-list reading are matters that are independent of the above 
choice. Chierchia (1993) combines Engdahl's functional approach with Kart­
tunen's interpretation of interrogatives and Groenendijk and Stokhof's innova­
tion of letting the quantifier contribute a domain restriction. The result is as 
follows: . 

(21) a. Who did every/six dog(s) bite? or who every/six dog(s) bit 

b. 'xP3W[W a witness of [every/six dog(s)] & 
P('xp3f/E[W --+ ANIMATEj3xxE w[Vp & p = Abit(x, f(x))])] 

1.4 Summary 

Singling out a few points that are particularly relevant for the coming dis­
cussion, let me conclude this section with the following observation: 

(22) Groenendijk and Stokhof's, Higginbotham's and Chierchia's approaches 
to pair-list readings share the following properties (overtly or in view of 
logical equivalence): 

a. No descriptive or theoretical distinction is made between matrix 
and complement cases; 

b. All pair-list readings are (allowed to be) interpreted as generalized 
quantifiers over individual questions; 

c. The quantifier is assumed to contribute a set that serves to restrict 
the domain of the question. 

I will challenge these assumptions on the basis of data concerning what quan­
tifiers support pair-list readings. 

2 THE MATRIX VERSUS EXTENSIONAL 
COMPLEMENT ASYMMETRY 

This section will demonstrate that the ranges of quantifiers that support gen­
uine pair-list readings in matrix and in complement contexts are quite differ­
ent. In brief, only universals do so in the matrix and in intensional (wonder) 
complements, whereas almost all quantifiers do so in extensional (find out) 
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complements.4 Anticipating the detailed data to be presented in the sections 
below, let us see what the significance of these observations might be. 

The traditional ideal of formal elegance requires that the accounts of quan­
tificational phenomena be designed to be as general as possible. The results 
presented in this volume as well as elsewhere indicate, however, that very often 
only particular subsets of quantifiers participate in a given process. One way 
to deal with this is to supplement the general accounts with filters. Another is 
to go for specialized accounts from the very beginning. A specialized account 
is one that builds on the distinctive properties of that subset of quantifiers that 
actually participate in the phenomenon to be accounted for and does not try to 
be applicable to others. This is the strategy I am following. Therefore, the ac­
counts of matrix and complement pair-list readings must match the respective 
participating quantifiers. 

Consider matrix questions first. As Section 1 made clear, interpreting pair­
list readings as generalized quantifiers over individual questions ("lifting") is 
necessitated only by choice questions, which do not have a unique true and 
complete answer. If only universals need to be taken care of, then, using a 
Groenendijk and Stokhof-style interpretation of interrogatives, either the sim­
plest form of quantification (12b) or the simplest form of domain restriction 
(17) will do. 

(12b) Ai[Vy[dog(j)(y) -t (Ax[bit(i)(x)(y)] = Ax[bit(j)(x)(y)])] 

(17) Ai[AxxEDOGAy[bit(i)(y)(x)] = AXxEDOGAy[bit(j)(y)(x)]] 

More precisely, only (12b) is really contingent on adopting Groenendijk and 
Stokhof's particular interpretation of interrogatives. Recall that the gist of 
(17) is that it assimilates Who did every dog bite? to Who did which dog bite? 
Thus an analog of (17) should be possible to devise in any theory that handles 
multiple interrogation. 

Let us assume that domain restriction is the adequate account of matrix 
pair-list questions. Does some form of it extend to complement interrogatives 
in general, as suggested in the literature? It will be pointed out in 3.1 that the 
answer depends on the monotonicity properties of the participating quantifiers. 
Given that the quantifiers that support complement pair-list readings are not 
all filters and, furthermore, some of them are not even upward monotonic, we 
shall see that the data lead the conclusion that the answer is No. 

It is clear, then, that on my analysis pair-list readings do not constitute a 
unitary phenomenon. It may be a little unsettling to assign divergent semantic 
analyses to matrix and intensional/extensional complement cases but, in fact, 
Beghelli (1996) points out that they must diverge in syntax, too. 

4The intensional/extensional qualification of these complements comes from Groenendijk 
and Stokhof. 
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2.1 Universals versus modified numeral indefinites 

The basic observation that indefinites only support pair-list readings in com­
plements was made in the course of joint work with Frans Zwarts in 1992. A 
study by St. John (1993) confirmed this and revealed the significance of cumu­
lative readings; Doetjes (1993) independently made consonant suggestions. I 
thank S. Spellmire for assistance with the field work from which come the more 
detailed data which the present paper rests on. 

Consider first (23) versus (24): 

(23) Who OK Fido bit X, Spot bit Y, .. . 

(24) 

Which boys 
Which boy 
What boy 

Who 

did every dog bite? 

Which boys did more than two dogs 
Which boy bite? 
What boy 

OK Fido bit X, Spot bit Y, .. . 
% Fido bit X, Spot bit Y, .. . 
% Fido bit X, Spot bit Y, .. . 

* Fido bit X, Spot bit Y, .. . 
* Fido bit X, Spot bit Y, .. . 
* Fido bit X, Spot bit Y, .. . 
* Fido bit X, Spot bit Y, .. . 

There is a clear contrast between the two sets. Every dog is a basically good 
inducer of pair-list readings (although not as good as is assumed in the lit­
erature: many speakers reject the examples that contain an overtly singular 
wh-phrase, see the %'s). On the other hand, no speaker is tempted to answer 
the question containing more than two dogs with a list of pairs. Similar to 
more than two dogs are all "modified numerals," e.g. two or more dogs, exactly 
two dogs, fewer than two dogs, many/few dogs. As to Who did at least two 
dogs bite?, some speakers are willing to answer it with a pair-list, but this is 
probably a pragmatic "mention some" effect induced by a non-logical use of 
at least. The reason to believe this is that (i) logically equivalent two or more 
dogs never elicits pair-list answers, and (ii) speakers who answer the at least 
two dogs question with a pair-list tend pick just two dogs, rather than three or 
eleven. 

But the contrast between universals and "modified numeral indefinites" 
vanishes in complements, together with the mysterious (to me) marginality of 
singular wh-phrases. For instance: 

(25) a. John found out who/which boys every dog bit. cf. (23) 
OK 'John found out about every dog who/which boys it bit' 

b. John found out which boy every dog bit. 
OK 'John found out about every dog which boy it bit' 

(26) John found out which boy more than two dogs bit. cf. (24) 
OK 'John found out about more than two dogs which boy each bit' 
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Similar to more than two dogs are practically all the modified numerals listed 
above; the data will be discussed more closely in 3.1. 

To be more precise, the matrix effects disappear only in a subset of the com­
plement cases. The paradigm below indicates that the complement of wonder 
behaves exactly like matrix questions: 

(27) a. John wonders who every dog bit. 
OK pair-list 

b. John wonders which boy every dog bit. 
% pair-list 

(28) John wonders who more than two dogs bit. 
?? pair-list 

cf. (23), (25) 

cf. (24), (26) 

The demarcation line is between matrix verbs that Groenendijk and Stokhof 
call extensional versus the ones that they call intensional. The names are due 
to the fact that on their approach, the extension of a question is its answer. The 
sentence John found out who came means 'John found out the answer to the 
question Who came?.' On the other hand, John wonders who came means 'John 
stands in the wonder-relation with the question Who came?.' Apparently, one 
cannot stand in the wonder-relation to a question which, not being a possible 
matrix question, cannot be asked in its own right.5 

What the data show, then, is that modified numeral indefinites support 
a pair-list reading only in (extensional) complements. One possibility is that 
the asymmetry between matrix (24) and complement (26) hinges on the very 
notion of choice. Intuitively, the desired reading seems to require more than 
the existence of a witness set about whose elements the question may be asked. 
Rather, it seems to require that the indefinite be able to "offer up sets for 
choice." Modified numeral indefinites are apparently unable to do so, and this is 
not surprising: as Szabolcsi (1996) shows, they are essentially counters, not set 
denoters. In contrast, pair-list readings in the complement do not involve any 
"choice." As the paraphrases indicate, they involve counting (here: counting 
the dogs about whom John found out which boy they bit). For the modified 
numeral, this is business as usual. 

2.2 The natural habitat of lifted questions 

In this section, I wish to take another look at the explanation for the matrix 
versus subordinate asymmetry offered at the end of 2.1. 

5There are other respects in which complements of wonder behave like matrix questions. 
Munsat (1986) notes a variety of such points, including the licensing of negative polarity 
items. Berman (1990) draws a parallelism in the context of quantificational variability. G. 
Carlson (p.c.) points out that in some American English dialects, wonder-complements 
exhibit inversion, together with sequence of tenses. 
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I suggested that the reason why modified indefinites do not support matrix 
pair-list questions is that, being counters, they cannot offer up sets for choice. 
If this is true, then bare numeral indefinites, which are known to introduce set 
(group) referents, are expected to be great inducers of choice readings. But, 
while certainly there is improvement, they are just not good enough: 

(29) Which man/who did more than two dogs bite? 
* Fido bit X, King bit Y, and Spot bit Z. 

(30) Which man/who did two dogs bite? 
? Fido bit X, and King bit Y. 

Moreover, while English allows this use of bare numerals, Dutch does so to a 
much lesser extent (even Groenendijk and Stokhofthemselves (1984, pp. 555-6) 
express serious doubts about the availability of these readings in Dutch): 

(31) Welk boek lazen twee jongens? 
what book read two boys 

?* Jaap read War and Peace, and Henk read Magic Mountain. 

Thus the possibility arises that no matrix interrogative ever involves choice and 
(30), to the extent it is acceptable, is an instance of something else.6 But what 
can be wrong with choice? 

6In this note I offer an analysis of what this "something else" might be. I admit, however, 
that I do not yet have a fully satisfactory pretheoretical grasp of these particular data, whence 
the analysis may need to be revised in the future. I expect that this will not affect the rest 
of the proposal in this paper. 

Bare numeral indefinites in English appear to be able to support matrix pair-list (choice) 
readings. I will first claim that these are not really pair-list cases. 

Krifka (1991) and Srivastav (1992) discuss questions with definites, and argue that they 
support not pair-list but cumulative readings. Consider: 

(i) Who 
Which boys 
Which/what boy 

did the dogs bite? 
OK Fido bit X and Spot bit Y. 
OK Fido bit X and Spot bit Y. 

* Fido bit X and Spot bit Y. 

They argue that the "real answer" here would be The dogs, Fido and Spot, bit X and Y 
(between them), and the apparent pair-list answers are just more cooperative ways of spelling 
out how exactly the bitings were distributed. (The same basic observation had been made 
in Szabolcsi 1983, p. 128, in response to Hai"k 1984.) 

I suggest that the indefinites data in (30) is to be interpreted in the same way. Namely, 
an answer of the pair-list format is acceptable only insofar as it merely disambiguates an 
acceptable answer of the cumulative format: 

(ii) Who 

Which boys did two dogs bite? 

Which/what boy 

What is the evidence for this analysis? 

OK Fido bit X and King bit Y 
= They bit X and Y 

OK Fido bit X and King bit Y 
= They bit X and Y 

?? Fido bit X and King bit Y 
i- They bit X and Y 
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Prior to proposing an answer, it is in order to note that the claim that only 
universals support pair-list readings is in some sense not new. At earlier stages 
of their work, both Groenendijk and Stokhof (1982) and Chierchia (1992) had 
made such a claim and offered their own explanations for the restriction. The 
critical difference between these theories and mine is that they assumed that 
all matrix and complement cases work identically, whereas I am observing a 
descriptive contrast and am therefore seeking an explanation that holds for 
matrix questions but not, for instance, the wh-complement of find out. 

As was pointed out in 1.2, the fact that an interrogative does not have a 
unique true and complete answer requires lifting the question and interpreting 
it as a generalized quantifier, viz. as a set of properties like being a secret, 

Two dogs questions resemble the dogs questions in that they typically require wh-phrases 
that are not overtly singular. This is unfortunately of less diagnostic value than Krifka and 
Srivastav think, since many speakers of English reject the singular even with fixed domain 
readings. However, I have found reliable informants who do accept the singular in the case 
of every dog (hence the % in (23» and nevertheless reject it in the case of the dogs and two 
dogs, which squares with the analysis. 

Another relevant fact is that plain X and Y is itself an acceptable answer to Who/ Which 
boys[plural!] did two dogs bite? in the cumulative situation where one dog bit X and the 
other bit Y, i.e., when the dogs bit one person each. 

Why is the cumulative option unavailable to modified numeral indefinites, cf. (29)? The 
term "cumulative" may be a little misleading here, since Scha (1981) introduced it in con­
nection with cardinalities, and indeed, More than two dogs bit fewer than six boys between 
them is fine. The readings in (30)j(ii) should rather be called "distributed group" readings. I 
suggest that more than two dogs and its brothers do not participate in such readings because, 
unlike the/two dogs, they are not potential group denoters in the relevant sense. This accords 
with Kamp and Reyle's (1993) observations; for further discussion, see Szabolcsi (1996) and 
Beghelli (1996). 

The claim that bare numerals support cumulative (distributed group) readings, not pair­
list readings does not directly solve our basic problem, however. Since groups consisting of 
two dogs can be many, choice is involved here, too. Also, there is a type of data that has not 
been mentioned yet: disjunctive questions. 

(iii) Who did Fido or King bite? OK King bit John. 

On Groenendijk and Stokhof's analysis, these are choice questions, too (and, according to 
their judgment, the intuitively best case). 

What I am going to suggest is that (iii) is not an instance of the choice reading. Rather, the 
sole interpretation of the question is one where the wh-phrase has widest scope, i.e., 'Who is 
such that either Fido or King bit him?' The answer given above is a partial answer (presented 
in a co-operatively explicit format it la Srivastav and Krifka) , which is elicited under particular 
pragmatic circumstances that Groenendijk and Stokhof (1984) call "mention-some" contexts. 
In the same vein, I assume that the pertinent distributed group reading of (ii) Who/which 
boys did two dogs bite? is also a "mention-some" example, rather than a choice reading. 
Thus its representation is as in (iv), with B a variable over groups of boys and D over groups 
of dogs: 

(iv) Ai[AB3D[IATOMS(D)1 = 2 & Vb:S B[3d :S D[d bit(i) bll & 
Vd:S D[3b :S B[d bit(i) bll = AB3D[lATOMS(D)1 = 2 & 
Vb:S B[3d :S D[d bit(j) b]] & Vd :S D[3b :S B[d bit(j) blll 
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being known by John, etc. Now, such an interpretation is entirely natural for 
complement interrogatives, which are indeed syntactic arguments of expres­
sions denoting such properties. But matrix interrogatives never combine with 
expressions of this sort (unless we literally adopt Ross's silent performative 
hypothesis). Instead, they are genuine questions. Thus it seems natural to 
interpret them in a way that directly links them to possible answers, which is 
what the unlifted interpretations do; and it is not natural to interpret them 
as lifted questions. The natural habitat of lifted questions is the argument 
position.7 

In general, I assume that it is justified to interpret an expression E as 
a function over properties P only if E actually combines with denoters of 
such properties. This constraint properly distinguishes lifted questions from 
questions-as-generalized quantifiers in the sense of Gutierrez Rexach (1996). In 
the former case, the question takes properties denotable by matrix clauses as ar­
gument; in the latter case, the question takes properties denotable by elliptical 
answers as argument. The latter is fully justified for a matrix question. 

If this reasoning is correct, then only interrogatives which in virtue of their 
semantic form have a unique answer are possible in the matrix. This claim 
excludes choice questions with indefinites, whether modified or bare. Interest­
ingly, it also makes predictions for data in a related domain: conjunctions and 
disjunctions of questions. 

2.3 Conjunctions and disjunctions of interrogatives 

Groenendijk and Stokhof point out that both fixed domain questions and 
choice questions come in (at least) two varieties: 

(32) a. What did every girl read? 

b. What did Mary read? And, what did Judy read? 

(33) a. What did some girl read? 

b. What did Mary read? Or, what did Judy read? 

The parallelism between the (a) and the (b) cases is of course based on the 
fact that universal quantification reduces to conjunction (intersection), and ex­
istential quantification to disjunction (union). What is relevant to us here is 
that the two-question sequence in (32b) has a unique complete and true an­
swer, exactly as (32a) does, while the two-question sequence in (33b) lacks one 
(involves a choice), exactly as (33a) does. This entails that the representation 
of (32b) can go unlifted, but that of (33b) cannot: 

7r thank G. Chierchia for discussion on this point. 
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(34) What did Mary read? And, what did Judy read? 

Ai[Ax[read(j)(x)(mary)] = Ax[read(i)(x)(mary)]] n 
Ai [AX [read (j) (x) (judy)] = Ax[read(i)(x)(judy))) 

= Ai [AX [read(j) (x) (mary)] = AX [read (i) (x) (mary)] & 

AX [read(j) (x) (judy)] = Ax[read(i)(x)(judy))) 

(35) What did Mary read? Or, what did Judy read? 

* Ai[Ax[read(j)(x)(mary)] = Ax[read(i)(x)(mary))) u 
Ai[Ax[read(j)(x)(judy)] = Ax[read(i)(x)(judy))) 

= Ai[Ax[read(j)(x)(mary)] = Ax[read(i)(x)(mary)] V 

Ax[read(j)(x)(mary)] = Ax[read(i)(x)(judy))) 

AP[P(j)(AjAi[Ax[read(j)(x)(mary)] = AX [read(i) (x) (mary))) V 

P(j) (AjAi[Ax[read(j) (x) (judy )] = Ax[read(i)(x)(judy)))))) 
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We are now predicting that question disjunctions are unavailable wherever pair­
list readings with indefinites are. Let us see how this prediction works out. 

Question disjunctions that illustrate the choice reading in the literature 
invariably come in an inter-sentential format, as in (33b). If this were an 
irrelevant detail, the or connecting the two sentences could easily be moved 
into intra-sentential position. But it cannot: 

(36) a. Who did you marry? Or, where do you live? 

b. ?? Who did you marry or where do you live? 

This suggests that the or in (33b) and (36a) does not really offer a choice but, 
instead, is an idiomatic device that allows one to cancel the first question and 
replace it with the second. This idiomatic character is corroborated by the fact 
that the Hungarian equivalents are entirely unacceptable unless ink6.bb 'rather, 
instead' is added; something that we do not expect if the connective acts as 
a standard Boolean operator. The marginality of (36b) indicates, then, that 
questions cannot be directly disjoined. 

Just as pair-list readings with indefinites are perfect in extensional com­
plements, disjunction becomes impeccable, too. But the claim that questions 
cannot be directly disjoined is confirmed by the fact that (37) only has a wide 
scope or (distributive) interpretation obtained by lifting both disjuncts: 

(37) John found out who you married or where you live. 

i. 'John found out who you married or found out where you live' 
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ii. * 'John found out (who you married or where you live)' 

Naturally, for this distinction to make sense, the two readings must be distinct. 
According to Groenendijk and Stokhof (1989), know wh-¢ and/or wh-'I/J is log­
ically equivalent to know wh-¢ and/or know wh-'l/J. I disagree with this in the 
case of or. Take (38): 

(38) a. Bill knows where John lives or knows who Sue married. 

b. Bill knows (where John lives or who Sue married). 

If Bill never heard of Sue, (38a) may be true but (38b), if grammatical at all, 
seems implausible. Intensional verbs, as above, retain the matrix effect: 

(39) ?? John wonders where you live or who you married. 
'John would be happy to know either' 

The claim that interrogatives must be lifted first to become disjoinable is 
corroborated by syntactic data from Hungarian and Korean (Seungho Nam, 
p.c.). In these languages, even wh-complements are introduced by a subordi­
nator morpheme. The Hungarian subordinator is hogy, and the counterpart of 
(37) is unacceptable unless both disjuncts contain a hogy: 

(40) Janos megtudta, hogy kit vettel felesegiil vagy *(hogy) hoI 
John found-out that whom you married or *(that) where 
laksz. 
you-live 

In Korean, ci is the subordinator: . 

(41) a. * na-nun Mary-ka etiey 
I-top Mary-nom where 
sal-nun-ci al-ayo 
live-pres-comp know 

sal-kena Kathy-ka etiey 
live-or Kathy-nom where 

b. na-nun Mary-ka etiey sal-nun-ci hokun etiey 
I-top Mary-nom where live-pres-comp or where 
sal-nun-ci al-ayo Kathy-ka 
live-pres-comp know Kathy-nom 
'I know where Mary lives or where Kathy lives' 

That our predictions are borne out for the right reason (that is, for a seman­
tic, not a logico-syntactic one) is corroborated by the fact that conjunctions 
pattern like universals. And can be moved into intra-sentential position, and 
the repetition of the subordinator (hogy / ci) is optional: 

(36)' a. Who did you marry? And, where do you live? 
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b. Who did you marry and where do you live? 

(40)' Janos megtudta, hogy kit vettel felesegiil es (hogy) hoI 
John found-out that whom you married and (that) where 
laksz 
you-live 

(41a)' na-nun Mary-ka etiey sal-ko Kathy-ka etiey 
I-top Mary-nom where live-and Kathy-nom where 
sal-nun-ci al-ayo 
live-pres-comp know 
'I know where Mary lives and where Kathy lives' 

To conclude, it seems plausible that the reason why matrix choice questions 
(whether they involve modified numeral indefinites, bare numeral indefinites, 
or disjunction) do not exist is that matrix clauses cannot denote generalized 
quantifiers of the pertinent kind. (For a preliminary account of some residual 
cases, see note 6.) 

It is worth noting that my findings refute the letter, but not the spirit, 
of Groenendijk and Stokhof's theory of choice questions. It is true that the 
data turn out to be different than they assumed. But what their theory says 
really is that if choice questions exist, they have to be lifted. The fact that 
choice questions do not exist in a context where it is reasonable to assume that 
denoting lifted questions is impossible is perfectly consistent with this theory. 

3 THE NECESSITY OF QUANTIFICATION INTO 

(EXTENSIONAL) COMPLEMENT 

INTERROGATIVES 

3.1 Domain restriction and monotonicity 

Let us from now on focus solely on (extensional) complement interrogatives. 
In what follows I will assume that all complement interrogatives denote 

generalized quantifiers. The question, then, is whether the domain restriction 
schema in (17) is an adequate general representation of complement pair-list 
readings: 

(42) a.. .. who QP bit 

b. AP3W[witness(W, [QP]) & P(which x E W bit whom)] 
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I argue that it is not adequate, for at least two independent reasons. The first 
has to do with monotonicity. The second has to do with "apparent scope out" 
readings, to be discussed in 3.2. 

The simple point to be made in this subsection is that domain restriction 
requires upward monotonicity. Why? "Domain restriction" means that we pick 
a set and restrict our attention to its members, ignoring whatever happens 
outside. But we can only safely do so if that set is determined by an increasing 
quantifier. To illustrate with non-interrogative examples, 

(43) a. (At least) two men walk = There is a set of (at least) two men who 
walk 
(it does not matter if men outside this set also walk) 

b. Exactly two men walk t= There is a set of exactly two men who 
walk 
(we must guarantee that all walking men are in this set) 

c. Less than two men walk t= There is a set of less than two men who 
walk 
(we must guarantee that all walking men are in this set) 

The schema in (42) faces exactly the same problem as the paraphrases in (43). 
For instance, if P is replaced by John knows, we get that there is a witness 
W of QP about whose members John knows who they bit, ignoring whatever 
else John knows. (42) misinterprets any sentence in which the QP inducing the 
pair-list reading is not upward monotonic. 

At this point the empirical question of exactly what quantifiers support 
pair-list readings becomes crucial. It is sometimes claimed in the literature 
that only upward monotonic cases work. The data justifying this claim tend 
to involve only matrix questions with no N, however. That is, neither other 
decreasing quantifiers, nor non-monotonic quantifiers (which pose exactly the 
same logical problem) are investigated. 

In 2.1 I have anticipated that, in distinction to matrix questions, almost all 
quantifiers support pair-list readings in extensional complements. Let us now 
take a closer look at the data. 

One type of context I used to elicit the relevant judgments is as follows. 
We are in the business of finding out how dangerous each neighborhood dog is 
and get together to compare notes. This context simply makes the competing 
non-pair-list reading of the complement irrelevant, without being either prag­
matically or syntactically too special to produce representative judgments. A 
sample of the results is as follows: 

(44) a. I found out who three dogs bit. 

b. I did a lot better! I found out who more than five dogs bit. 
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c. John is not here but I have glanced at his list, and I estimate 
that he found out who more than five but certainly fewer than 
ten dogs bit. 

d. And I know that Judy found out who exactly four dogs bit. 

e. ? Bill is very lazy: he only found out who at most three dogs bit. 

f. * Mary is even worse: she found out who no dog bit. 

g. Don't worry; I think we now know who every dog bit. 

What we see is that the only type of quantifier that is clearly excluded in 
this context is no dog. With this one exception, increasing (44a, b, g), non­
monotonic (44c, d), and decreasing (44e) quantifiers are found to support a pair­
list reading. It is true that decreasing examples seem to require the presence 
of only in the matrix and even so, they may be somewhat worse than the rest. 
The crucial fact is, however, that upward monotonicity is not a sine qua non 
for the pair-list reading. 

The conclusion is that the domain restriction schema (42) needs amending. 
Let us consider three alternatives. 

The first, (45) just adds an ad hoc maximality condition to (42), so that it 
will not go wrong if QP is not upward monotonic. 

(45) AP3W[witness(W, [QP]) & P(which x E W bit whom) 
& 'v'x[x ~ W -+ ..,P(whom x bit)]] 

The second version, (46) departs from this most radically: it is standard quan­
tification into a lifted interrogative, assigning wide scope to Q dogs over the 
wh-phrase. 

(46) APQx[dog(x) , P(who y[x bit y])] 

The third version, (47) is an interesting intermediate case. If we read the orig­
inal (42) as a noble, though empirically incorrect, attempt to express that only 
increasing quantifiers support pair-list readings, then (47) just expresses, in the 
same spirit, what seems to emerge from (44) as the correct empirical general­
ization, namely, that all quantifiers except for the type no dog do so. This 
is how (47) works. QP is required to have a non-empty witness A. "Nega­
tive" quantifiers like no dog are distinguished by having the empty set as their 
unique witness, so this formulation lets all others in (given a universe that is 
not trivially too small).8 The rest ensures that all and only the members of A 
count: 

8If data involving other decreasing quantifiers are not judged to be quite good enough, 
(47) can be reformulated as follows: 

>.P3A3B[non-0 minimal witness(B, [QP]) 
& witness(A, [QP]) & 'v'x[P(whom x bit) iff x E All 
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(47) AP3A[non-0 witness(A, [QP]) & Vx[P(whom x bit) ++ x E All 

At first sight (47), too, seems like an innocent improvement over (42): the 
maximality condition is no longer added like an afterthought. But the new 
formulation makes a crucial difference. In (42), both reference to the relevant 
witness and universal quantification over its members took place inside the 
argument of the property variable P: cf. P(which x E W bit whom). In 
(47), both take place outside P: cf. Vx[P(whom x bit)iff x E A. This has the 
consequence that (47) is every bit as "quantificational" as (46) is. 

How shall we choose between these formulations? 
(45), let's face it, is quite ugly. But notice that there is a certain similar­

ity between it and a schema discussed in Beghelli, Ben-Shalom, and Szabolcsi 
(1996): the schema for branching quantification proposed in Sher (1991). In­
formally, Sher's definition of branching goes as follows: There are two sets A 
and B such that their cross-product A x B is in the relation R, and A x B 
is the largest cross-product in R. Both schemata start out with a formula­
tion that makes sense only when increasing quantifiers are involved, namely, a 
formulation involving existential quantification over elements/witnesses of the 
quantifier. Then both schemata are supplemented with an independent maxi­
mality condition to take care of the non-monotonic and decreasing cases. So, if 
Sher's schema is acceptable (independently of what natural language examples 
correspond to it), (45) should be acceptable, too. Or should it? It seems to me 
that there is a difference. Namely, in the case of branching there is extremely 
good motivation for appealing to existential quantification over sets. This is 
what captures a core ingredient of our intuition about branching, namely, that 
it involves two sets that are chosen independently. In other words, our intuition 
about branching is heavily based on the increasing case, whence this "modular" 
approach seems justified. On the other hand, I do not believe we have a com­
parable core intuition about increasing cases in complement pair-list readings. 
(The matrix case is different!) Therefore, it seems to me that (45) can be ruled 
out on purely aesthetic grounds. 

Aesthetics notwithstanding, it remains to be seen whether there is hard 
empirical evidence in favor of any of these alternatives. In 3.2 I argue that 
there is. 

Here we require QP to have a non-empty minimal witness B. This excludes all decreasing 
quantifiers (and also non-continuous quantifiers with a decreasing component, e.g. fewer than 
two or more than six dogs, which does not seem problematic). But we cannot stick with B: 
the minimal witnesses of exactly three dogs are the same as those of three or more dogs and 
more than two dogs, but sentences containing these QPs are not synonymous. We must be 
allowed to pick an appropriately big enlargement A of B to do the real work. This is what 
my formulation exploits. I thank D. Ben-Shalom for discussion on these matters. 
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3.2 

3.2.1 

"Apparent scope out" phenomena 

Evidence for quantification into lifted interrogatives 
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It is generally agreed that whatever rule assigns scope to QPs like every 
student, it operates within the boundaries of one clause. A typical example is 
(48): 

(48) Some librarian or other found out that every student needed help. 
* 'every> some' 

It is striking, then, that a comparable reading of (49) is entirely natural. No­
tice that on this reading not only the existence of students can be inferred in 
the matrix, but also the matrix subject becomes referentially dependent: the 
librarians vary with the boys: 

(49) Some librarian or other found out which book every student needed. 
OK 'every> some' 

Should we allow every student to distributively scope out of its own clause? 
The qualification "distributively" is of utmost importance here. It is observed 
in Farkas (1996) and Beghelli and Stowell (1994) that both universals and bare 
numeral indefinites can take unbounded scope. This, however, pertains only 
to (some subset of) their restrictorj they do not make extraclausal quantifiers 
referentially dependent. Thus it would be quite exceptional for (49) to rely on 
such a possibility. 

Moltmann and Szabolcsi (1994) argue that distributive scoping out is not 
necessary. It is proposed that the critical reading arises when the complement 
clause (i) has a pair-list reading and (ii) is assigned scope over the matrix 
subject. This latter is of course a clause-internal step. That is, the derivation 
is not (50) but (51): 

(50) * [every student]i [some librarian found out which book Xi needed] 

(51) [pair-list which book every student needed]i [some librarian found out Vi] 

Apart from saving the clause-boundedness of every N's distributive scope, 
there are specific reasons for assuming (51). I will come back to these in 3.2.3, 
but first let us consider how the issue at hand helps evaluate the alternatives 
introduced in the previous section. 

The question is what formal interpretation the pair-list reading must have 
for (51) to yield the "apparent scope out" effect. Let's see. In (52) through 
(54), I quantify (45) through (47) into some librarian found out p: 

(52) '\P3W[witness(W, [every student]) & 
P(which X E W needs which book) & MAXIMALITY] 
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(Ap[3z[librarian(z) & found-out(z,p)]]) = 
3W[witness(W, [every student]) & 

3z[librarian(z) & found-out(z, which x E W needs which book)] & 
Vx[x rf. W -t -dz[librarian(z) & 
found-out(z, which book x needs)]]]] 

(53) APVx[student(x) -t P(which book y[x needs y])] 
(Ap[3z[librarian(z) & found-out(z,p)]]) = 

Vx [student (x) -t 3z[librarian(z) & 
found-out(z, which book y[x needs y])]l 

(54) AP3A[non-0 witness(A, [every student]) & 
Vx[P(which book x needs) iff x E All 
(Ap[3z[librarian(z) & found-out(z,p)]]) = 

3A[non-0 witness(A, [every student]) & Vx[3z[librarian(z) & 
found-out(z, which book x needs)] iff x E All 

Recall that (45) is Groenendijk and Stokhof's original domain restriction 
interpretation of the pair-list reading, supplemented by an ad hoc maximality 
condition to take care of not upward monotonic QPs. (52) shows that quan­
tifying (45) into the matrix clause does not make the librarians vary with the 
students. It is easy to see why: as was mentioned above, in (45) all quantifi­
cational action takes place inside the argument of P that matrix material will 
replace. Thus matrix and complement quantifiers cannot interact scopally. 

On the other hand, both (46) and (47) give the desired result: the librarians 
vary with the students. This confirms that they are variations on the same 
quantificational theme. 

To summarize, first we have seen that not only upward monotonic quan­
tifiers support pair-list readings. Restricting the domain of the question to a 
witness of a non-upward quantifier is logically incorrect unless a maximality 
condition is supplied. Two ways of stating the maximality condition plus a 
purely quantificational alternative were offered. Second, we have seen that of 
the two ways of handling maximality, only one can also cope with apparent 
scope out readings. This, however, is in every pertinent respect equivalent to 
the quantificational alternative. 

The conclusion is, then, that the interpretation of complement pair-list read­
ings must involve quantification into lifted questions. This, however, may be 
formulated in slightly different ways, e.g. (46) or (47). 

3.2.2 Decreasing quantifiers 

A minor issue, the choice between (46) and (47), is still left open. As 
they stand, both presuppose that the failure of (some or all) decreasing QPs 
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to support pair-list readings has an independent explanation; technically, they 
differ in that (47) stipulates this restriction explicitly, while (46) requires some 
additional device. 

Groenendijk and Stokhof, as well as Higginbotham (1991) offer an indepen­
dent explanation in pragmatic terms: a question that asks you to remain silent 
is not felicitous: 

(55) Who did no dog bite? 
* 'For no dog, tell me who it bit (=don't tell me anything)' 

This explanation, however, does not extend to complement cases like (44f). 
It would make perfect pragmatic sense for Mary found out who no dog bit 
to mean that Mary did not find out about any dog who it bit; nevertheless, 
speakers do not accept this reading. Likewise, the pragmatic explanation, being 
question-specific, does not account for Moltmann's (1992) and Schein's (1993) 
observation that parallel readings are absent from other wh-constructions: 

(56) a. John is taller than [how tall] no other student is. 
* 'John isn't taller than any other student' 

b. John read what no student wrote. 
* 'John didn't read any student's writing' 

Moltmann (1992) proposes that the reason is that decreasing quantifiers do not 
take inverse scope. Matters may not be that simple, though. As we have seen, 
only the type no N is entirely unable to support a pair-list reading, while the 
range of quantifiers that practically do not take inverse scope is much larger 
(see 3.2.3 and Szabolcsi 1996). As of date, I am not aware of an enlightening 
syntactic or semantic explanation for the exceptional behavior of no N. 

3.2.3 "Layered quantifiers" 

The "apparent scope out" phenomenon bears a great burden in ruling out 
(45), the domain restriction schema (amended by an ad hoc maximality con­
dition). Now, the use of quantification into a lifted interrogative yields results 
that are logically equivalent to quantification into a superordinate clause (see 
Hendriks 1993 for a general theory that bears this out). Thus it is worth making 
an excursus and show that the proposed analysis, called the "layered quanti­
fier" analysis in Moltmann and Szabolcsi (1994), is empirically justified. Below 
I will review two types of supporting evidence. First, consider (57): 

(57) More than one librarian found out which book every boy stole from her. 

Here the complement contains a pronoun to be bound by the matrix subject. 
The matrix subject is chosen so that it can exhibit variation and can bind a 
singular pronoun, but not coreler with it, cf.: 
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(58) a. Some librarian lost her hat. She was sad. 

b. More than one librarian lost her hat. * She was sad. 

Let us examine the "librarians vary with boys" reading and ask whether more 
than one librarian can bind her on that reading. The derivation in (50) would 
predict that it can, since only every boy is quantified into the matrix: the rest of 
the complement, including her, is within the scope of more than one librarian: 

(59) [every bOY2 [more than one librarianl found out which book t2 stole 
from herl)] 

On the other hand, (51) predicts that binding is not possible, because the 
whole complement is quantified in and is thus outside the scope of more than 
one librarian: 

(60) * [which book every boy stole from herlh[more than one librarianl found 
out t3J 

Speakers judge that the critical reading is in fact unavailable, i.e., (60) is the 
correct representation. 

The second type of evidence has to do with some restrictions on when the 
apparent scope-out reading is available. Consider, for instance, (61). It does 
have a pair-list reading' ... found out about more/fewer than six boys which 
book they needed,' but we have a fixed librarian: librarians cannot vary with 
boys. 

(61) Some librarian or other found out which book more/fewer than six boys 
needed. 

The analysis in (50) would require a new stipulation to the effect that every 
boy, but not more/fewer than six boys, can scope out of its clause. In contrast, 
Moltmann and SzaboIcsi (1994) correlate the differential interpretations with 
the fact that every boy, but not more/fewer than six boys, is a good inverse 
scope taker in itself, and show that the analysis in (51) automatically predicts 
that the generalized quantifier representing the pair-list reading inherits its 
scopal abilities from its internal wide scope quantifier. 

Since we are dealing with a property of all "layered quantifiers" that has 
some interest of its own, let us examine the general case first. A "layered quan­
tifier" is any generalized quantifier that has another one quantified into it. For 
instance, in noun phrases this other quantifier may be a genitive or preposi­
tional phrase. Notice now that the examples in (62) can be paraphrased so that 
the determiner of the internal wide scope quantifier becomes the determiner of 
the whole layered quantifier (and an existential appears): 

(62) a. every girl's fingerprint = every fingerprint that belongs to some girl 
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b. more/fewer than three girls' fingerprints = more/fewer than three 
fingerprints that each belong to some girl 

Why is this interesting? Most semantic properties of a noun phrase can be pre­
dicted from what its determiner is. Thus when equivalences like in (62) obtain, 
it is likely that the whole quantifier's behavior will match that of its internal 
wide scope quantifier. Scope behavior is one relevant semantic property, and 
witness: 

(63) a. Someone saw every girl. 
OK 'every girl> someone' 

b. Someone saw more/fewer than three girls. 
?* 'more/fewer than three girls> someone' 

(64) a. Someone saw every girl's fingerprint. 
OK 'every girl's fingerprint> someone' 

b. Someone saw more/fewer than three girls' fingerprints. 
?* 'more/fewer than three girls' fingerprints> someone' 

In what cases does the above equivalence obtain? Makoto Kanazawa (p.c.) 
drew our attention to the following simple rule: 

(65) The following equivalence, in which D is the internal wide scope quan­
tifier's determiner, 

AP[Dx[R(x)][P(Jx)]] = AP[Dy3x[R(x) & (y = fx)][P(y)]] 

holds for any D when f is a one-to-one function. It holds even without 
f being one-to-one iff D is 3, V, or their negations, or D is simply 
decreasing in its VP-argument. 

It is worth emphasizing that the lefthand side of the equivalence is any faithful 
interpretation of the noun phrase, not necessarily its "standard logical form." 
Consider, for instance, every girl's fingerprint. All we are interested in now is 
that its meaning can be faithfully expressed as (66), where the fingerprint of 
relation is one-to-one; we are not asking whether exactly (66) should be the 
format in which the grammar produces its logical form: 

(66) APVX [girl (x) , P(Ly[fingerprint-of(x) (y)])] 

Note also that f need not map individuals to individuals, it may operate on 
sets/groups. Thus, for instance, fewer than six girls' books is not problematic, 
because we can construct a one-to-one function that maps each girl to the set 
of all her books: 
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(67) a. fewer than six girls' books :f. fewer than six books that belong to 
some girl 

b. fewer than six girls' books = fewer than six maximal book-sets that 
each belong to some girl 

On the other hand, even if by definition every girl has a unique favorite movie, 
whence favorite movie of is a function, many girls may share a favorite, whence 
this function is not one-to-one. It is easy to check, however, that with the 
determiners in (68) the equivalence still holds: 

(68) a. every girl's favorite movie = every movie that is some girl's favorite 

b. a girl's favorite movie = a movie that is some girl's favorite 

c. no/not every girl's favorite movie = no/not every movie that is 
some girl's favorite 

d. fewer than three girls' favorite movies = fewer than three movies 
that are each some girl's favorite 

When does the equivalence fail? One type is where the function is not one­
to-one and D is a non-decreasing numerical determiner. Observe that in (69a,b) 
there is no guarantee that there are at least three distinct movies that are each 
some girl's favorite; it may be that every girl's favorite is either "Aladdin" or 
"Jurassic Park." Another type is where there is no function at all, as in (69c): 
the a-poem-by relation is not a function. 

(69) a. three girls' favorite movies :f. three movies that are each some girl's 
favorite 

h. exactly three girls' favorite movies :f. exactly three movies that are 
each some girl's favorite 

c. a poem by every poet :f. every poem that is by a poet 

In fact, examples in which the "head noun" of the layered quantifier has its own 
overt determiner typically pattern with (69c) in failing to exhibit the interesting 
equivalence. 

Having considered the general case, let us return to pair-list readings. Recall 
that we are interested in deriving the fact that the complement interrogative 
on its pair-list reading inherits its semantic properties from its internal wide 
scope quantifier. Consider: 

(70) (I found out) which book every boy/more than six boys needed. 

Here we always have a one-to-one function from boys to questions: for each 
boy x, we have a unique question of the form which book x needed. Therefore, 
pair-list readings exhibit the equivalence in (65): 
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(71) which book D boy(s) needed = 
D question(s) such that for some boy x, the question is which book x 
needed 

Consequently, D indeed determines the scopal abilities of the pair-list quanti­
fier. Which book every boy needed is predicted to be able to make the matrix 
subject referentially dependent, which book more than six boys needed is pre­
dicted not to. 

4 EMPIRICAL OBJECTIONS TO THE 

QUANTIFICATIONAL APPROACH 

Observe that the output of my analysis of quantifiers in complement pair-list 
readings is (semantically) the same as that of Karttunen (1977). The differ­
ence is that while Karttunen quantifies directly into a superordinate clause, I 
quantify into a lifted interrogative. We have seen that in isolation, these two 
are logically equivalent, although the present choice turns out to be preferable 
when more complex data are considered. 

Recall now that Groenendijk and Stokhof as well as Chierchia do not merely 
propose another, domain restriction analysis; they also argue explicitly against 
quantification.9 The present section briefly comments on specific empirical 
issues that arise in connection with the de dicto reading of the quantifier's 
restriction (4.1), quantificational variability (4.2), and the absence of pair-list 
reiJ,dings with whether-questions (4.3). I wish to thank U. Lahiri and F. Molt­
mann for discussions on these matters. 

4.1 The "de dicto" reading of the restrictor 

One important reason why Groenendijk and Stokhof object to Karttunen's 
(1977) treatment of pair-list readings in terms of quantification into interroga­
tives is that this does not account for the fact that the common noun part of the 
QP is interpreted "de dicto." Consider (72). Karttunen's analysis says that, 
for every individual who is a criminal, John knows what candy that individual 
craves-but John himself need not know that the individual is a criminal. The 
restrict or criminal is outside the scope of know, i.e., it is read "de re." Groe­
nendijk and Stokhof claim that this is not sufficient for the truth of (72): John 

9Karttunen and Peters (1980) also propose a pair-list analysis different from Karttunen's 
(1977), which however has ad hoc features and has not been pursued further. 
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himself must also know that those individuals are criminals, i.e., the restrictor 
must occur inside the scope of know and be read "de dicto." 10 

(72) John knows what candy every criminal craves. 

This objection carries over to my (46) and (47) in the following sense. If the 
complement clause is interpreted as an extensional object of know, know is part 
of what replaces the variable P. Thus reference to the common noun or witness 
set of QP is made only outside the scope of know. It is of course also possible 
to interpret the whole generalized quantifier that stands for the complement as 
an intensional object, in which case the problem does not arise.ll 

Now, it appears to me that Groenendijk and Stokhof's own stronger claim 
is in fact too strong, in two respects. First, compare (72) with (73): 

(73) John has just discovered what candy every criminal craves. 

This sentence need not mean that John has just discovered that the guys are 
criminals, although it may be natural to require that he be independently aware 
of them being criminals. That is, it seems that we are dealing with presupposed 
awareness and not with an entailment expressible strictly in terms of whatever 
the matrix verb happens to be (here: discover). The fact that Groenendijk 
and Stokhof consistently use know in their examples masks this difference. 

Second, even the presupposition of awareness is restricted to cases where the 
matrix subject is an intelligent being acting knowingly. In (74), the experiment 
will neither reveal that the guys are criminals, nor does it have any awareness 
of this. 

(74) This experiment will reveal what candy every criminal craves. 

The same holds of John in (75), in case he informs us inadvertently, in an 
indirect way: 

(75) If we trick him into rambling about his customers, John will tell us what 
candy every criminal craves. 

Third, it seems that on the "varying librarians" reading (which I argued 
involves quantifying the whole complement, not merely its QP, into the matrix 
clause) librarians need not be aware that the person whose book needs they 
found out about is a student: 

lOMore precisely, in addition to the domain restriction derivation, Groenendijk and Stokhof 
allow for quantifying into the matrix, too. Naturally, the "de dicto" claim does not apply to 
this latter case. This coexistence of two alternative derivations does not make the empirical 
predictions easy to check. 

11 My understanding is that the verb know takes an intensional complement in a different 
sense than wonder does. The argument of know is the intension of a lifted interrogative; the 
complement of wonder is that of an unlifted one. I assume that the complement of know, 
like that of seek, may be either extensional or intensional in the pertinent sense. 
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(76) Some librarian or other found out which book every student needed. 

All in all, it appears that the data do not compel us to adopt Groenendijk 
and Stokhof's specific formulation. It is not my aim in this paper to develop an 
alternative proposal. Let me assume that some theory of presuppositions and 
intensionality is able to handle the facts that are undoubtedly there. (The da­
tum in (76) may indeed suggest that the phenomenon Groenendijk and Stokhof 
observe is contingent on the whole complement being interpreted as an inten­
sional object. Intensional interpretation is excluded when the complement is 
quantified into the matrix to make the subject referentially dependent.) 

4.2 Quantificational variability 

Another objection may be derived from a point made in Chierchia (1993). 
Chierchia mentions that one important advantage of his treatment of pair-list 
readings, which is in many respects like Groenendijk and Stokhof's, is that 
Lahiri's (1991) proposal for the treatment of the "quantificational variability 
effect" straightforwardly extends to it. To recap, the QVE is the phenomenon 
that, in the presence of a quantificational adverb like usually or for the most 
part, which students may wind up meaning 'most students.' The pioneering 
analysis of these data is Berman's (1990), who appeals to unselective binding. 
Lahiri's alternative does not involve unselective binding but reproduces the 
same intuitive result. He interprets (77) roughly as follows: 

(77) Mary knows, for the most part, which students came. 
'Mary knows most parts of the complete answer to the question which 
students came = For most students, Mary knows whether they came' 

Chierchia (1993, p. 218) comments on the extension of this analysis to pair-list 
readings, "In a situation with three people a, b, and c, where a loves b, b loves 
c, and c loves a, if Mary knows that a loves band b loves c, sentence [78] would 
be true." 

(78) Mary knows, for the most part, who everyone loves. 

He notes that the QVE obtains only with universals and not with indefinites, 
e.g.: 

(79) Mary knows, for the most part, who six students love. 

The absence of a QVE is predicted on the domain restriction analysis. The 
complement interrogative in (79) has no unique complete answer, so Lahiri's 
algorithm-correctly-cannot apply. 

How can the QVE data be possibly accounted for if the pair-list reading is 
derived using quantification? Although the problem initially looks staggering, 
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Groenendijk and Stokhof (1993) offer a trick that does the job.12 In this paper, 
the authors propose a general account of the QVE that relies crucially on both 
fundamental assumptions and indepedently motivated particular techniques of 
dynamic semantics. I review the pertinent aspects of their proposal without 
trying to justify the underlying theory here. 

In standard first order logic, the equivalence in (80) holds only if x is not 
free in 'IjJ: 

(80) V'x[¢ --t 'ljJj = 3x¢ --t 'IjJ 

It is a defining property of dynamic semantics that the equivalence holds with­
out such a restriction. Thus we can trade the original universal of the sentence 
for an existential. 3x¢ --t 'IjJ can then be subjected to existential disclosure, 
which removes the existential quantifier and makes x available for further quan­
tification. Thus most can effectively quantify over the variable originally bound 
by the universal. So, (78) is interpreted as (81): 

(81) 'For most persons, Mary knows (completely) who that person loves' 

Fortunately, these equivalences do not hold if we replace every with an indefi­
nite. 

With the main job thus done, let us ask whether this result is exactly the 
same as Lahiri's and Chierchia's. This question is not easy to answer because 
they do not spell out what count as parts of a pair-list answer, but it seems they 
would quantify over pairs, as in (82), not over loving persons, as (81) does: 

(82) 'For most personl/person2 pairs, Mary knows whether PI loves P2' 

In the model that Chierchia considers for (78) love is a one-to-one function, so 
the two readings cannot be distinguished; but this need not be so. Consider 
two models that make a distinction. R's are lovers and d's are loved ones. Bold 
face indicates that Mary knows that the relevant r loves that particular d: 

(83) a. rl dl d 2 d 3 b. rl dl 

~ ~ ~ ~ ~ ~ 
r3 d7 d s d g r3 d 3 ,···, d 500 

In (83a), Mary knows most of the pairs but her knowledge of each individual 
lover is partial. (83b) is the by now classical test case in which one lover is 
a member of overwhelmingly many pairs, and while Mary does not have any 
knowledge about any majority of the lovers, she does about this person. My 
judgment is that (78) is false in both models, thus in fact (81) is correct. 

This means that (if the assumptions of dynamic semantics are generally 
tenable) the quantificational approach to pair-list readings can be married with 
a fully satisfactory treatment of quantificational variability. 

121. Heim (p.c.) points out that Groenendijk and Stokhof's proposal is preliminary in that 
it does not spell out a compositional treatment. 
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4.3 Complements with whether 

Finally, as is noted already in Karttunen and Peters (1980), quantifying 
into interrogatives incorrectly predicts that interrogatives with whether have 
pair-list readings: 

(84) John found out whether everyone left. 
* 'John found out about everyone whether he left' 

It is argued in Moltmann and Szabolcsi (1994) that this is really part of a bigger 
problem of why quantification into clauses lacking a variable binding operator 
is not attested: 

(85) a. whether every girl walks * AP'v'x[girl(x) -+ P(whether x walks)) 

b. that every girl walks * AP'v'x[girl(x) -+ P(that x walks)) 

How do we know that (85b) is not available? If it were, then, assuming that 
complement clauses can be quantified into the matrix, as is suggested in Section 
3, quantifiers in the complement would systematically appear to scope over 
quantifiers in the matrix. But this is not the case, cf. (48). Moltmann and 
Szabolcsi offer preliminary speculations, but this particular problem remains 
largely open for the time being. 

5 "QUANTIFICATION:" A DIVERSE 

PHENOMENON 

In sum, I have defended the view that the variety of quantifiers that support 
pair-list readings in extensional complements necessitates a treatment that can 
be called "quantificational" in truth-conditional terms. Now, various papers 
in this volume argue that bare indefinites, universals and modified numerals 
contribute differently to the interpretation of the sentence (where the differ­
ences may be representational/procedural, rather than truth-conditional). In 
the light of this, the claim concerning quantification cannot mean that in ex­
tensional complements, all types of noun phrases are simply "quantified in" 
in the sense of Montague, for instance. Rather, "quantification" needs to be 
read as a cover term. The intended interpretation is that each type of noun 
phrase induces a pair-list reading in the same syntactico-semantic fashion that 
is characteristic of it in other scopal contexts. This is what contrasts with the 
claim that the uniform contribution of QPs to pair-list readings is in terms of 
domain restriction. 

According to the typology in Szabolcsi (1996), quantifiers fall into two main 
categories. Universals and bare numeral indefinites are argued to introduce 
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discourse referents. In the case of universals, the referent is the unique witness 
of the quantifier; in the case of indefinites, it is a plural individual whose atoms 
are the elements of a minimal witness. In both cases, the referent is associated 
with a separate distributive operator. Hence, the interpretation of (86) will be 
roughly as in (87). (87) is like (47), simplified by removing the "non-empty 
witness" qualification and the biconditional that ensures maximality. These 
simplications are possible, because the quantifiers at issue are all monotonically 
increasing. 

(86) ... who every dog/two dogs bit 

(87) AP3A[witness(A, [every/two dog{s)]) & Vx[x E A --+ P(whom x bit)]] 

The other category of quantifiers comprises modified numerals and other 
decreasing items; these are argued to perform a counting operation on a pred­
icate denotation, in the manner of generalized quantifiers. Hence, (88) can be 
represented straightforwardly in the manner of (46): 

(88) ... who more/fewer than six dogs bit 

(89) APmore/fewer-than-six x[dog(x), P(who y[x bit y])] 

As was noted in 3.2.2, this latter formula presupposes an independent account 
of why the type of no dog cannot appear here. 

The claim that whereas universals in matrix questions and intensional com­
plements behave in an unusual way that can be assimilated to multiple interro­
gation, the various quantifiers that support pair-list in extensional complements 
do so in their own usual manner, is corroborated, quite spectacularly, by the 
syntactic analysis in Beghelli (1996). Since those facts are quite complex, I do 
not attempt to summarize them here; the reader is referred to Beghelli's work 
in the next chapter. 

6 CONSEQUENCES FOR WEAK ISLANDS 

Finally, let me explore the consequences of the above observations for the phe­
nomenon that originally prompted me to investigate pair-list readings: weak 
islands. Szabolcsi and Zwarts (1993) propose that weak island violations are 
in fact a scope phenomenon: 

(90) Weak island violations come about when an extracted phrase should 
take scope over some intervener but is unable to. Harmless interveners 
are harmless only in that they can give rise to at least one reading of 
the sentence that presents no scopal conflict of the above sort: they can 
"get out of the way." 
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Consider the following contrast: 

(91) a. How much milk did every kid drink? 

b. * How much milk did fewer than five kids drink? 

The claim is that neither example has a reading on which how much milk is 
scoping over the subject quantifier (the reason why this is so is discussed in 
detail in that paper). For (91a), suppose that Billy drank a pint of milk, Johnny 
drank a quart, and Pete drank a tiny cup. On the plain WH > V reading, 
(91a) should be answered as "A tiny cup," i.e. the smallest amount that a kid 
drank. But this is not a good answer. The reason why (91a) is nevertheless 
grammatical is that every kid can "get out of the way" by supporting two 
other readings. One is where we presuppose that every kid drank the same 
amount of milk and want to identify this amount. One might say that every 
kid is scopeless, or scope independent of WH, on this reading. The other good 
reading is the pair-list reading, which may be dubbed the V > WH reading. In 
contrast to (91a), (91b) is ungrammatical because fewer than five kids can only 
take narrow scope; it doesn't have a single chance to "get out of the way." 

We focus on pair-list readings now. Szabolcsi and Zwarts (1993, section 4) 
did not present novel observations but merely stated, with reference to then­
current literature, that indefinites and universals, in distinction to decreasing 
quantifiers, are expected not to create weak islands, because they can support 
choice readings and fixed domain readings, respectively. 

The present paper has made novel claims concerning the distribution of 
pair-list readings. Let us see what the consequences are for weak islands. 

The most important descriptive claim made above is that different quanti­
fiers support pair-list readings in the matrix or intensional complements and in 
extensional complements (universals versus almost all quantifiers). This pre­
dicts that a much wider range of quantifiers creates weak islands in the first 
type of context (providing, of course, that supporting a pair-list reading is the 
only option for the quantifiers in question to "get out of the way"). 

Examples with decreasing quantifiers bear this prediction out quite spectac­
ularly. They create a weak island in the matrix and in intensional complements, 
but not in extensional complements: 

(92) a. * How did fewer than five kids behave? 

b. * I wonder how fewer than five kids behaved. 

c. (He didn't do well in his survey.) He only found out how fewer 
than five kids behaved. 

Modified numerals also present the same kind of contrast, although some 
speakers feel that the matrix examples are not entirely out, either: 



344 CHAPTER 9 

(93) a.? I?? How did more than five kids behave? 
? I?? How did between ten and twenty kids behave? 

b. ? I?? I wonder how more than five kids behaved. 
? I?? I wonder how between ten and twenty kids behaved. 

c. I found out how more than five kids behaved. 
I found out how betw.een ten and twenty kids behaved. 

How can (93a, b) be relatively acceptable? It seems to me that they are accept­
able to the extent these sentences presuppose that more than five / between ten 
and twenty kids behaved uniformly, and ask to identify this uniform behavior. 
The extensional complement examples on the other hand are impeccable and do 
not need such a presupposition: they have a pair-list reading. (For some reason, 
decreasing quantifiers do not lend themselves to a uniformity presupposition.) 13 

Definites and bare numeral indefinites have been claimed not to induce 
pair-list readings. Nevertheless, matrix questions/intensional complements in­
volving these are also acceptable: 

(94) a. How did the boys behave? 
How did three boys behave? 

b. I wonder how the boys behaved. 
I wonder how three boys behaved. 

c. I found out how the boys behaved. 
I found out how three boys behaved. 

Here we have a variety of salvaging options. Definites, and possibly indefinites, 
can support distributed group readings that are superficially quite similar to 
pair-list (see note 6). Furthermore, both the boys and three boys can denote 
groups and, as Doetjes and Honcoop (1996) point out, plural individuals being 
scopeless, they are as innocuous as proper names. 

13Szaboicsi and Zwarts report that many speakers find even at most five people an accept­
able intervener, as opposed to few people, for instance (their (35c)). They refer to Groe­
nendijk and Stokhof's claim that these quantifiers may support an increasing group reading. 
Although at present I do not know which of the normally decreasing quantifiers have such 
an alter ego, Groenendijk and Stokhof's specific claim indeed seems to be confirmed. E.g. S. 
Spellmire points out to me the following contrast: 

i. At most/fewer than five men ever went to the beach. 

ii. At most/fewer than five men each went to the beach. 

iii. * At most/fewer than five men each ever went to the beach. 

I should add, though, that the reason why the group version eludes the weak island .effect 
is presumably that it supports a uniformity presupposition and not, as was conjectured in 
Szaboicsi and Zwarts, that it supports a choice reading. 
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In sum, it appears that the current account of pair-list readings, in conjunc­
tion with the scope account of weak islands, correctly predicts a complex set 
of data that no other proposal in the literature does. 

The observation that matrix choice questions do not exist necessitates some 
revision of Szabolcsi and Zwarts' preliminary account of examples involving 
indefinites; given, however, that these items have other options to "get out of 
the way," the general coverage of the account is not diminished. 

Further subtle predictions come from considering the syntactic positions 
that quantifiers need to occupy to support pair-list readings. This topic is 
discussed in detail by Beghelli (1996) in the next chapter. 
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THE SYNTAX OF 

DISTRIBUTIVITY AND PAIR-LIST 
READINGS* 

1 INTRODUCTION 

Filippo Beghelli 

Department of Linguistics 
UCLA 

The phenomenon of pair-list (PL), or family of questions, readings is exemplified 
by (1). 

(1) What did every student read? 
'for every student x, what did x read?' 

It is well-known that such readings obtain only under restricted syntactic cir­
cumstances. Compare (1) with (2), for example; similar contrasts have been 
observed among VP-internal arguments: 

(2) Who read every book? 
* 'for every book x, who read x?' 

All syntactic theories of PL attempt to explain these contrasts. May (1985) 
attributes them to the Empty Category Principle, implemented using Peset­
sky's Path Containment Condition. Aoun and Li (1993) attribute them to the 
Minimal Binding Requirement. Chierchia (1993) subsumes them under Weak 
Cross-Over. Hornstein (1995) develops Chierchia's proposal. 

In this paper I observe that the availability of PL exhibits a much more 
intricate pattern than is predicted by any of these theories. Simply, the distri­
bution of PL does not quite match either the ECP or the MBR or the WCO 
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pattern. I will argue that, instead, it matches the patterns of distributivity 
that are laid out in Beghelli (1995), Beghelli and Stowell (1994), and present a 
theory that explains why that should be so. 

To whet the reader's appetite, let me present here a small sample of the data 
that are not predicted by the standard theories. While binding and WCO order 
direct objects (DO) above indirect objects (10), PL is more readily available 
when the universal is an 10: 

(3) a. What did you show to every man? 

b. To whom did you show every picture? 

[? PL] 

[?? PL] 

But this may be thought of as a relatively minor point. More importantly, the 
contrasts in (1)-(2)-(3) disappear in certain wh-complements: 

(4) a. I know what every student read. [ok PL] 

b. I know who read every book. [ok PL] 

c. I know what you showed to every man. [ok PL] 

d. I know who you showed every picture to. [ok PL] 

Further, when what and who are replaced by a which-phrase in the matrix, only 
subject universals support a solid PL: 

(5) a. Which book did every student read? [ok PL] 

b. Which student read every book? [* PL] 

c. Which book did you show to every man? [* PL] 

d. To which man did show every picture? [* PL] 

But if every is replaced by each, all the examples in (5) become acceptable, as 
has been observed by Williams (1986), e.g., 

(6) Who read each book? [ok PL] 

Finally, as was observed in Szabolcsi (1996a), the QPs that support PL in 
the matrix and in wonder-complements are not the same as those that support 
PL in find out-complements. For example: 

(7) a. What did more than five boys read? [* PL] 

b. I found out what more than five boys read. [ok PL] 

(8) a. What did fewer than five boys read? [* PL] 

b. I only found out what fewer than five boys read. [? PL] 
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The view that I take in this paper is that the inadequacies of current ap­
proaches to PL to deal with the above diversity stem from two sorts of stan­
dard assumptions. The first (and more general) is the assumption that "all 
quantifiers are created equal," i.e. that they all participate in the same scope 
assignment mechanism. Given that standard theories have taken quantifiers 
like every and some as basic representatives of the species, this has led to the 
expectation that scope interactions are symmetric. The second, and related, 
assumption is that distributivity is a free component of scope: i.e. that all QPs 
support distributive readings in the same manner. 

I will argue below that both of these hypotheses are simplistic, and should 
be abandoned in favor of a more differentiated account of scopal interactions. 
This in turn will allow us to capture the empirical generalizations that are 
overlooked by current approaches. 

The structure of this paper is as follows: Section 2 presents a brief overview 
of current approaches to the syntactic (LF) derivation of PL. Section 3 in­
troduces some basic distinctions between different types of QPs, and presents 
data to show that these types use distinct mechanism of scope assignment. 
This section includes, in particular, a presentation of two distinct distributiv­
ity patterns that are associated with two types of QPs. In Section 4 I outline a 
theory of scope in LF in which scopal diversity can be expressed. The following 
Section, 5, focuses on the quantifiers every and each, studying their behavior 
when they are in the scope of negation; the purpose of this section, which is 
based in part on Beghelli and Stowell (1996), is to provide independent evidence 
for the claims to be made Section 6, which is devoted to an analysis of PL in 
matrix questions with the quantifiers every and each. Section 7 presents an 
account of the interactions between every/each and wh-elements in embedded 
questions, focusing on the cases where wh does not carry interrogative force. 
Finally, Section 8 extends the analysis to types of QPs other than every/each. 

2 APPROACHES TO PL 

In this section I present an overview of current LF approaches to PL. I limit 
the presentation to just a few proposals: May (1985), Aoun and Li (1993), 
Chierchia (1993), and (briefly) Hornstein (1995). One of the focuses of this 
overview will be the issue of "diversity" presented in the Introduction. It is not 
my purpose to offer a complete overview of this research field, but rather to 
provide a context for the dis.cussion in the rest of the paper. For a summary of 
the semantic approaches to PL, see Szabolcsi (1996a). 

Both May's (1985) and Aoun and Li's (1993) accounts treat wh/QP inter­
actions on par with QP /QP interactions, at least in terms of the representation 
that these are assigned in LF. 



352 CHAPTER 10 

As is well known, QP /QP interactions are derived by freely applying the 
scope assignment rule of QR, which routinely adjoins QPs to VP, IP, or PP. 
Extending the account to QP / wh interactions requires a more complex set of 
principles. May derives the distribution of PL via the combined application of a 
general well-formedness contraint on LF, Pesetsky's (1982) Path Containment 
Condition (PCC), and an LF interpretive principle, his Scope Principle. 

QR applies freely to the S-Structure representations of (1) and (2), as it 
does in sentences with non-wh QPs. As a result of the application of QR, non­
wh QPs in argument positions are adjoined either to VP or to IP. After some of 
the resulting LFs are filtered out as ill-formed by the PCC, the Scope Principle 
assigns scopal readings to the surviving ones. Whenever two QPs end up, after 
QR, in positions which govern each other, they are free to take on any relative 
scope. Otherwise, scope is determined by c-command. l 

In the case of (2), the PCC rules out the LF which is obtained by QR-ing 
every book to IP, a position from where, by May's own definition of government, 
the QP and wh would govern each other (and thus yield PL). Since in (1) no 

!The PCC requires that if A'-categorial paths have a (non-empty) intersection, they must 
embed, not overlap. (A path is defined as the sequence of nodes n!, . .. , nk connecting the 
binder n! to its bindee nkj in a path, every nj immediately dominates nj + 1.) Its initial 
motivation lies in deriving contrasts between sentences like What do you wonder who saw? 
vs. *Who do you wonder what saw? 

Technically, the derivation proceeds as follows. After QR applies freely to the S-Structure 
representations of sentence (2), determining the LFs in (2a', b'), the PCC rules out (2b'). 

(2) Who read every book (on the reading list)? 

a'. [ep who! [IP tt [VPl every book2 [VP2 read t2lll1? 

b'. [ep who! [IPl every book2 [IP2 tt [VP read t2lll1? 

This is because in (2b') the paths overlap. The path of who! = (IP2, IPl, C', CP)j the path 
of every book2 = (VP, I', IP2, IPl)j IP2 and IPI are the overlapping portion. In (2a') the 
paths are disjoint, thus the PCC (vacuously) allows this LF. (In (2a'), the path of who! = 
(IP, C', CP), and the path of every book2 = (VP2, VPl»). 

On the other hand, the following LF is available for (1): 

(1) What did every student read? 

a'. [ep what2 did [IPl every student! [IP2 t! [VP read t2 llll? 

This is a well-formed LF by the PCC since the paths embed. The path of what2 = (VP, I', 
IP2, IPl, C', CP) inludes as its central portion the path of every student!, which is (IP2, 
IPl). 

Once the output of QR passes the PCC filter, the Scope Principle determines which readings 
are associated to each LF. The Scope Principle assigns symmetric scope to two QPs when 
these govern each other at LF. Since by May's definition, this condition is satisfied by what 
and every student in (la'), both the scoping what> every student and every student> what 
are assigned to it. The latter derives the PL interpretation of (1). But the QPs who and 
every book do not govern each other in (2a'), and consequently only the scoping who> every 
book is assigned to it, corresponding to the individual answer reading. 
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such PCC violation takes place when the quantifier is raised to IP, PL is a 
possible interpretation of the sentence. 

Some of the consequences of this approach are questionable. First, the 
adoption of the Scope Principle forces LFs to be scopally ambiguous. The same 
LF can be the vehicle for two (truth conditionally distinct) scope assignments. 
Whether this is desirable or not (and it would seem not to be), it should 
be pointed out that it is not necessitated by the account of non-wh QP /QP 
interactions. 

Second, to extend his treatment to questions where the quantifier is embed­
ded in a complement clause, May needs to assume that QPs built with every 
are not upwardly bound in their scope by that-complements. 

To derive the PL reading speakers normally assign to (9), May raises the 
universal quantifier, by successive-cyclical application, to the matrix IP, so that 
mutual government with the wh-element obtains. 

(9) a. Who do you think everyone saw at the rally? 

b. [ep wh02 do [IPl everyonel [rPl you think [IP2 Xl [VP saw X2 llll 
This assumption is problematic. Although there seem to be cases where the 
scope of every/each does extend outside the boundaries of their clause, that­
complements invariably appear to block their upward scope. 

Most importantly, as observed above, May's theory is inherently unable 
to handle the "diversity" issues. The different ability of distinct quantifiers 
(each, every, most, few, etc.) to support PL in various syntactic configurations 
cannot be stated in his theory since none of the principles it invokes makes any 
reference to quantifier-types, with the possible exception of the focus reading 
of each.2 

The same remark applies to Aoun and Li (1993). Their treatment of wh/QP 
interactions is based largely on the approach in May (1985). The LF represen­
tations for the relevant sentences are in fact similar. The difference between 
the two approaches is in the principles that are invoked to derive the correct 
set of LF representations.3 

2T. Stowell (p.c.) points out to me that the assumption that QR may raise a universal 
out of its clause, cf. (9), in fact correctly predicts that it is possible to void any asymmetries 
in complement PL. May himself does not seem to be aware of either this prediction or of 
the data that may support it. In any case, this same device could not account for the whole 
array of the "diversity" issues mentioned in Section 1. 

3 Aoun and Li object to resorting to the PCC as the relevant well-formedness condition. 
They note that there are languages, like Chinese and Spanish, where the PCC does not seem 
applicable. As observed by Huang (1982), in Chinese sentences like (i.a) can receive either 
interpretation (i.b) or (i.c): 

(i) a. He wondered WhOI bought what2 

b. 'for which Xl did he wonder which X2 is such that Xl bought X2?' 
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Aoun and Li also reject May's Scope Principle, pointing to empirical short­
comings in the account of Double Object constructions, and to its inability to 
handle cross-linguistic variation in the availability of scope construals.4 

The PCC and May's Scope Principle are replaced by the Minimal Binding 
Requirement (MBR), which requires variables to be bound by the most local 
potential A'-binder, and by a new Scope Principle, which states that a quantifier 
Ql has scope over a quantifier Q2 if Ql c-commands a member of the chain 
containing Q2. Aoun and Li's proposal makes use of well-formedness principles 
provided by the Generalized Binding framework. 5 

c. 'for which X2 did he wonder which Xl is such that Xl bought X2?' 

In other words, these sentences are ambiguous between subject or object wh being paired 
with the wh in matrix Compo The interpretation in (iib) should be excluded (by the PCC) 
on a par with the ungrammatical "Who did you wonder what saw? 

Yet questions with quantifiers show the same type of ambiguity as their English counter­
parts: Chinese questions corresponding to English Who bought everything (for Zhangsan)? 
are unambiguous (only individual answer), whereas questions like What did everyone buy 
(for Zhangsan)? are again ambiguous between an individual answer and a pair-list answer. 
This is a contradiction for the PCC. Aoun and Li point to similar inadequacies for Spanish. 

4May's Scope Principle appears also to have empirical problems, in English as well as 
in Chinese. As pointed out by Larson (1990), VP-internal arguments in Double-Object 
constructions display a curious lack of scope ambiguity, which is found both in English and 
Chinese. The second object is scopally "frozen" in its position. There is no inverse scope 
reading every problem> one student in (La). 

(i) a. John assigned one student every problem 

b. John assigned one problem to every student 

[unambiguous: "every> one) 

[ambiguous) 

This contrasts with (Lb), exemplifying a Prepositional Indirect Object construction (PIO), 
where scope ambiguity resurfaces. 

May's scope principle would assign either scoping to the quantifiers in (La), since there 
would be well formed representations (by the PCC) where both quantifiers would govern 
each other. For example, we could adjoin one student to IP, and then also adjoin every 
problem to IP. Since no maximal projections intervene between them, the two QPs govern 
each other. 

5The LF-structure given by May (1985) to represent the PL interpretation of (1) is the 
same structure that Aoun and Li use to derive PL. What needs to be demonstrated is that 
this interpretation doesn't violate the MBR. 

The structure in question is given below in (i), corresponding to Aoun and Li's (1993) ex. 
[41), ch. 2. 

(i) [ep what2 [IP every student I [IP vbll [Agr [VP t2 [VP tl read vbblJ]lJ] 

This structure does not violate the MBR because every studentl is not a potential A'-binder 
for vbb: co-indexing vbb with every studenh implies co-indexing vbb to vbll as well; 
but this creates a Principle C violation (vbh ends up being bound by either h or vbh), as 
variables have status comparable to R-expressions for the purposes of the Binding theory. The 
MBR, however, is formulated so that every studentl is only a potential binder for variable 
X if coindexing X and every studentl does not incur a grammatical violation. Thus every 
studenh does not count as a potential binder for vbl2 . The MBR is accordingly not violated. 

The structure in (i) is scopally ambiguous. For Aoun and Li, only A'-positions are relevant 
to the application of the Scope Principle; neither of the theta positions occupied by tl and 
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Aoun and Li's proposal does not differ much from May's with respect to 
diversity issues, but represents a refinement of that theory, both empirically 
and theoretically. Consider for example their Scope Principle. By stating that 
scope relations are computed in terms of whole chains (rather than just their 
heads), they effectively have the ability to reconstruct A'-moved items. Thus 
they do not incur the difficulty with (9), where the quantifier is contained in 
an embedded that-complement. 

A genuinely alternative view of PL is given in Chierchia (1992, 1993). He 
analyzes PL as a subcase of the functional reading (which, in turn, can be seen 
as a type of individual reading, trading functions for individuals). Chierchia's 
insight is that in a PL answer, the function is given "extensionally" (by listing 
a set of pairs), rather than in its normal "intensional" form (as a procedure to 
compute pairs). At LF, a PL question like (1), repeated below: 

(1) What did every student read? 

is accordingly analyzed as 'what is the function f such that for every student 
x, x read f(x)?' The answerer proceeds to define the function extensionally, 
by enumerating, for each student x, what x read. 

Chierchia capitalizes on this observation to provide a syntactic and semantic 
account of PL. He proposes that the LF representations of questions that receive 
either a functional or a PL interpretation differ from that of individual questions 
in that the wh-trace has complex (internal) structure. Such a functional trace 
contains both an empty category with a f(unction)-index, functioning as a 
standard wh-trace, and an empty element with an a(rgument)-index, which 
acts like a bound pronominal. The a-index corresponds to the bound pronoun 
in the functional answer (e.g. What did every student read? Her assigned book). 
Crucially, the pronominal a-index is bound by the QP, whereas the f-index is 
the same as that of the wh-element. 

There are, thus, three possible LF representations for questions with quan­
tifiers. These are given below (cf. Chierchia 1993, p. 211): 

(10) a. [cp Whoj IIp every Italian manj IIp ti fears tj]]] 
[individual interpretation) 

vbh matters. The scoping every student> what is obtained by every student c-commanding 
the intermediate trace left, in VP-adjoined position, by what; whereas the other scoping, what 
> every student, follows from what c-commanding every student. Note that this effectively 
amounts to applying reconstruction to the wh-phrase. 

Consider now (2), which does not support PL. The LF is given below in (ii). This LF 
would be ruled out by the PCC, but is not ruled out by the MBR. 

(ii) [ep whol [IP vbll [Vp every book2 [Vp tl read vbhlll 

As before, given that tl (and also vbl2) don't count, (ii) can only be read with the scoping 
who > every book, as desired. 
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b. [cp Whoj IIp every Italian mani IIp ti fears tj]]] 
[functional interpretation] 

c. [ep [Whoj every Italian mani] [IP ti fears tDJ 
[PL interpretation] 

Chierchia assumes May's QR applies to the subject QP. The individual inter­
pretation (lOa) has an LF with a standard wh-trace. The functional (lOb) 
and the pair-list (lOc) interpretations require a functional trace. In addition, 
PL requires the QP to absorb with the wh-in-Comp. Absorption is the syn­
tactic process that Higginbotham and May (1981) use to deal with multiple 
wh-questions (as well as other phenomena). An absorbed wh-QP yields an in­
terpretation where the question operator ranges over both the domain of the 
quantifier and that of the wh-element. 

This analysis makes a direct prediction regarding the distribution of PL: 
this reading will be excluded whenever the functional trace c-commands (in 
LF) the trace of the QP. If the functional trace c-commands the thematic 
position of the QP, we have a Weak-Crossover (WCO) violation, given that the 
QP is co-indexed with the argument-trace, which is a pronominal element. The 
configuration in (11) is structurally analogous to the classic WCO pattern in 
(12): 

(11) a. Who read every book? [=(2), *PLj 

b. [ep Whoj [IP every booki [IP t1+proli read ti]]] [WCO] 

(12) a. ?? Hisi mother loves everyonei 

b. [IP everyonei [IP hisi mother loves till [WCO] 

c. ?? Whoi does hisi boss like? 

d. [ep Whoi [IP hisi boss like till [WCO] 

Chierchia therefore captures May's basic generalization on the appearance of 
PL without the assumption that PL arises, in LF, by the QP taking scope over 
the who The problematic part of Chierchia's account is that the application 
of absorption is somewhat stipulative. We are left wanting to know (i) why 
absorption should be blocked, in matrix interrogatives, when quantifiers like 
more than n, fewer than n, etc. interact with wh-phrases (cf. 7, 8); (ii) why 
absorption goes through in complement interrogatives (cf. 4, and again 7, 8); 
and (iii) why-and whether-absorption should never be available in languages 
like Hungarian given that these lack PL entirely. 

Finally, note that Chierchia's account cannot discriminate between the be­
havior of every and each (cf. 6), since these two quantifiers show identical WCO 
effects. 



Distributivity and Pair-list Readings 357 

Hornstein (1995) adopts Chierchia's proposal in his novel approach to QP­
scope. He presents an elegant theory of scope that dispenses with A' -movement 
in LF (and thus, with QR). Scope assignment is derived as the by-product of 
movement to Case/agreement positions (A-movement). Hornstein assumes a 
principle of Chain-Pruning, whereby only a single link in a chain is interpreted 
at the Conceptual-Intentional interface. Accordingly, all but one member of a 
multi-membered chain must be deleted. Applied to chains headed by QPs, this 
principle yields the same results as reconstruction. The classic scope ambiguity 
in (13a) is for example derived as follows (elements in parentheses have been 
pruned): 

(13) a. some student read every book 

b. [AgrSP some student [TP [AgrOP every book [vp (some student) 
[v' read (every book)]]]]] [some> every] 

c. [AgrSP (some student) [TP [AgrOP every book [vp some student 
[v' read (every book)]]]]] [every> some] 

Given Hornstein's rejection of A'-movement in LF, which he motivates on Min­
imalist grounds, his analysis of PL is especially attractive, since it does not rely 
on moving the QP to a position where it takes scope over the wh-element. Horn­
stein adopts Chierchia's basic insights without, however, the part of Chierchia's 
account that involves the use of absorption. 

For Hornstein, then, individual readings correlate with deleting all but the 
copy of the wh-element in Comp; functional and PL readings are possible (sub­
ject to WCO) when the copy in [Spec, CP] is deleted. To illustrate: 

(14) a. Who does everyone love? 

b. [ep Whoj [AgrSP everyonei [VP ti love (who)]]] 

c. [cp (Who) [AgrSP everyonei [VP ti love whoj]]] 

By adopting Chierchia's analysis, Hornstein can provide an account of 
wh/QP interactions that meets two basic desiderata: (i) it does not involve 
ECP-like principles (which could not be used in a Minimalist setting without 
considerable reformulation); (ii) it does not involve applying QR-like processes 
to the QP (in order to move it to a position where it can quantify over the 
wh-element in [Spec, CPl). Instead, it assumes something analogous to recon­
struction of the wh-element. 

However, since Hornstein assumes that absorption (which is applied with 
A'-movement) does not exist, it is not clear how he proposes to reformulate 
Chierchia's distinction between PL and functional readings. As is well known, 
functional readings do not display the distributional asymmetries that PL does 
(for example, functional readings are supported by negative quantifiers: Who 
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does no Italian married man love? His mother-in-law; but negative quantifiers 
do not support pair-list. The same holds for a number of other quantifiers. 
As we will see in Section 8, absorption gives Chierchia a way to account for 
the lack of PL with quantifiers like those featured in (7): he assumes that 
absorption, which is necessary for PL, simply does not apply to these kinds of 
quantifiers. The fact that Hornstein rejects absorption while adopting the rest 
of Chierchia's proposal makes his account ill-equipped to handle diversity issues. 
Plus, Chierchia locates the potential source of cross-linguistic variation as to 
the existence of PL in whether the language has absorption (of the requisite 
sort). Hornstein's account presumably loses this cross-linguistic prediction, too. 

After this review of some of the main syntactic approaches to PL, it is time 
to introduce the basic assumptions of the approach that will be presented in 
this paper. 

3 PATTERNS OF DISTRIBUTIVITY 

One of the basic hypotheses of this paper is that the notion of distributivity 
plays an important role in the phenomenon of PL. The particular implementa­
tion to be proposed will allow us to derive the contrast between the distribution 
of PL with every-QPs and each-QPs, as observed in (2) and (6). Our discus­
sion of distributivity will eventually not only make sense of this contrast, but 
also give us some clues toward the other diversity issues mentioned in the in­
troduction. Futher assumptions about the different behavior of QP types in 
declarative (including negative) contexts will provide the tools to tackle all of 
the tasks that we have set before us concerning the distribution of PL. 

In this section, I outline the premises of a theory of distributivity that is 
based on Beghelli (1995), developing the approach pursued in Beghelli and 
Stowell (1996). 

Let's begin by introducing a definition of distributivity. Given a sentence 
S and a QP a in it, a has a distributive interpretation relative to a reading 
R of S iff a is able to induce co-variation between individuals in its domain 
(=restrictor set) and another (overt or silent) quantificational element in S 
under reading R. For example, in Three kids climbed some tree, the QP three 
kids is distributive insofar as we can construe the sentence as being true in a 
model where for at least two different kids there are two different trees and 
events of climbing.6 

6This notion of distributivity differs from the standard notion in logical semantics. Ac­
cording to the latter, a quantifier is distributive iff the predicate that interprets its nuclear 
scope applies individually to two or more members of the quantifier's domain. Essentially, 
our definition requires co-variation, whereas the standard notion doesn't. One area in which 
the two notions make different predictions is plural numerical QPs. Take a sentence like: 
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On the basis of this definition, the theory that I will present makes the 
following claims: (a) distinct QP-types do not support distributivity in the 
same way: the syntactic configurations in which distributivity is supported 
vary with QP-type; (b) distributive readings emerge via the agency of distinct 
mechanisms, which should be represented at the syntax-semantics interface 
(LF). 

Before we can present the relevant generalizations, it is necessary to discuss 
QP types. 

3.1 Types of quantifier phrases 

For reference in the discussion, I introduce below an informal classification 
of QP-types (this typology is largely based on Szabolcsi 1996b and previous 
work). After commenting briefly on some of the types, I return in the next 
subsection to distributivity. 

It is essential to the account to be developed that we distinguish, in addition 
to WhQPs (the familiar wh-words like who, what, which man, which of the 
men, ... ) and negative QPs (NQPs) such as no one, none of the men, ... , 
the following three classes of QPs: 

(15) QP Types (cf. Szabolcsi 1996b, also Beghelli 1993, 1995) 

DISTRIBUTIVE-UNIVERSAL QPs (DQPs). Universal distributive with 
singular agreement: every, each. 

GROUP-DENOTING QPs (GQPs). "Plain indefinites": some, several; 
"bare-numeral": one student, two students, . .. ; definites: the stu-

(i) Four students lifted five chairs 

Let's focus on the object wide scope readings of (i). We can distinguish three sets of inter­
pretations that can in principle be associated with (i)-leaving aside for the moment which 
ones are actual readings: (a) 'there are five chairs such that each was lifted by a possibly 
different set of four students (where they acted individually or collectively); (b) 'there is a 
stack of five chairs such that it was lifted by four students (where they acted individually or 
collectively, but they surely lifted the whole stack on every lifting event); (c) 'there are five 
chairs each of which was lifted by the same set of four students (who acted individually or 
collectively). ' 

Under our definition, only (a) corresponds to a distributive use, since distinct chairs may 
be related to distinct sets of four students. In the standard notion, (c) is also a distributive 
reading of five chairs, since each chair was lifted by four students, but there is no co-variation 
between individual chairs and sets of four students. One interpretation of (c) is the branching 
reading, where each chair was lifted by each student; the other corresponds to a distributive' 
(in the standard sense) interpretation of five chairs and a collective reading of four students. 
We would not call either interpretation of (c) distributive. ((b) of course would not be called 
a distributive interpretation of five chairs under either definition of distributivity.) 

Based on our definition of distributivity, we will claim later on in this section that examples 
like (25), Two of the students read three books, which are similar to (i), do not support an 
object wide-scope distributive reading. 
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dents, these students, .,. ; partitives: one of the students, two of 
the students, ... 

COUNTING QPs (CQPs). Cardinality expressions typically built with 
"modified numberal" quantifiers: few men, fewer than five men, 
at most six men, ... ; more than five men, at least six men, ... ; 
between six and nine students, more (students) than (teachers), .. . 

It is well known that the QP-types in (15) do not support collective vs. 
distributive predication in the same way. DQPs are incompatible with collective 
predicates, whereas both GQPs and CQPs are compatible with either. The 
examples in (16), (17) and (18) bear this out: recall that sneeze does not 
support collective readings, whereas surround is only collective. 

(16) a. ?? Every/each soldier surrounded the fort 

b. Every / each soldier sneezed 

(17) a. Twenty/the soldiers surrounded the fort 

b. Twenty/the soldiers sneezed 

(18) a. More/fewer than twenty soldiers surrounded the fort 

b. More/fewer than twenty soldiers sneezed 

Even though both support collective readings (although in different ways, 
see Szabolcsi 1996b), CQPs differ from GQPs in a number of respects: the 
most striking are that whereas GQPs are relatively free in their upward scope 
and support non-local anaphora, CQPs do neither (cf. Beghelli 1995). I will 
not discuss anaphora properties extensively (the reader is referred to Szabolcsi 
1996b).7 

7 As regards anaphora, CQPs do not support coreference across clausal boundaries, witness 
the contrast: 

(i) a. A student was happy. But he had no reason to be. 

b. * More than one student was happy. But he had no reason to be. 

Especially relevant to the characterization of the anaphora properties of these QPs is the 
data presented in Kamp and Reyle (1993). These data point to the inability of CQPs to 
introduce a discourse referent: 

(ii) a. [Five menJi hired [a secretary that they; liked] 
ok they = the five men as a collective 

b. [More than five menJi hired [a secretary that they; liked] 
* they = the collective of the more than five men 

Kamp and Reyle observe that they in (ii.a) can refer to the group at n"e men (the men 
hired a secretary that they as a group liked), whereas in (ii.b), the prdI{OUn they must 
be construed as a bound variable. Accordingly, the predicate in the relative clause must 
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Differences among the types listed in (15) are especially striking when we 
turn to scopal behavior (cf. Beghelli 1995 for extended discussion). Consider 
simplex SVO sentences like those in (19) where a GQP occupies the subject 
position. It can be seen in (19a, b) that when the object QP is built with 
every/each, both S > 0 (19'c) and 0 > S (19'a) readings are available. But 
when the object is built with a counting Q (more than jive, more ... than ... , 
few{er than jive)), neither the scopal construal in (19'a) nor (19'b) is normally 
available to speakers (when (19c, d, e) are uttered with neutral intonation). 
Only the S > 0 scoping (in 19'c) is. 

(19) a. Some student/one of the students read every book. 

(19') 

b. Some student/one of the students read each book. 

c. 

d. 

e. 

a. 

b. 

c. 

Some student/one of the students read more than five books 

Some student/one of the students read more books than magazines 

Some student/one of the students read few(er than three) books 

'for each one of Qx, x a book, there is a (possibly different) student 
who read x' 

'there is a set X, containing Q books, such that some student read 
X' 

'there is some student y such that for Qx, x a book, y read x' 

Let's refer to construals where a QP a scopes over another QP f3 even though 
f3 c-commands a at Spell-Out as inverse scope. We can conclude, then, that 
CQPs do not support inverse scope over (this type of) a subject. In this respect, 
they differ markedly from DQPs. 

Consideration of a further test environment allows us to refine the above 
generalization about the scope behavior of CQPs. When a CQP occurs as the 
complement of an intensional predicate, as in (20), only de dicto interpretations 
are possible. De re interpretations, as in (20'), obtained by scoping the CQP 
above the intensional predicate, are generally not available. 

(20) a. John is looking for more than five unicorns (for the stables of his 
new villa) 

be construed distributively. These examples provide a significant test environment because 
when a pronoun occurs inside a VP, it cannot use the same VP to build an antecedent for 
itself. Pronouns cannot corefer to a quantified set that they help to define. The data strongly 
support the conclusion that CQPs do not introduce discourse referents that pronouns can 
use; but GQPs do. 

Though in English DQPs show a behavior comparable to CQPs in this respect, Szabolcsi 
(1996b) argues that there are empirical reasons to make a three-way distinction as outlined 
in (15). 
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b. John is looking for more unicorns than hippogryphs (for the stables 
of his new villa) 

c. John is looking for few unicorns (for the stables of his new villa) 

(20') * 'there is a set/group X of Q unicorns, such that John is looking for 
X' 

These data, plus other types of evidence reviewed in Beghelli (1995), support 
the following conclusion (cf. also Beghelli 1993): 

(21) CQPs take scope in situ; they do not avail themselves of scope movement 
in LF. 

3.2 Distributivity with GQPs and DQPs 

Leaving aside CQPs for the time being, let's consider the scopal properties 
of the other two types. The observations to be made in this respect have 
direct bearing on our theme, distributivity. Of particular importance in this 
paper will be a comparison of the distributive properties of DQPs and GQPs. 
To begin with, consider the scope properties of GQPs. It is well known that 
GQPs have fairly free upward scope. For example, they can take scope over 
a subject DQP by scoping out of intensional contexts, freely supporting de re 
interpretations: 

(22) Every officer wanted to go out with two ballerinas. 
OK 'there are two ballerinas (say, Jill and Sue) such that every officer 

wanted to go out with them' 

It is also standardly assumed that GQPs support distributive readings. 
Given an appropriate predicate, these readings are supposed to be in free vari­
ation with group readings. 

There are data that point to the opposite conclusion, however, and indicate 
that GQPs do not support distributive readings in exactly the same sense as 
DQPs do. This evidence is provided by the distribution of QPs like a different 
book in one of their readings. The reading in question can be characterized as 
the "distinct share" interpretation. In (23a) this corresponds to the construal 
where distinct students are associated with distinct books. (The other interpre­
tation of a different book in (23a) is the "anaphoric" reading, which is irrelevant 
to us here. This consists in construing a book as wide scope, and asserting that 
this particular book is distinct from a previously mentioned book). 

The distribution of a different N, in the "distinct share" reading, shows that 
only DQPs are licensors; no other type of QP, including GQPs and CQPs, is 
able to license it. 
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(23) a. Every student read a different book 

b. Each student read a different book 

c. * Five students read a different book 

d. * The students read a different book 

e. * More than five students read a different book 

f. * No students read a different book 

The examples below further show that licensing of a different N by a DQP can 
take place via LF movement: 

(24) a. A different student read every book 

b. A different student read each book 

c. * A different student read five books 

d. * A different student read the books 

e. * A different student read more than five books 

f. * A different student read no books 

Under the standard view that GQPs freely support distributive readings, 
their inability to license a different book is surprising, given that (i) the contri­
bution of the modifier different is merely to enforce a one-to-one distributive 
dependency, and given that (ii) DQPs are good licensers from any position. 
These data suggest that distributivity with GQPs and DQPs may be the result 
of different underlying mechanisms, i.e., that the distributivity of GQPs is in 
some way "weaker" than that of DQPs. 

A second type of data confirms this impression: the existence of scopal 
asymmetries in the availability of distributive readings with GQPs. The rele­
vant observation can be found in Verkuyl (1988), van der Putten (1989), Ruys 
(1993), Abusch (1994), and Beghelli (1995). GQPs appear to function as dis­
tributors when they take scope over a QP that they c-command (at Spell-Out), 
as in (25a), but they do not support distrib\ltivity when they take inverse scope, 
as shown by the unnaturalness of the reading in (25b). Only (25c) represents an 
available inverse scope reading of (25) (cf. note 7 for a more detailed discussion 
of the readings of 25.) 

(25) Two (of the) students read three books 

a. OK 'for each of two students, there is a possibly different set of 
three books that they read' 

b. * 'for each of three books, there is a possibly different set of two 
students who read that book' 
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c. OK 'there is a set Y ofthree books such that (each of) two students 
read Y.' 

There is a sharp constrast between DQPs and GQPs in this respect. Unlike 
GQPs, the (inverse) scope of DQPs is always accompanied by the ability to 
distribute: 

(25) d. Two (of the) students read every/each book 
OK 'for every book x, there is a possibly different set of two students 

who read x' 

The provisional conclusion that can be drawn from these data is that 
whereas DQPs are always (and exclusively, as seen above) distributive, GQPs 
do not support distributive construals with a different N, and display distribu­
tive readings only in certain scopal configurations. 

On the basis of the data in (23)-(25), and of other scope data to be con­
sidered later on, let's assume that only DQPs are properly 'distributive,' and 
that distributivity is not an inherent property of GQPs, but arises via some 
additional mechanism available only in certain configurations. (In the account 
that I will propose at the end of this section, distributivity with GQPs arises 
via the agency of an operator that is not part of, nor is necessitated by, GQPs 
themselves. ) 

As a convenient descriptive label, I will refer to the pattern of distributivity 
displayed by DQPs-in (non-negative) declarative sentences (this qualification 
will be discussed at length below)-as STRONG DISTRIBUTIVITY (henceforth, 
SD). 

The distributive dependency holding between a QP built with every or each 
and a clausemate indefinite is not constrained by their relative position, as has 
long been recognized. It does not only hold when the quantifier, acting as 
the distributor, c-commands the indefinite, which takes the role of distributee 
(26a), but also when the indefinite c-commands the quantifier (26b). 

(26) a. Every student read some book 

b. Some student read every book 

The following examples give further illustrations of the availability of strong 
distributivity for various choices of indefinites and relative positions of distrib­
utor and distributee. They show that strong distributivity equally holds when 
distributor and distributee are respectively in the positions of direct object­
indirect object (27a); indirect object-subject (27b); and indirect object-direct 
object (27c). 

(27) a. John gave every book to a different student/to two of these stu­
dents/to fewer than five students. 
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b. A different student/two of the students/more than one student in­
troduced John to every professor 

c. John showed a different book/two of the books/fewer than six 
books to every student 

We have seen that as distributors, GQPs do not behave at all like DQPs. 
Let's thus refer to the emergence of distributive readings with GQPs as PSEUDO­

DISTRIBUTIVITY (PD). PD patterns unlike SD in the following two respects: the 
availability of distributive readings depends (i) on the type and interpretation 
of the distributee; and (ii) on the relative argument positions of distributor and 
distributee. This is more thoroughly laid out in (28) and (29) below, where I 
state the main descriptive generalization governing the distribution of SD and 
PD readings. The rest of this subsection is devoted to illustrating the pattern. 

It will be helpful, in the presentation of the data, to refer to subtypes 
of GQPs. I introduce the following distinctions. BARE GQPs are the plain 
type, built with determiner plus head noun (some student, two students, ... ); 
PARTITIVE GQPs are those built with the addition of of the: some of the 
students, two of the students, etc. The distinction is relevant to interpretation: 
as pointed out by Diesing (1992), bare GQPs can be interpreted either as 
presuppositional or as cardinal; partitive GQPs are generally interpreted as 
presuppositional. 

(28) The pattern of Strong Distributivity (SD) 

a. Type of the distributee. Distributivity is supported over any type 
of distributee: both cardinal (=non-specific) and presuppositional 
indefinites. 

b. Position of the distributor. Distributivity is supported from any 
argument or adjunct position: both direct and inverse distributive 
scope are possible. 

(29) The pattern of Pseudo-Distributivity (PD) 

a. Type of the distributee: 

(i) PD is generally possible between two co-arguments when the 
distributor is presuppositional, unless the distributee is a sub­
ject. 

(ii) PD is generally impossible when the distributee is presupposi­
tional, unless the distributor is a subject. 

b. Position of the distributor. When both distributor and distributee 
are bare GQPs, PD is possible when the syntactic position of dis­
tributor and distributee observes the following argument hierarchy: 
subject> indirect object/adjunct> direct object. 
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None of the restrictions listed in (29) hold for SD. The ability of DQPs to 
support distributive readings is affected neither by the type of the distributee 
nor by syntactic position. The differences between DQPs and GQPs thus go 
well beyond the observation that DQPs only possess a distributive reading, 
whereas GQPs also display group readings. 

GQPs and DQPs are somewhat comparable only when the distributor is 
interpreted presuppositionally and the distributee is a non-subject interpreted 
cardinally (cf. 29a). This is illustrated by the okay readings assigned to the 
examples in (30) (when prefixed to readings, the mark 'ok' means that the 
reading is natural; '?' that it is possible; '??', '*' that it is very hard, or 
impossible) : 

(30) a. Five of the students read two books 
OK 'five of the students each read a (possibly different) set oftwo 

books' 
* 'there is a set of two books such that for each of them, there 

is a (possibly different) set of five of these students who read 
it' 

b. John showed five of the books to two students 
OK/? 'five of the books are such that for each of them, John showed 

it to a (possibly different) group of two students' 
* 'there is a set of two students such that each was shown a 

(possibly different) set of five books' 

c. John showed two books to five of the students 
OK/? 'five of the students are such that to each of them, John 

showed a (possibly different) group of two books' 
* 'there is a set of two books such that each was shown to a 

(possibly different) set of five students' 

The similarity between GQPs and DQPs breaks down in most other cases. 
First, recall from our discussion of (25) that inverse distributive scope over a 
subject is generally not available: similarly, (30a) does not support a reading 
like 'there is a set of two books such that for each of them, there is a (possibly 
different) set of five of these students who read it.' Inverse (distributive) con­
struals are not generally available with GQPs. Neither (30b) nor (30c) support 
distributive readings where five of the books and five of the students are the 
distributee, respectively. 

This brings us to another parameter of PD. There is a marked difference in 
the ability of DQPs and GQPs to support distributivity when the distributee 
is chosen to be a presuppositional indefinite, like two of these books. This is not 
limited to inverse scope, but holds even when the GQP that acts as distributor 
c-commands the distributee. The claim is expressed in (29a(ii)). 
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DQPs are insensitive to whether the distributee is presuppositional or not, 
but this makes a difference with GQPs. The examples below contrast DQPs and 
GQPs in their ability to induce co-variation, as subjects, in a presuppositionally 
interpreted QP. These examples test the possibility of construing two of these 
women as the distributee, when the quantifier serving as distributor has as 
domain the set of men: 

(31) a. Every leach man visited two of the(se) women [ok distribution] 

b. Three men visited two of the(se) women [ok/? distribution] 

c. John introduced two of the(se) women to three men 
[?? distribution] 

d. John introduced three men to two of the(se) women 
[?? distribution] 

e. Two of the(se) women visited three men [* distribution] 

(31) shows that only subject GQPs can accomplish this task: whereas such 
subjects can somewhat marginally support distribution over presuppositional 
indefinites, GQP complements are typically unable to.s 

In sum, GQPs freely distribute only over CQPs and cardinally-interpreted 
GQPs, but not over QPs that receive a presuppositional interpretation. Note 
also that the determiner a seems (at least with many speakers) to prefer a 
non-presuppositional interpretation, and is a good (pseudo-) distributee with 
GQPs. 

Let's now consider the availability of distributive readings when the dis­
tributor and the distributee are both bare GQPs. Inverse distributive scope is 
still impossible, at least when the distributee is a subject; example (25) showed 
this. Consider next the availability of distributive readings between two bare 
GQPs in complement positions. 

In the position of direct object (DO), GQPs like five boys/three books do 
not naturally support distributive readings, even when the distributee is a 
prepositional indirect object (P-IO), or an adjunct: 

(32) a. I showed five books to a student 
[?? distributive scope five books> a student] 

b. I introduced five boys to a girl 
[?(?) distributive scope five boys> a gir~ 

8 Adjuncts seem to pattern with complements, as the following additional examples show: 

(i) a. I left five of these books for two people 
[* distributive scope two people> five of these books] 

b. I saw five of these students at two conferences 
[* distributive scope two conferences> five of these students] 
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(33) a. I left five books for a friend 
[?(?) distr. scope five books> a friend] 

b. I saw five students at a conference 
[?(?) distr. scope five students> a conference] 

So, GQPs are best as distributors when subjects; worst when direct objects. 
P-IOs (and certain adjuncts, it seems) are somewhere in between. Consider the 
configuration where the distributor is a P-IO or an adjunct, and the distributee 
is a DO. In this configuration distributive readings are more easily available 
than when the distributor is a DO. 

(34) a. I showed two papers to three students 
[okj? distr. scope three students> two papers] 

b. I introduced two women to three men 
[okj? distr. scope three men> two women] 

This might be surprising, since in terms of phenomena such as pronominal 
binding, WCO, and NPI licensing, DOs appear to c-command P-IOs and ad­
juncts (cf. Barss and Lasnik 1986). The examples above show that scope is not 
computed using the same type of structural relations. 

Having introduced the SD and PD patterns of distributivity, I turn now to 
outlining the theory of scope in LF on which this paper is based. After doing so, 
I will return to proposing an account for the patterns of distributivity reviewed 
in this section. 

4 A "TARGET LANDING SITES" THEORY OF 

SCOPE 

4.1 New functional projections 

The discussion in the previous section has provided some basic evidence 
against scope being a uniform phenomenon, a point that is taken up in several 
of the contributions to this volume. In the context of theories of LF, the 
principle that "all QPs are created equal" can be expressed as follows: 

(35) Uniformity of scope assignment 

a. The scope assignment rule does not apply differently to different 
QPs. Each QP-type has access to the same scope positions as any 
other QP-type. 

b. There are multiple scope positions accessible to each QP-type. The 
choice among these does not depend on QP-type. 
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The assumption in (35) is incorporated into May's and Aoun and Li's theories, 
and to a large extent, also in Hornstein's. The theory of scope proposed in 
Beghelli and Stowell (1994) (cf. Beghelli and Stowell 1996 and Beghelli 1995) 
rejects (35), in favor of the following principle: 

(36) Scopal Diversity Distinct QP types have distinct scope positions and 
participate in distinct scope assignment processes. 

Asymmetries of scope of the kind observed in the previous section are taken 
as an indication that the idiosyncratic scope assignment mechanisms which are 
available to different QP-types give them access to correspondingly different 
scope positions. This is the premise of the alternative theory of scope to be 
outlined in this section. 

By allowing QP-types to have their own "target" scope positions, all the 
asymmetries of scope that we have observed in the previous section can be 
accounted for. First, to account for the very local scope of CQPs we should 
prevent them from undergoing scope movement in LF above and beyond move­
ment to Casel Agreement positions. Conversely, the (relatively) unbounded 
scope of GQPs can be expressed by giving them access to a high scope position 
in the clause, from where they can gain wide(st) scope over (the positions) of 
other QP types, including DQPs. Furthermore, we can separate (strong) dis­
tributivity from scope by assuming the existence of a scope position associated 
with distributivity, which will be accessible to DQPs, but not to GQPs. 

A theory of scope that derives the foregoing claims can be built as follows. 
I will refer to it as a "Target Landing Sites" theory of scope (TLS) (cf. Beghelli 
1995).9 The basic assumption of the approach is that the functional structure 
of the clause provides for a number of XD positions for Operators that serve 
logico-semantic functions. Current syntactic theories already provide for some 
of these positions: CO is the site of the Question operator that is associated 
with interrogative wh-words and direct question, or of the "lambda" (-like) op­
erator invoked with non-interrogative wh and complementizers; NegD hosts the 
Negative operator which is associated with clausal negation and NQPs. 

In addition, the TLS theory assumes that there is a position for the Dis­
tributive operator associated with DQPs (DistD) , and two distinct positions 
for Existential Operators: one for the wide scope construal of GQPs (RefO) 
and one for when they are narrow scope with respect to a higher quantifier 
(ShareD). These Operators are taken to project their own functional XPs, de­
termining the following fixed hierarchy of projections in the clause. The three 
Agreement heads are not indicated in (37) in order to keep the diagram more 
transparent. 

gIn Beghelli and Stowell (1996), the TLS approach is referred to as a "checking theory of 
scope." 
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N~P"" AgrIOP 
/"--.... 

Spec 
I 

CQP 

/"'--.... 
AgrOP 
~ 

Spec 
I./'-.. 

CQP VP 

QPs are licensed in LF by moving into the specifier position of that func­
tional category whose operator suits the semantic and/or morphological prop­
erties of their (sub-)type. 

More precisely, QPs are assumed to be endowed with logico-semantic fea­
tures which are type-specific. To realize ("check") these features, QPs are 
driven to move to that functional projection that hosts the appropriate Op­
erator. In accordance with this logic, it is standardly assumed that wh-QPs 
move to [Spec, CP] where they can check their interrogative features by Spec­
Head agreement with the Question operator (or, if they do not have inter­
rogative force, they can check other kinds of wh-features with the appropriate 
wh-Operator). Similarly, a recent research tradition (cf. Zanuttini 1991, Haege­
man 1994, Moritz and Valois 1994, etc.) has argued that NQPs are driven to 
move to NegP, the projection that hosts the Negative Operator, to check their 
negative feature. 
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Extending these directions, the TLS approach assumes the following types 
of movement in LF: 

(38) Target Landing Sites for QPs 

a. DQPs (every man, each man) are driven to move to [Spec, DistPj 
to check the features associated with their type, including a mor­
phological feature of singular agreement and (logico-semantic) dis­
tributive features. 

b. Definite GQPs (the men) move to [Spec, RefPj to check morpho­
logical and semantic features of definiteness against the wide scope 
Existential operator in Re~. 

c. Indefinite (some men) and bare-numeral GQPs (two men) are also 
driven to [Spec, RefPj when they are associated with the topic-like 
feature of being a "subject of predication." 

d. When narrow scope, these same GQPs are driven to move to [Spec, 
SharePj, where they check the feature of contributing a group ref­
erent to the interpretation of the clause; in this position, they can 
serve as distributive share to a DQP. 

This approach finds some of its theoretical justification in the semantic 
theory of QP-types proposed in Szabolcsi (1996b). GQPs introduce DISCOURSE 

REFERENTS, i.e., variables, in the form of GROUPS. Groups are singular or 
plural individuals, corresponding to WITNESS SETS of the quantifier. 1O The 
group referent introduced by the GQP two men is, for example, any group that 
contains two men and no non-men. 

Szabolcsi departs from standard DRT as it concerns DQPs. She proposes 
that DQPs also contribute a discourse referent to the interpretation of the 
sentence, in the form of a SET VARIABLE. Thus the QP every man introduces 
a variable X to be assigned the set containing all the men in the situation. 

CQPs do not contribute discourse referents. They are interpreted as gener­
alized quantifiers. 

I adopt Szabolcsi's semantic theory of QP-types and incorporate it in the 
TLS proposal outlined above as follows. 

The individual (group) variable contributed by GQPs must be bound by an 
existential operator. This takes place as GQPs move to [Spec, RefPj or [Spec, 
SharePj, where they enter into Spec-Head agreement with the existential op­
erators available in those projections. GQPs are thus interpreted as individual 
terms existentially closed at their scope positions. 

10 A witness set of a quantifier is an element of the quantifier that is also a subset of its 
restrictor (the smallest set it lives on). See Chapter 1 for some background on this notion. 
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Things are more complex with DQPsj these both enter into a relation with 
a distributive operator (in DistO) and introduce a set variable. The distributive 
operator, by definition, binds individuals in the set contributed by a DQP. 
Thus it cannot bind the set itself. In declarative, non-negative contexts, the 
set variable is bound by the existential operator in RefO. (As we will see later 
on, other types of operators may be involved in the licensing of the variable in 
other contexts.) We distinguish therefore between the scope of the distributive 
operator, fixed in DistP, and the scope of the set, which is normally higher, in 
RefP.l1 

CQPs, being interpreted as generalized quantifiers, do not contribute vari­
ables, and cannot be bound by operators. They remain in the LF position 
where they are independently driven to move for Casel Agreement checking. 
We can assume they land in [Spec, AgrXP] (following Chomsky 1993), or re­
main in situ. When indefinite and numeral GQPs support only a cardinal 
interpretation (cf. Milsark 1974, Diesing 1992), they behave as CQPs do. Since 
they neither fulfill the role of subjects of predication nor introduce a group 
referent, they are not driven to move to RefP or to ShareP, and instead take 
scope in AgrXP, that is, in situ. 

Theories of scope like May's and Aoun and Li's assume that the driving 
force of QR is the need of QPs to establish their scope, qua quantificational 
expressions. Since (by definition) this need is uniform across QPs, it yields a 
uniform mechanism of scope assignment, as in (35). Within a TLS approach, 
scope is instead the by-product of different morphological and logico-semantic 
needs, individual to (sub-)types of QPs, as detailed above. Thus, it results in 
a differentiated mechanism of scope assignment. 

An important application of the theory outlined in this section to the syn­
tax of Hungarian is provided in Szabolcsi (1996b). Her findings lend empirical 
support to the hypotheses we have entertained regarding the functional struc­
ture of the clause. Hungarian is a language that "wears LF on its sleeve." QPs 
are typically moved to clause initial positions and linearly ordered according to 
relative scope. Ordering of QPs is done on the basis of a hierarchy of positions 
endowed with invariant logico-semantic functions (cf. E. Kiss 1987). Szabolcsi 

11 Some justification for this assumption is given by the de re scope of DQPs. As pointed 
out by Farkas (1996), in a sentence like (i) below, the DQP every man in this room can be 
interpreted de re (hence wide scope) with respect to the intensional predicate, although it 
cannot be construed distributively with respect to a witch: the sentence is about a singular 
witch: 

(i) A witch claimed that every man in this room had contact with her 

This apparent paradox is accounted for in our proposal because the scope of the set of all 
men in the room is separated from the scope of the distributive operator. Whereas the former 
can be bound by an existential operator in the highest RefP, the latter remains local to the 
embedded DistP. 
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shows that the hierarchy of positions in Hungarian and their logico-semantic 
functions closely correspond to the hierarchy outlined in (36). 

4.2 

4·2.1 

Deriving the distributivity patterns 

The SD pattern 

On the basis of the theory of QP licensing in LF of the previous section, 
we can provide a principled characterization of the patterns of distributivity 
sketched in Section 3. 

Let's begin with the SD pattern, which is uniformly displayed by DQPs in 
declarative, non-negative contexts. In the account given in Beghelli and Stowell 
(1994, 1996), SD is viewed, following an insight of Choe (1987), as a binary 
relation, requiring the simultaneous presence of a distributor and a distributee. 

For the distributive relation to hold, the head of DistP (which remains 
unpronounced) must be "activated" by Spec-Head agreement with a DQP (the 
distributor). Dist selects ShareP: this projection hosts the share of distribution, 
or distributee. The share is required to be, semantically, a QP that can co-vary 
with the distributor, such as an existentially quantified term. An existential 
quantifier over the event argument and/or a GQP can occur in this position, 
since these are interpreted as existential quantifiers over groups. (It is assumed 
that scope positions can be filled multiply.) Thus both GQPs, which introduce 
group referents, and/or an existential quantifier over the event argument have 
access to Spec of ShareP. 

To illustrate the proposal, I review below some derivations. The following 
LF represents the 0 > S reading of the sentence in (39a) below: 

(39) a. Some student read each/every book 
OK 'for every book x, there is some (possibly different) event e and 

student y such that y read x at e' 
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b. RefP 

~ 
Spec Ref' 

~ 
3i AgrSP 

~, 
Spec AgrS 

t~ ~ 
AgrS DistP 

~ 
Spec Dist' 

I /'--.... 
each/every bookt/i V ShareP 

ShareP 

~ 
Spec Share' 

so~e ~ 
student2 3 AgrO-P 

3k ~ 
Spec AgrO-P' 

I~ 
tl AgrO VP 

~ 
eventk VP 

The derivation involves the use of reconstruction. The subject indefinite 
some student is reconstructed to the Spec of ShareP position, through which 
it has moved on its way to its Case position in [Spec, AgrSP]. Reconstruction 
obeys the same principles that are imposed on movement to scope positions: 
a QP cannot reconstruct to positions that are incompatible with its semantic 
interpretation. 

Note that both the Spec of DistP and the Spec of ShareP positions must be 
filled with the appropriate types of elements at LF for the strong distributivity 
relation to be satisfied. 

Further illustrations of the LF scheme for SD are given by the examples 
below: 

(40) a. Every student laughed 
'for every student there is an event of laughing in which (s)he is 
the agent'. 



Distributivity and Pair-list Readings 

b. [AgrSP tl [DistP every studentl [ShareP 3e2 [vp laugh2111l 

(41) a. Every student read two books 

375 

'for every student x there is an event e of reading and a group Y 
of two books such that x is the agent and Y the theme at e' 

b. [AgrSP tl [mstP every studentl [ShareP 3e3, two books2 [vp read3llll 

The free availability of distributive readings with DQPs follows from this 
account. DQPs are driven to move to [Spec, DistPl to satisfy their features, 
which results in their supporting distributive construals whenever there is a 
suitable element to serve as share, be it a GQP or the (existentially quanti­
fied) event argument. The appearance of distributive readings with DQPs is 
therefore predicted whenever movement (to the relevant positions) is allowed. 

4.2.2 The PD pattern 

Let's come now to the PD pattern. The hypothesis that I present here is 
that differences in the SD and PD patterns reflect entirely different grammatical 
mechanisms at work in the two cases. SD comes about as the distributor moves 
to Spec of DistP, and the distributee to Spec of ShareP. In PD, DistP is not 
involved. Following Link (1983), Roberts (1987) and others, I propose that PD 
takes place through the agency of a covert distributive operator. Syntactically, 
I treat this distributor (which is distinct from the distributive operator in DistO) 
as an adverbial. In this way, I maintain that the group reading is the default 
reading of GQPs. My proposal goes beyond the current literature in that I 
observe empirical constraints on where distribution may occur and attempt to 
provide a syntactic account of them. 

The distributive operator in PD can be compared to a "silent floated each." 
More precisely, I assume that this element corresponds to the LF distributive 
adverbial that underlies what Safir and Stowell (1989) call "binominal each," 
as in (42). 

(42) Two students read a book each 

In the spirit of Safir and Stowell's analysis, let's assume that the postnominal 
modifier each in (42) raises in LF to a position where it can be anteceded by 
the distributor two students and c-commands the distributee a book. "Silent 
each" is a covert counterpart of binominal each, which occurs in the position 
to which binominal each has raised. Thus, in LF, silent each is comparable to 
a floated quantifier. 

It is natural to assume that binominal each is related to so-called "adverbial" 
each, i.e. the floated quantifier that occurs in examples like: 

(43) Two students each read a book 
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1 will not pursue the details of a unified analysis of adverbial and binominal 
each. What is most relevant for our purpose here is that binominal each has 
some of the properties that we need for our silent distributive element. First, it 
does not license a different N; second, as noted by Safir and Stowell, it cannot 
modify a subject (Le., subjects cannot be marked as distributees by binominal 
each): 

(44) a.?? Five students read a different book each 

b. * A student each visited five professors 

Thus, in the analysis proposed here, silent each is an LF floated quantifier 
with the properties of binominal each. Cinque (1994a, 1994b) suggests that 
FQs are generated in AgrXP projections. Slightly extending this proposal, 1 
assume that silent each can occur in AgrXP (X=S, 10, 0) and in ShareP. 1 
will leave it as an open question where exactly FQ are projected within these 
projections; this is not crucial to the analysis. Silent each will not be generated 
in RefP, in accordance with the fact that FQs do not occur in positions higher 
than the (canonical) subject position, and with the fact that binominal each 
cannot mark a subject as distributee. 

Concerning the distribution of silent each, the null hypothesis is that it will 
match that of floated quantifiers. Data from Romance languages like French 
and Italian show that quantifiers can be floated off any argument position. 
However, there is a strict positional order, depending on which argument an­
tecedes the floated Q (cf. Cinque 1994a, 1994b), as follows: 

(45) FQS(ubject) > FQI(ndirect) O(bject) > FQD(irect) O(bject) 

The data in (46)-(47), relative to a floated quantifier that corresponds to En­
glish all, illustrates the pattern (cf. also Cinque 1994b; the differences in gender 
marking help to identify the antecedents of the floated quantifiers).12 

(46) a. Les cadeaux, ils les leur ont [French] 
the gifts(masc) they(S) them(DO) to them(IO) have 
toutes tous donnes 
all(fem)(IO) all(masc)(DO) given(masc) 

b. * Les cadeaux, ils les leur ont 
the gifts(masc) they them to them have 
tous toutes donnes 
all(masc) all (fern) given(masc) 

12r am grateful to Dominique Sportiche (p.c.) for providing the data in (46)-(47). Com­
parable data are presented by Cinque (1994a, 1994b). 
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(47) a. lIs les ont tous 
they(masc)(S) them(DO) have all(masc)(S) 
toutes vues 
all(fem)(DO) seen(fem) 

b. * lIs les ont toutes tous vus 
they (masc) them have all(fem) all (masc) seen(masc) 

The data match the findings of syntactic literature on Germanic, where 
there is evidence that the Casel Agreement position of indirect objects is higher 
than the Casel Agreement position of the direct object.13 

The following tree representation summarizes the possible positions of silent 
each: 

(48) Distribution of silent each 

RefP 

~ 
Spec AgrSP 

~ 
Spec ~ 

each DistP 

~ 
Spec ShareP 

~ 
Spec ~ 

each AgrIOP 

~ 
Spec ~ 

each AgrOP 

~ 
Spec 

/"-... 
each VP 

The distribution of the PD pattern is therefore predicted to be as follows. 

(49) Distribution of PD 

a. PD involves the use of a (silent) distributive adverbial each, which 
is distinct from the distributive operator in Disto. 

13Similar assumptions are also made by Pica and Snyder (1995). 
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b. This adverbial is only available in AgrXP (X=S, 0, 10) and in 
ShareP. 

c. A GQP can antecede the adverbial if it has a trace in the Spec 
position of one of these projections (the GQP itself may have moved 
on to [Spec, RefP]). 

d. The QP that serves as distributee in the PD relation must be within 
the c-command domain of silent each at LF. 

To see how this proposal accounts for the PD pattern, recall that GQPs 
have distinct scope positions in LF depending on their interpretation (Le., the 
logico-semantic features associated wih them). The following table summarizes 
the scope positions available to GQPs: 

(50) Scope positions for GQPs 

a. 
b. 
c. 

POSITION 
Spec of RefP 
Spec of ShareP 
Spec of AgrXP 

LOGICO-SEMANTIC FEATURE 
[+subject of predication) 
[+group referent) 
none 

INTERPRETATION 
presuppositional 
presuppositional 
counting 

GQPs that have a presuppositional interpretation are at least as high as 
Spec of ShareP at LF: this is because they contribute a group referent to the 
interpretation of the sentence. If, additionally, they are the logical subject of 
predication, they move higher, to [Spec, RefP). Partitive GQPs (two of the(se) 
students, ... ) are only interpreted as presuppositional. Bare GQPs (like two 
students, ... ) can be interpreted either as presuppositional or as counting. 
(This ambiguity holds mostly for VP-internal GQPs; as subjects, GQPs typi­
cally resist counting interpretations). 

It follows that presuppositional GQPs can always be PD distributors unless 
the distributee QP is a GQP in subject position. As an illustration, consider 
the following derivations. When distributor and distributee are VP-internal 
arguments, a presuppositional GQP can always function as distributor: 

(51) John showed two books to five of the students 
OK/? 'five of the students are such that to each of them, John showed a 

(possibly different) group of two books' 
[AgrSP John [ShareP five of the students3 [AgrIOP t3 [each [AgrOP two 
books2 [VP showed t2 to t3 llllll 

(52) John showed five of the books to two students 
OK/? 'five of the books are such that for each of them, John showed it 

to a (possibly different) group of two students' 
[AgrSP John [ShareP five of the books2 [each [AgrIOP two students3 
[AgrOP t2 [VP showed t2 to t3 )lll)) 
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If the distributor GQP is a subject, we predict it will support PD over any 
VP-internal argument, even a presuppositional one; a presuppositional GQP 
cannot, however, support PD when the distributee is a subject GQP: 

(53) Two students read three of the(se) books 

a. OK 'two students each read a (possibly different) group of three 
books' 

a/. [RefP two studentsl [AgrSP tl [each [ShareP two ofthe(se) books2 
[vp read h lllll 

b. * 'three of the(se) books were each read by a (possibly different) 
group of two students' 

b/. [RefP three of the(se) books2 [AgrSP two studentsl [AgrOP t2 
[each [vp read t2 11111 

When GQPs receive a counting interpretation, which is the most natural 
reading in examples like the following, which feature GQPs as VP-internal 
arguments, the positional hierarchy S > 10 > DO determines the availability 
of PD, as illustrated in the following derivations. (The examples are repeated 
from Section 3.2). 

(54) a. I showed two papers to three students 
[ok/? PD three students> two papers1 

[AgrSP I [AgrIOP three students3 [each [AgrOP two paperS2 [VP showed 
t2 to t3 lllll 

b. I showed five books to a student 
[?(?) PD five books> a student1 

[AgrSP I [AgrIOP a student3 [AgrOP five books2 [each [VP showed t2 
to t3 lllll 

The pattern can only be reversed if we force a presuppositional interpretation 
on one of the VP-internal arguments, in which case the prediction is that the 
readings will be as in (51)-(52) above. l4 

14 Under this approach, DQPs, even when not strongly distributive, still must support some 
kind of distributivity (namely, PD). In fact, it seems that collective readings with DQPs are 
always excluded, even under negation: 

(i) ?? John didn't compare every man 

It is an interesting question, then, what prevents DQPs from having collective readings. One 
line of explanation that could be suggested is that collective readings are incompatible with 
the agreement features of DQPs, which are singular; i.e. that collective interpretation requires 
plural agreement with plural QPs. A second line would be to say that collective readings 
crucially rely on the fact that the QP introduces a group in the form of a plural individual. 
DQPs introduce a set referent, hence not the right type of object. On the other hand, the fact 
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5 FAILURES OF SD IN THE SCOPE OF 
NEGATION 

The PD pattern discussed in the preceding section will be of central importance 
to our analysis of PL: I will argue that interactions between WhQPs and QPs 
built with every in matrix questions essentially follow this pattern. Each, on 
the other hand, will be shown to follow the SD pattern. 

Before we can claim that this is the relevant generalization, however, we 
must explain how it is possible for a quantifier that builds DQPs, and that has 
been shown to follow the SD pattern in declarative clauses, to switch to the 
pattern of GQPs in matrix questions. 

To this end, I will consider some independent evidence which shows that 
QPs built with every do not always support SD, unlike those that are built with 
each, which do. The relevant data comes from interactions between DQPs and 
negation or NQPs. This topic is the subject of another paper in this collection, 
Beghelli and Stowell (1996), to which the reader is referred. Here I will only 
review the data which is directly relevant. 

It is well-known (cf. Aoun and Li 1993, Hornstein 1995) that the scope of 
every is blocked by c-commanding negation; the same effect is produced by a 
c-commanding NQP. Consider: 

(55) a. John didn't read every book 
* 'for every book x, John didn't read x (=no book was read by 

John)' 

b. No student(s) read every book 
* 'for every book x, there are no students who read x (=no book 

was read by any students)' 

Aoun and Li derive this effect from the Minimal Binding Requirement: the 
NQP /negation are closer potential binders for the variable left by QR of ev­
ery N. For Hornstein, this fact follows from a Relativized Minimality violation. 

These explanations meet with some empirical problems, however. First, it 
is not clear why other types of QPs are immune from the effect: as is well 
known, GQPs can freely scope out of these negative environments. 

(56) Every student didn't read one book 
OK 'for every student x, there is one (possibly different) book y that x 

did not read' 

Second, the blocking effect observed in (55) is lifted with each in certain con­
figurations. Examples like the following allow (albeit marginally) a reading 

that CQPs also participate in collective readings is an entirely different matter. Szabolcsi 
(1996b) argues that they themselves do not denote collectives, they only count the atoms of 
the collective denoted by the predicate. 
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where each submission takes scope over the subject one reviewer by crossing 
over negation. 

(57) One reviewer didn't support each submission 
? 10K 'for each submission x, there is one (possibly different) reviewer 

who didn't support x' 

5.1 The treatment of negation 

In the face of these difficulties, we should look for an alternative account. 
Let's begin with why every cannot scope over negation in examples like (55). 

The premise of the account presented in Beghelli and Stowell (1996) is that 
the negative operator in NegO, which is activated by either clausal negation or 
an NQP, is not to be seen as a propositional operator (as in classical logic), but 
rather as a (negative) quantifier over events ('for no events ... '). A negative 
statement like John didn't come accordingly receives a logical translation like 
'there is no event of coming of which John was the agent' (cf. Krifka 1989, Schein 
1993). 

Syntactically, we can execute this by assuming that in negative clauses a 
negative quantifier over events (NO:e) is inserted in [Spec, NegP]' from where 
it binds the position of the event argument. 

(58) a. John came 
[AgrSP John [ShareP 3k [vp* eventk [VP readk llll 
'John is such that there is an event of coming, of which he is the 
agent' 

b. John didn't come 
[AgrSP John [NegP NOk [vp* eventk [VP readk llll 
'John is such that there are no events of coming of which he is the 
agent' 

The effect observed in (55) follows directly from this premise and from 
our treatment of SD. Recall that DistP and ShareP are higher than NegP 
in the hierarchy of functional projections of the clause, and that SD is only 
satisfied when both distributor and distributee are in their respective positions, 
Spec of DistP and Spec of ShareP. In (55a), every book cannot move to [Spec, 
DistP1 because there is no distributee to occur in [Spec, SharePj. Given that 
there is no overt GQP in this sentence, only the event argument can fill the 
role of distributee. But clausal negation binds the event argument, which is 
accordingly unavailable to raise to Spec of ShareP (a move that would place it 
outside the scope of its binder, the operator in NegO). 

The treatment of (55b) is analogous, asuming that NQPs move to (or 
through) [Spec, NegP1 to check their negative features (cf. Moritz and Val­
ois 1994, Haegeman 1994), and thus "activate" the operator in Nego. 
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The binding conflict in (55a) can be represented as in the diagram below 
(irrelevant details aside): 

(55a') * [AgrSP John [DistP every booki [ShareP [NegP NOk [vp* eventk [VP read 
ti ]]]]]] 

# 'for every book x, there is no event e such that John read x (at e)' 

5.2 Differences between every and each 

This analysis derives the blocking effect observed in (55), plus other facts 
about the interaction of DQPs and negation, as discussed in Beghelli and Stow­
ell (1996). Moreover, by pinning the source of the effect on the specific require­
ments of SD, it can discriminate between every Nand GQPs. However, the 
account provided so far is incomplete: it remains to be explained why the 
examples in (55) are grammatical. 

If DQPs are driven to move to Spec,DistP to check their morphological and 
semantic features, we should expect these examples to be deviant, given that 
every book, by staying within the scope of negation, cannot have moved in LF 
to the higher Spec of DistP. 

Interestingly, these expectations turn out to be realized with each. First, 
QPs built with each do not occur in contexts like (55); unlike (59a) (=55a), 
(59b) is deviant: 

(59) a. John didn't read every book 

b. ?? John didn't read each book 

Second, as (57) shows, each can scope out of c-commanding negation, provided 
there is an overt distributee to fill the [Spec, ShareP] position. The relevant 
example is repeated below: 

(60) One reviewer didn't support each submission 
? 10K 'for each submission x, there is one (possibly different) reviewer 

who didn't support x' 

The factual conclusions we can draw from the data are as follows: DQPs 
built with each behave just like our theory predicts so far. They must move to 
[Spec, DistP] and satisfy SD. DQPs built with every, on the other hand, can 
be licensed outside DistP in negative sentences. 

To account for the latter's behavior, we should modify the featural spec­
ification of every. Let's assume that both every and each are endowed with 
common morphological features, such as [+singular agreement], which allow 
access to [Spec, DistP].15 In addition, let's assume that each is endowed with 

I5It seems plausible to assume that only QPs that have singular agreement can access 
[Spec, DistPj, since the operator in DistO is defined to apply only to individuals. 
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a [+distributiveJ feature, which requires movement to [Spec, DistPJ. Every is 
underspecified for this feature. It therefore may, but does not have to, move to 
[Spec, DistP}. 

The next step is to clarify the relation between every and negation. Recall 
that, as in Szabolcsi (1996b), DQPs introduce discourse referents, in the form 
of a set variable. (GQPs also introduce discourse referents, but in the form 
of individual (group) variables.) Variables of course need to be bound. In 
non-negative, declarative sentences, the existential operator in Ref> binds the 
set variable. In this configuration, we observe that DQPs built with every 
invariably support SD. We must therefore conclude that when its set variable 
is bound by an existential operator, every is driven to move to [Spec, DistP}. 

The fact that every does not support SD when in the scope of negation 
suggests the following hypothesis. Assume that the negative operator can (un­
selectively) bind the set variable. This ensures that every will be licensed, while 
forcing it to remain in the scope of NegP (i.e., to remain in its Casel Agreement 
position), and thus not move on to DistP. 

The LF representations below, with the indicated reading, will be assigned 
on the basis of the theory outlined above ('i' is the index that identifies the set 
variable introduced by every book): 

(61) John read every book 
[Retp 3i [AgrSP John [DistP every book2/ i [ShareP 3k [vp* eventk 
[vp read h ]]]]]] 

(55a') John didn't read every book 
[AgrSP John [NegP NOk/ i [AgrOP every book2/ i [vp* eventk 
[VP read t2 ]]]}] 

5.3 PD behavior of every 

Having outlined an account of the LF licensing of every in the scope of 
negation, we need to consider how the facts tie in with our account of distribu­
tivity. Consideration of the distributive properties of every under negation has 
already provided some independent evidence that our approach might be on 
the right track. 

Under the theory of scope we have adopted, the quantificational properties 
of QPs are related to their entering into particular configurations in LF. For 
example, DQPs become strong distributors by moving to [Spec, DistP}. There­
fore, when for some reason a DQP is licensed outside of this position, we should 
expect its distributive properties to be affected. 

This prediction is borne out. It can be shown that when under the scope 
of the negative operator, and thus in [Spec, AgrXP} (instead of [Spec, DistPj), 
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QPs built with every behave like pseudo-distributors. Take the examples in 
(62): 

(62) a. John didn't show every book to some student/one of the students 

b. John didn't show some book/one of the books to every student 

Consider in particular the scopal relation between every N and some N/one 
of the N. Under normal intonation, we easily interpret (62a) as talking about 
a singular student, but cannot naturally assign (62a) a distributive reading 
paraphrasable as 'it is not the case that for every book x, John showed x 
to a (possibly different) student.' This is surprising: every N, as a strong 
distributor, can distribute over a clausemate indefinite (even a presuppositional 
one) from any position, including the object position (recall for example the 
data presented in (27)). 

With (62b), too, the most natural interpretation seems to be that we are 
talking about a single book, though a distributive construal over the indefinite 
becomes available when we substitute a book for some book/one of the books, 
as in (62c): 

(62) c. John didn't show a book to every student 
OK/? 'it is not the case that for every student x, there a possibly 

different book that John showed x' 

Substituting a student for some student in (62a) seems to have less of an effect 
on the availability of a distributive reading. 

In sum, as regards (62a, b), we find no distributivity when the direct object 
is the distributor and the indirect object is the distributee (cf. 62a)j or when 
the distributor is the indirect object, but the distributee is presuppositional (cf. 
62b). We find that distributivity is supported only when the distributor is the 
indirect object, and the distributee is a non-specific direct object (cf. 62c). 

As we saw in Sections 3.2 and 4.2.2, this is exactly what we get in the PD 
pattern (when the distributor is a bare GQP). Our conclusion with respect 
(62a, b) is thus the following: every N in the scope of clausal negation becomes 
a pseudo-distributor (i.e., shifts to the PD pattern). 

A final observation supports this claim: if we substitute a different book/stu­
dent for some book/student in (62), the sentences appear degraded (under the 
distributive reading of a different). These sentences are only acceptable on the 
relevant reading if interpreted as denials of their affirmative counterparts, given 
in (62c-d). The latter of course are fine, since there is no negation. 

(63) a. John didn't show every book to a different student 
[?? unless denial] 

b. John didn't show a different book to every student 
[?? unless denial] 
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c. John showed every book to a different student 

d. John showed a different book to every student 

6 THE DISTRIBUTION OF PL IN MATRIX 
QUESTIONS WITH DQPS 

385 

We are now in a position to tackle our first task: deriving the distribution of 
PL with every. This will be done in Sections 6.2 and 6.3. Then, in Section 6.4, 
I will consider the distribution of PL with each. But first, I will briefly indicate 
the semantic commitments of the analysis. 

6.1 A brief excursus in the semantics of PL 

Before we enter into the details of the derivation of PL, it is necessary to 
give some indications as to the semantic treatment that the LF account that I 
present in this section is supposed to interface to. I will not present a discussion 
of the semantics of questions, as this would go beyond the scope of the present 
paper. All the more so, since the semantic proposal that I rely on is presented 
in Szabolcsi (1996a), to which the reader is referred. Some familiarity with her 
paper is recommended for an understanding of the present one. 

As pointed out by Chierchia (1993), there are two basic approaches to the 
semantics of PL. One consists in devising a technique for quantifying NPs into 
questions. Both Higginbotham (1991) and Groenendijk and Stokhof (1984) 
are representative of this tradition. The other, which Chierchia adopts (and 
considerably develops) is the functional approach: PL is viewed as a sub case 
of individual readings, where the individual is actually a function, spelled out 
"extensionally" as a set of pairs. 

Szabolcsi's proposal, which I follow, does not assume that PL is a sub case 
of the functional reading. One feature of her analysis is that it distinguishes 
matrix questions and complements of wonder-type verbs from complements of 
find out-type verbs, primarily on the basis of what quantifiers support PL in 
each context. 

In matrix questions, Szabolcsi adopts a version of Groenendijk and Stokhof's 
interpretation schema, which employs a device known as Domain Restriction. 
Crucially, however, Szabolcsi's schema does not incorporate lifting. Whereas 
for Groenendijk and Stokhof PL readings denote generalized quantifiers over in­
dividual questions (which amounts to "lifting" the interpretation of questions), 
as represented in a schematic format in (64c) , Szabolcsi assigns the interpre­
tation in (64b) to a PL question such as (64a). (The format given in (64b) 
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and (c) abstracts away from the choice of a particular semantics for individual 
questions.) 

(64) a. Who did every dog bite? 

b. which x E A, which y [x bit yj 
where A is the unique set determined by the quantifier 

c . .AP3X (X a set determined by the quantifier & P(whichx E X 
bit whom)) 

The difference between (64b) and (64c) is thus just one of lifting. The motiva­
tion for eliminating lifting is empirical. Lifting is necessitated by the desire to 
account for apparent PL readings in questions with indefinite (numeral) QPs, 
as in the example below: 

(65) Who did two dogs bite? 
? Fido bit John and Spot bit Mary 

These readings are known as "choice" readings, since the answerer must choose 
a group referent (in the above example, a particular pair of dogs) for the QP 
prior to answering the question. Szabolcsi argues that such readings, to the 
extent they are available at all, are semantically distinct from PL readings, and 
should accordingly not fall under the same semantic interpretation schema. 
Since, as noted in Section 1, neither CQPs nor NQPs support PL in matrix 
questions, PL is under this view a distinctive property of DQPs. With DQPs, 
which are universal terms, there is no choice of discourse referent, as the set 
introduced by these QPs is unique. Having excluded GQPs, NQPs, and CQPs 
from participating in PL in matrix interrogatives, the motivation for lifting 
disappears, and the simpler format in (64b) can be used instead of (64c). 

Aside from the issue of lifting, the use of Domain Restriction (in either 
(64b) or (64c)) deserves attention, since it will playa significant role in the LF 
analysis to be proposed later in this section. The intuition behind Groenendijk 
and Stokhof's Domain Restriction is that in PL questions the quantifier does 
not operate in its "usual" way, i.e., in the way it operates in a declarative sen­
tence. It does not quantify over the whole question-this would be semantically 
problematic, owing to a difference in semantic type. Rather, the QP simply 
"lends" its witness set (which for every dog is the set containing all dogs and 
nothing else) to the interpretation of the question. The domain of the wh­
question operator is thus "augmented" and spans over pairs. This mechanism 
is reminiscent of the syntactic operation of "absorption," where two QPs with 
overlapping scope are merged into a complex or "binary" quantifier. 

With respect to PL readings arising in wh-complements of verbs like find 
out, know, ... , Szabolcsi proposes an interpretation where the QP operates 
in its usual "quantificational" way, i.e., a semantic schema that incorporates 
lifting and does not invoke Domain Restriction: 
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(66) a. John found out who every dog bit 

b. AP[every-dog'(Ax[P(which y [x bit y])])] 
where P = the property that p has iff John found out p 

I will come back to the semantics of complement clause PL in Sections 7 and 
8. 

6.2 The PL pattern with every as a subcase of the PD 
pattern 

I return now to our central concerns, the derivation of PL at the syntactic 
level of LF. The first claim that I present is that the distribution of PL readings 
in matrix questions with every-QPs (henceforth, the "PL pattern with every"), 
is a sub case of the PD pattern. In other words, I claim that (i) PL is a dis­
tributive dependency; and (ii) the distribution of PL in matrix questions with 
every N follows the same pattern supported by GQPs in declarative contexts. 

Let's proceed to show that the distribution of PL with every-QPs conforms 
to the pattern outlined in (29). Both the type of WhQP and its syntactic 
position with respect to every are relevant to the availability of PL. Like with 
GQPs, there are two types of WhQPs, which I consider in turn: (i) BARE 

WhQPs (who, what, ... ); (ii) D-LINKED OR PARTITIVE WhQPs (which (of 
the(se) men)). 

I assume that WhQPs can undergo reconstruction in LF, thus lowering their 
scope from [Spec, CPl. Let's then view the pattern of PL as one case of the 
distributivity pattern. 

Bare WhQPs interacting with every N show a pattern that parallels that 
of PD when both distributor and distributee are bare GQPs: we find that 
PL is essentially available when the distributor (=every N) is higher than the 
distributee (=the reconstructed WhQP) according to the LF Case Hierarchy: 
subject > indirect object > direct object. So, subject every N is best in 
supporting PL; as indirect object, every N is still somewhat able to yield PL 
readings with object Wh; the converse configuration, every N object and wh 
indirect object, is less likely as PL; finally, no PL is available when wh is the 
subject. 

Note that these judgements, which come from my own field work, are slightly 
different from those reported by Chierchia. He notes that when every and wh 
are both VP internal, PL is sometimes possible either way, though he predicts 
that as direct object, every should be generally better in supporting PL than 
as indirect object. (This matches the distribution of WCO). I find that for 
most of the speakers I interviewed, PL is more easily available when every is 
an indirect, rather than a direct, object. The judgements can be summarized 
in the following pattern: 
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(67) a. What did every student write about? [ok PL] 

b. What did you show to every man? [? PL] 

c. To whom did you show every picture? [?? PL] 

d. Who wrote about every book? [* PL] 

e. Who showed this book to every man? [* PL] 

A somewhat different pattern is found with QPs built with which (see also 
Szabolcsi 1994). With D-linked WhQPs, PL readings are only available when 
every is in subject position: 

(68) a. Which man did every dog bite? 

b. Which dog bit every man? 

c. Which picture did you show to every man? 

d. To which man did you show every picture? 

[(?)PL] 

[*PL] 

[*PL] 

[*PL] 

Partitive WhQPs (e.g. which of the{se) men) behave likewise. If they support 
PL, it is only when every N is the subject. 

The pattern in (68) has special theoretical significance. First, it is not 
predicted under May's or Aoun and Li's proposals, which do not distinguish 
between types of WhQPs. These accounts say that subject every N should 
behave, with respect to a WhQP in any other position, just like direct object 
every N behaves with respect to indirect object WhQP. The data in (67)-(68) 
show that this prediction is incorrect, both with bare and D-linked who 

The pattern in (68) cannot be captured under Chierchia's WCO account 
either. Chierchia's prediction is that PL should be more easily available when 
both every Nand wh are VP-internal arguments, given that WCO effects are 
generally very weak (if present at all) in such configurations. With bare wh, 
judgements are perhaps simply not so clear as to falsify or confirm this predic­
tion. But with D-linked and partitive wh we have cases where the speakers' 
intuitions point in the opposite direction from WCO. These data therefore seem 
problematic for the WCO story. On the other hand, they provide significant 
confirmation for the suggestion that the distribution of PL in matrix questions 
follows the PD pattern. 

Thus, the data reviewed in (67)-(68) support the hypothesis that the PL 
pattern with every is a sub case of the PD pattern as outlined in Section 3. 

6.3 Deriving the distribution of PL with every 

Given the similarity between the PL pattern with every and the PD pattern, 
I turn to providing an explanation for this convergence. The core questions, in 
this respect, are: (i) why does every N revert to PD, and (ii) how does this fit 
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in with the behavior of every in the scope of negation, which we have observed 
in the previous section. 

To answer these questions, I submit that it is the interrogative operator 
that triggers the PD behavior of every N in matrix wh-questions. I propose 
that the interrogative operator (like negation) can license every N by binding 
its set variable. Since the question operator in Co is a closer binder than the 
existential operator in Ref<> (CP is below RefP) , when present, the question 
operator will take precedence in binding the set variable introduced by every. 
This amounts to extending the treatment offered in the preceding section for 
every in the scope of negation to the case where every is in the scope of a 
question operator. 

Next, I assume that this pre-empts movement of every N to [Spec, DistP). I 
assume that every is only strongly distributive when its set variable is bound by 
an existential operator. Under the analysis that has been developed thus far (cf. 
especially Section 5), every is not lexically endowed with the property of being 
a strongly distributive quantifier. Rather, it is semantically underspecified. Its 
logico-semantic (quantificational) properties derive from the LF configuration 
in which it occurs. Every is interpreted as a strongly distributive quantifier 
when its set variable is bound by an existential operator. In interrogative (or 
negative) contexts, it simply lends its domain of quantification (Le. its restrictor 
set) to the question operator (or to the negation). This represents a direct LF 
implementation of Groenendijk and Stokhof's Domain Restriction, reviewed in 
Section 6.1. 

The proposal amounts to saying, effectively, that in interrogative/negative 
contexts, every N "merges" or "absorbs" with the interrogative/negative quan­
tifier. (Unlike Chierchia, I do not implement syntactic absorption; rather, I 
invoke binding. But the two notions serve similar functions). Neither the neg­
ative nor interrogative operator is associated with strong distributivity. Every 
accordingly relinquishes its strong distributor behavior, functioning more like 
an interrogative/negative QP. 

On the basis of this account, given that every N does not move to [Spec, 
DistP) when its set variable is bound by an interrogative or negative operator, 
it will not support SD. Instead, it will revert to the weaker type of distributivity 
supported by the other QP-types, namely PD. 

Let's now consider more closely the structural conditions under which the 
set variable introduced by QPs built with every can be bound by the question 
operator. This will allow us to refine the analysis given above. 
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6.3.1 Conditions on the binding relation between every and the 
question operator 

Three observations, which I consider in turn in this subsection, will be 
helpful in characterizing the conditions on the emergence of PL readings with 
every-QPs, and will thus fine-tune the analysis. The first is that simply being in 
the scope of an interrogative operator is not sufficient to license PD behavior 
on the part of every N. To begin with, in yes/no questions, every N clearly 
shows the SD pattern. Consider: 

(69) a. Did every student read a different book? 

b. Did you show every book to a (different) student? 

c. Did a different student write about every book? 

(69a) can be quite naturally interpreted with every taking a different book as 
distributee. In (69b) there is distribution between every book, in direct object 
position, and a different student, the indirect object. (69c) offers an example 
of inverse distributive scope where an object is the distributor and the subject 
is the distributee. These are all distinctive properties of SD (recall that they 
do not obtain with PD). In yes/no questions, therefore, every behaves as in 
non-negative declarative contexts. 

The second observation is that in matrix wh-questions every N is not always 
prevented from behaving as a strong distributor. Rather, what we observe is 
that in matrix wh-questions, every N either supports SD or PL, but not both. 
Consider the examples in (70). 

(70) a. Who showed every book to a different student? 

b. Who showed a different book to every student? 

[* PL, ok SD] 

[* PL, ok SD] 

Since in (70a, b) the WhQP is a subject, these questions do not have a PL con­
strual (cf. the generalization on the distribution of PL given above). However, 
on the individual answer construal, every behaves as a strong distributor: we 
can construe both (70a, b) in such a way that we have distribution of every 
book/student over (a different) student/book. This is something not predicted 
by our analysis. These examples prompt a more careful formulation of the li­
censing conditions on PL laid out in the previous section: they show that the 
mere presence of a [+ Wh] Question operator in Co is not sufficient to bind the 
set variable of a DQPj being the closer binder is not enough. 

A further observation can however be drawn from these examples, our third. 
What characterizes these examples is the relative scope of WhQP and DQP. 
Insofar as the WhQP scopes higher than the (Case) position of every, the latter 
can show its "default" SD behavior. 



Distributivity and Pair-list Readings 391 

These three observations force us to characterize more precisely the condi­
tions under which every N can be bound by the question operator. I propose 
the following analysis of these conditions. 

In interpreting wh-questions with quantifiers, we can in principle construe 
the WhQP as either (i) wide scope with respect to the QP, or (ii) within the 
scope of the QP. In the latter case, I assume that the WhQP is reconstructed 
into its Case position, if it is a bare WhQP, or into [Spec, ShareP] if it is 
partitive or D-linked (it is plausible to assume that partitive WhQPs introduce 
a group referent). More exactly, I assume that whereas the WhQP can be 
reconstructed, the interrogative operator remains in CP.16 

Reconstruction of the wh-phrase is thus the first condition on the appearance 
of PL in matrix questions with every N. This accounts for our third observation: 
there is no PL if the WhQP is assigned scope above the LF position of the DQP. 

It follows that matrix questions with DQPs can always support an indi­
vidual answer interpretation: if the wh-phrase does not reconstruct, it will be 
interpreted as taking scope in [Spec, CP], and thus as taking wide scope over the 
QP. A PL interpretation is only possible when, by reconstructing the WhQP 
into its Case position, the wh finds itself in the scope of every. 

The two possible scope relations between wh and every that were considered 
in (i)-(ii) above can be represented as in (71). PL is not possible in (71i) but it 
is okay in (71ii). Only the scope positions of every and wh are indicated in the 
LF diagrams, and reconstructed elements are in curly brackets (a convention 
that I follow in the rest of the paper): 

(71) i. [cp [Q-OPi + WhQPi ] [ ... [AgrXP [every N]k ... ] ... ]] 

ii. [cp [Q-OPi + ti ][ ... [AgrXP [every N]k/i ... ] ... [AgrYP {WhQPh 
... ] ... ]] 

Given that the first condition on the emergence of PL requires the WhQP 
to take narrow scope, the second condition has to do with the relative positions 
of the reconstructed wh-phrase and every N. Since we have seen that the PL 
pattern appears to be a sub case of the PD pattern, we should expect, for PL 
to be supported, that the relative position of DQP and WhQP conform to the 
configurations that license PD. 

Collecting all of these conditions together, the derivation of PL proceeds as 
follows. The WhQP is reconstructed either into [Spec, ShareP] or into its Case 
position, depending on its interpretation. The relevant type of LF configuration 
is given in (71ii). The reconstructed wh is bound by the interrogative (Q) 

16The hypothesis that I am making here is simply that WhQPs, whether in wh-movement 
languages or in-situ languages, are a type of QP which can be bound by the Question 
Operator. When an interrogative WhQP is reconstructed at LF, it is like a wh-in-situ in 
mUltiple interrogation constructions. 
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operator (as shown by their sharing the 'i' index). Since every N falls within 
the binding path of the same Q operator, it gets unselectively bound along with 
the WhQP. In the configuration that supports only the individual reading, (71i), 
the WhQP remains in [Spec, CPl, and every N is outside the binding path of 
the question operator; thus every N is not bound by it. 

Thus, it is not enough that the question operator in Co be the closest binder 
for every N; since a [+ Whl question operator (plausibly) binds a reconstructed 
WhQP (which has, prior to reconstruction, entered into Spec-Head agreement 
with the operator), the set variable introduced by every N can only be unse­
lectively bound when the DQP intervenes between the question operator and 
the reconstructed WhQP. 

Binding by the interrogative operator enforces the PD pattern on every N­
like we saw that binding by negation did. PL will be available iff the position 
of every N (the distributor) and the position of the reconstructed WhQP (the 
distributee) fall within a configuration that supports PD, as characterized in 
Section 3. 

6.3.2 Yes/no questions 

I return now to accounting for the first observation in this section, i.e. to 
why yes/no questions cannot bind the variable of DQPs. The reason for this is 
that the yes/no Q operator is not a variable binding operator, or at least not 
a variable binding operator of the type that could bind the set variable of a 
DQP. 

First, the yes/no Q operator does not bind the event argument: in a question 
like Did John graduate?, the speaker is not asking "what is the event in which 
John graduated." If the yes/no operator should bind anything, this would likely 
be a sentential operator or adverb. The only way to turn a yes/no question 
into a wh-question is to paraphrase the question Did John graduate? as How 
true is it that John graduated? This question can receive an individual answer 
like True or False. 

Now, pursuing the hypothesis that the yes/no operator does bind some 
suitable adverbial (i.e. assuming this is possible), the plausible conclusion is 
that the set variable of a DQP could not be unselectively bound along with the 
adverbial because they wouldn't, semantically, be variables of the same kind. 

Some supporting evidence for this conclusion comes from looking at mul­
tiple interrogation. If looking at multiple interrogation provides us with a 
comparable situation (semantically, at least, if not structurally, as actually ar­
gued by Hornstein 1995 and Williams 1994), we see that the semantic variable 
introduced by adverbials like how and why cannot be questioned along with 
individual-denoting WhQPs in a multiple interrogation. As is well-known, ad­
verbial wh-elements like how and why cannot remain in-situ: 
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(72) a. * Who left why? 

b. * Who left how? 

6.3.3 Summary of the analysis 

393 

At this point, let's tie in the analysis of every in wh-questions with the 
analysis given in the previous section of every under negation. 

Having formulated the conditions under which the set variable introduced by 
every-QPs is bound by the question Operator, we can see that these conditions, 
summarized in the configuration in (71ii) above, are not different from the 
conditions under which every N can be bound by negation. Both cases belong 
under the same generalization. In either case, (i) the binding operator must be 
the closest (potential) binder; in addition, (ii) binding of the set variable of the 
DQP is done unselectively, by the DQP intervening in LF in the binding path 
connecting the binder to the variable that it normally binds. In the case of the 
question operator, the variable is located with the reconstructed WhQP; in the 
case of negation, the variable bound by negation is the event argument. In both 
cases, binding by an operator other than the existential inhibits movement of 
every to [Spec, DistPJ, and thus the emergence of the PD pattern. 

Thus, the cases where every is in the scope of c-commanding negation are 
indeed an instance of the same configuration as (71ii). We have the following 
parallel configurations, as given by the diagrams below (73b = 71ii): 

(73) a. What did every student read? [under PL reading1 

b. [cp [Q-OPi + ti 1 [ ... [AgrXP [every N1k/i ... 1··· [AgrYP {WhQPh 
.. ·1 .. · 11 

(74) a. John didn't read every book 

b. [ ... [NegP NOi [ ... [AgrXP [every N1k/i ... [vp* eventi ... [vp V 
. .. llllll 

To summarize our proposal so far, PL will only appear when (i) the WhQP 
reconstructs in the c-command domain of every N, and (ii) the relative positions 
of every N and of the reconstructed wh support PD. I give below the LF 
representations for the pattern of bare wh presented in (67) above: 

(75) a. What did every student write about? [ok PL1 
[OP Q-OPi + ti [AgrSP every studentk/i [each [AgrOP {what h [vp tk 

wrote about tilll11 

b. What did you show to every man? [? PL] 
[op Q-OPi + ti [AgrSP YOUj [AgrIOP every mank/i [each [AgrOP {what h 
[vp tj showed ti to tk1lllll 
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c. To whom did you show every picture? [?? PLl 
[cp Q-OPi + ti [AgrSP YOUj [AgrIOP {who h [AgrOP every picturek 
[vp tj showed tk to tilllll 

d. Who wrote about every book? [* PLl 
[cp Q-OPi + ti [AgrSP {who h [AgrOP every bookk [VP ti wrote about 
tkllll 

e. Who showed this book to every man? [* PL] 
[cp Q-OPi + ti [AgrSP {who h [AgrIOP every mank [AgrOP this bookj 

[VP ti showed tj to tklllll 

Note that the schema in (71ii) generalizes directly to the cases where wh, 
thematically originating in an embedded clause, has moved to the matrix CP: 

(76) a. What do you think that every student read? [ok PLl 

b. [cp [Q-OPi + ti 1 do [you think [cp that [AgrSP every studentk/i 
[AgrOP {what h 1 [VP tk read ti llll 

Unlike May (1985), who raises the DQP to matrix IP, we account for these 
complex PL questions by reconstructing the WhQP into the scope of every N 
in the embedded sentence. 

The licensing conditions for DQPs built with every are summarized below: 

(77) Licensing of every N 

a. QPs built with every are endowed with the feature [+singular agr.l, 
being underspecified for [distributivel. This featural specification 
may, but doesn't have to be discharged in [Spec, DistPl. 

b. Every-QPs must move to [Spec, DistPl only when the closer binder 
oftheir set variable is an existential operator in [Spec, RefPl. When 
in [Spec, DistPl in LF, every-QPs activate the distributive operator 
in DistO, and support SD. 

c. When the closer binder is a negative or question operator, QPs 
headed by every do not move to [Spec, DistPl. 

Before concluding this section, I should point out that our account is con­
siderably different from May's and Aoun and Li's, but bears some resemblance 
to Chierchia's, as mentioned above. The mechanisms whereby PL is generated 
are different, WCO vs. PD; this, as was noted, makes different predictions on 
the distribution of PL. But there is a partial convergence in the assumption 
that PL is the result of a special operation, absorption for Chierchia, binding of 
the discourse referent here, whereby the 'I.1Jh "merges" with the QP. The follow­
ing section will show that, beyond this convergence, there remain substantial 
empirical differences between the two accounts. 
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6.4 PL in matrix questions with each 

The syntactic distribution of PL readings in matrix questions with each­
QPs provides one of the main empirical arguments for the analysis presented in 
this section. The difference between the PL pattern with every and with each 
represents a distinctive feature ofthe present approach, since it cannot be (eas­
ily) incorporated in either May's/ Aoun and Li's or in Chierchia's/Hornstein's 
treatments of PL. 

For most speakers, each appears to support PL not only in the configu­
rations where PL is possible with every-QP, but also in configurations where 
PL with every is excluded (78a, b) or difficult (78c, d). In (78a), each book is 
a direct object and the WhQP is a subject, a configuration where every book 
does not support PL (78b). In (78c) each book is also a direct object, whereas 
the WhQP is a prepositional indirect object: in this configuration, it was found 
that every-QPs would support PL only with difficulty.17 

(78) a. Who read each book? [ok PL] 

b. Who read every book? [* PL] 

c. Who did you assign each book to? [ok PL] 

d. Who did you assign every book to? [?* PL] 

The data presented above show, in essence, that there are no syntactic 
asymmetries in the distribution of PL with each. This observation goes back 
at least to Williams (1986, 1988). (Note also that Karttunen and Peters 1980 
use each throughout their paper without remarking on any asymmetry of the 
type shown by every.) 

None of the other approaches to PL reviewed here seem to be able to ac­
count for these data. May (1985) and Aoun and Li (1993) treat all quantifiers 

17The same data are available in Italian, which displays a distinction which seems to match 
that between each and every: unlike French and Spanish, which have only one active DQP (cf. 
French chaque, Spanish cada), Italian has a distinction between ogni 'every' and ciascun(o) 
'each.' In Italian, PL with ciascuno appears to be available in the same configurations 
where each licenses PL. PL with ogni on the other hand, has a more restricted distribution, 
comparable to that found with every-QPs: 

(i) Chi ha letto ciascun libro? [ok PLj 
who has read each book? 

(ii) Chi ha letto ogni libro? [* PL] 
who has read every book? 

(iii) A chi hai mostrato ciascun libro? [ok PLj 
to who have-you shown each book 

(iv) A chi hai mostrato ogni libro? [?* PL] 
to who have-you shown every book 
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alike, hence it is unlikely that their account could be made to distinguish two 
otherwise so similar quantifiers like every and each. Neither can Chierchia's 
(1993) account for the different behavior of every and each, since WCO effects 
are just as strong with each as with every: 

(79) a.?? Hisj mother accompanied every childj 

b. ?? Hisj mother accompanied each childj 

The behavior of each in PL questions can however be accounted for by our 
proposal. Recall the licensing conditions on each-QPs: 

(80) Licensing of each N 

a. QPs built with each are endowed with the features [+singular, 
+distributivej. Since these features can only be discharged in [Spec, 
DistPj, each-QPs must move there in LF. 

b. Therefore, each-QPs always support SD. 

c. Semantically, the set variable introduced by QPs headed by each 
must be bound by an existential or Question Operator. 

Given that each-QPs are endowed with a [+distributivej feature, they have to 
check it off in [Spec, DistPj. This requirement prevents each-QPs from being 
bound by negation, since DistP is higher than NegP, the site of the negation 
operator. In fact, as observed in Section 5.2, there is a basic incompatibility 
between each and negation. Sentences where negation c-commands each are 
somewhat deviant, or at least show very restricted distribution and/or require 
special intonation (cf. 60). 

Getting bound by the question operator does not, however, prevent each­
QPs, in principle, from moving to [Spec, DistPj, since the site of the operator 
(CO) is higher than DistP. Given that each-QP must check its features in [Spec, 
DistPj, it moves there even when its set variable is bound by the question 
operator. 

The difference between each and every is thus that the latter supports SD 
only when its set variable is bound by the existential operator. DQPs built with 
every thus show a sort of "polarity" behavior, whereby their quantificational 
properties are affected by the type of their binder. 

In detail, the derivation of PL readings with each-QPs proceeds as follows. 
The QP headed by each is driven to move to [Spec, DistPj; the WhQP is 
reconstructed as usual (in [Spec, SharePj or [Spec, AgrXP]). The set variable of 
the each-QP is bound by the question operator in Co. The respective thematic 
or Case positions of each Nand wh are irrelevant to the availability of PL with 
each, just as the relative Case positions of the distributor and the distributee 
were irrelevant in the SD pattern. The each-QP is driven to move to [Spec, 
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DistP] for distributivity checking from any argument position. The distribution 
of PL with each as in (78)-(79) is therefore derived. 

The derivation of (78a) below summarizes the proposal for PL with each: 

(78a') Who read each book? 
[ep Qi + ti [AgrSP ti [DistP each bookk/i [ShareP 3j [AgrOP tk [vp* eventj 
[vp {who h read tk llllll] 

1 PL READINGS WITH EVERY- AND EACH-QPS 
IN WH -COMPLEMENTS 

I come now to considering another asymmetry in the distribution of PL, namely 
the contrast between the distribution of PL in matrix and embedded questions 
with DQPs. The main focus will be on so-called EXTENSIONAL wh-complements 
(e.g. those selected by know, find out, etc.). Other types of wh-clauses will be 
considered only in passing. 

The premise of the account is that what distinguishes matrix from (exten­
sional) wh-clauses is that in the latter, WhQPs don't have interrogative force. 
Following Groenendijk and Stokhof (1984), Szabolcsi (1996a) and others, I as­
sume that the wh-operator in Co is distinct from the question operator found 
with matrix wh-questions. Given that the distribution ofPL in matrix questions 
hinges, on the analysis presented here, on the question operator acting as binder 
for the set variable of DQPs, we would expect its absence in wh-complements 
to have effects on the distribution of PL. This expectation is borne out, as will 
be seen below. 

1.1 Interactions between DQPs and non-interrogative 
WhQPs 

As pointed out by Szabolcsi (1994), in embedded wh-clauses the asymme­
tries in the availability of PL that are found in matrix questions with every 

seem to disappear. The annotations in brackets under each example highlight 
the differential availability of PL in the two configurations. 

(81) a. By tomorrow, we'll find out which book every student read 
[ok PL, also ok in matrix case] 

b. By tomorrow, the committee will decide which applicant will fill 
every position [ok PL, * in matrix case] 

c. By tomorrow, we'll find out which topic the teacher has assigned 
to every student [ok PL, ? in matrix case] 
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d. The teacher has already decided to which student he'll assign every 
book on the list [ok PL, * in matrix case] 

Speakers are able to construe every student in (81a) as distributing over which 
book, arriving at construals like 'we'll find out, for every student x, which book x 
read.' Such interpretations are on a par with the distributed (matrix) question 
readings that I labeled as PL. I refer to them as PL-like interpretations (in the 
glosses however, I simply indicate 'PL', as in (81) above). 

That PL-like construals are possible in the configuration (81a) where ev­
ery N is in subject position is unsurprising, given that every N as subject 
generally supports PL in matrix questions. What is surprising is that speakers 
don't have difficulty in obtaining PL-like construals uniformly throughout the 
paradigm in (81), contrary to the matrix case. 

Let's start by considering the semantics of PL-like readings with embedded 
interrogatives. Extensional wh-clauses are complements of verbs like know, find 
out, etc., which denote relations between an individual and the answer to a 
question (cf. Groenendijk and Stokhof 1984). These are distinct from inten­
sional wh-complements of verbs like wonder, which denote relations between an 
individual and a question. -

Under Szabolcsi's (1996a) analysis, which I adopt here, PL is not a unitary 
phenomenon. Szabolcsi argues, partly on the basis of the different distribution 
of PL-like readings observed above in (81), that these readings with extensional 
wh-complement clauses are to be treated differently than matrix PL. She pro­
poses that they are obtained, semantically, by direct quantification into lifted 
questions (which is what she argues against in the matrix case). A "lifted ques­
tion" is a set of properties such that the set of true answers to the question has 
those properties. 

By ordinary, or direct, quantification Szabolcsi means that the DQP behaves 
in its own regular way (as opposed to providing a domain restriction, as in 
matrix questions). In ordinary declarative contexts, DQPs take a property of 
individuals (=a set of individuals) as their nuclear scope: e.g. the property 
"sleep" in Every student sleeps. In an extensional wh-complement, a DQP 
which supports a PL-like reading takes a property of answers as its scope. So 
in John figured out what every student needed, the scope of every student is the 
property P such that a student x has it iff John figured out what x needed. 
Quantification works identically to the declarative case. 

There are both conceptual and empirical reasons for this approach. As to 
the former, extensional wh-complements are not direct questions; the matrix 
clause provides the extra material that we need to build the property to serve 
as nuclear scope for the quantifier. In the case of matrix interrogatives, there 
is no such material, unless we adopt the hypothesis of a "silent performative" 
verb. 
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The empirical reasons are given (i) by the different distribution of PL-like 
reading in embedded wh-complements with DQPs; and more importantly (ii) 
by the fact, to be considered in Section 8, that non-DQPs (such as CQPs) also 
support PL-like readings in embedded interrogatives. These QPs, however, do 
not support PL in matrix questions, even when they occur as subjects. Since 
QP-types do not essentially differ in their ability to support PL-like readings 
in extensional wh-complements, it must be concluded that this is an instance 
of their basic behavior, i.e., plain quantification. 

Thus there are grounds to assume that PL in the matrix and in (exten­
sional) wh-complements are distinct semantic phenomena. Szabolcsi's analysis 
of the semantics of PL-like readings in wh-complement clauses matches, essen­
tially, the conclusions that can be reached when the syntactic (=LF) analysis 
developed in the previous sections is applied to the problem at hand. 

Recall that we have assumed that there is a fundamental difference between 
matrix questions and (embedded) extensional wh-complements. The relevant 
syntactic difference is that only the CP of matrix interrogatives contains a ques­
tion operator. This has been argued in Groenendijk and Stokhof (1984) and 
Munsat (1986) for interrogatives in general and in Szabolcsi (1996b) as regards 
PL in particular. The CP of extensional wh-complements does not contain a 
question operator. The CP of other types of embedded wh-clauses similarly 
lacks a question operator: relative clauses, comparative clauses, etc. I assume 
that, in the relevant respects, the CO operator which occurs with extensional 
wh-complements and relative/comparative clauses is akin to an existential op­
erator. 

The analysis of matrix PL (Section 5) relied on the assumption that every N 
gets bound by the question operator, which in turn pre-empts its moving to 
[Spec, DistP], enforcing a shift from the SD pattern of distributivity to the PD 
pattern. Since the examples in (81) do not involve a question operator, we 
expect every N to be bound by an existential operator; consequently, not to 
shift to the PD pattern. That is, we expect every N in extensional complements 
to behave like each N does in matrix questions (though for different reasons). 

This expectation is borne out since PL-like readings in extensional wh­
complements with every-QPs do not show the asymmetries found in matrix 
questions with every-QPs. In extensional complements, every N is thus able to 
satisfy SD by moving to [Spec, DistPj, and distribute over the (reconstructed) 
WhQP. This accounts for the lack of asymmetries found with (81) above. 

PL-like readings with extensional wh-complements can thus be derived as 
follows. Since it is bound by an existential operator, every N moves to [Spec, 
DistPj. The WhQP reconstructs in its scope (in [Spec, SharePj or in its Case 
position). Therefore the SD pattern becomes instantiated. I present below 
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the derivation of examples like (81b). Similar derivations obtain for the other 
examples in the paradigm in (81):18 

(82) John found out who will present every paper 
[AgrSP John [vp found out [Refp 3j [ep ti [AgrSP ti [DistP every bookk/ j 

[ShareP {who h [AgrOP tk [VP ti present tk lllllllll 
Consider, now, (intensional) wh-complements of wonder, which selects only 

for a [+Wh] complement. Szabolcsi demonstrates that the semantics of PL 
readings in this type of construction is parallel to the case of matrix questions. 
Interestingly, we find that the PL pattern of matrix questions with every-QPs 
re-emerges, too. This is shown in (82). (82b, c) can only be construed with 
the WhQP taking wide scope over every; but (82a, d) appear to allow for the 
reverse scoping: 

(83) a. I wonder what book every student will write about 

b. I wonder who read every book 

c. I wonder to whom you will assign every problem 

d. I wonder who John introduced to every girl 

[ok PL] 

[* PL] 

[?? PL] 

[? PL] 

There are some other respects in which complements of wonder behave, 
syntactically, like matrix clauses (cf. Szabolcsi 1996a): one is that they can 
license negative polarity items, in the same rather restricted way in which wh­
questions do (cf. Munsat 1986). Extensional wh-complements do not. 

(84) a. When will I ever get a raise? 

b. I wonder when I will ever get a raise 

c. * I found out when I will ever get a raise 

(85) a. Why did anybody bother to come? 

b. I wonder why anybody bothered to come 

c. * I know /foundout why anybody bothered to come 

IBIt is a separate question why wh-clauses introduced by whether do not show PL-like 
readings, not even in the argument configurations that normally support PL (cf. Karttunen 
and Peters 1980, Szabolcsi 1996a, and references therein): 

(i) John found out whether everyone left 
* 'John found out about everyone whether (s)he left' 

Moltmann and Szabolcsi (1994) suggest that this is a subcase of a general prohibition against 
quantification into clauses lacking a variable-binding operator. Whether-complements are, 
semantically, the embedded version of yes/no questions. Referring back to our discussion of 
every in yes/no questions, our conclusion was that the yes/no question operator was not a 
variable-binding Operator, or at least that it couldn't bind the kind of variable introduced 
by DQPs. This explanation can be extended to whether-complements. 
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For these reasons, I assume that complements of wonder contain a question 
operator in Co. This accounts for the distribution of PL readings in (82), 
which proceeds as outlined in Section 6 for matrix questions with DQPs. 

8 PAIR-LIST READINGS WITH GQPS AND CQPS 

In the discussion of PL so far, I have concentrated on DQPs. I now consider 
how the analysis can be extended to account for the availability of PL-like 
readings (and the lack thereof) with other QP types. This discussion provides 
another illustration of the diverse behavior of QP-types. 

I begin by discussing CQPs and GQPs in matrix questions (Section 8.1, 
8.2), then move on to embedded interrogatives (Section 8.3). 

8.1 CQPs in matrix questions 

It is well known that in matrix questions, CQPs do not support PL readings. 
Neither of (86a, b) can be answered as in (86c). 

(86) a. What did more than two students write about? 

b. What did few students write about? 

[* PL] 

[* PL] 

c. * John wrote about War and Peace, Susan about Buddenbrooks, 
Bill about Death in Venice, ... 

These facts follow directly from the account presented here. Since CQPs are 
interpreted as generalized quantifiers, they do not introduce a variable, and 
thus cannot be bound by the question operator in Co. 

As argued by Groenendijk and Stokhof (1984), Chierchia (1993), and 
Szabolcsi (1994) direct quantification into matrix questions is not an available 
option, for semantic reasons. Thus, some alternative mechanism must become 
available for a given QP type to support PL in matrix questions. This mech­
anism is taken here to be binding, by the question operator, of the variable 
introduced by the QP; for Chierchia, this mechanism consisted of absorption. 
It follows that a CQP is not expected to support PL even if the wh-element 
should reconstruct in its scope, as CQPs do not introduce a discourse referent. 

Chierchia must stipulate that CQPs do not undergo absorption. Our ac­
count offers a more principled account of why it should be so, based on the 
theory of QP types of Section 4. 

8.2 GQPs in matrix questions 

The approach developed so far excludes the possibility that GQPs behave 
exactly like DQPs with respect to PL in matrix questions. This is because 
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only DQPs introduce a set variable that can be bound by operators other than 
the existential; as claimed above, the group variable contributed by GQPs can 
only be bound by an existential operator. Thus the claim is that if PL-like 
readings are available with GQPs at all, these should be derived via a distinct 
mechanism. 

Let's consider definite GQPs first. There is general consensus in the litera­
ture that "true" PL readings are not available in matrix questions with definite 
GQPs. There are a number of properties that distinguish the "apparently PL­
like" answers supported by definites from PL answers with DQPs. First, as 
observed by Pritchett (1990), there are no asymmetries (of the type shown 
by every-QPs) in the availability of such answers. Pritchett's examples are as 
follows: 

(87) a. What did the boys rent last night? 
b. Who rented these movies last night? 
c. OK/? John rented Casablanca, Moe rented Red, ... 

Pritchett points out that both (87a, b) may be answered as in (87c). 
The answers supported by definite GQPs further differ from those avail­

able with DQPs as follows: (i) answers to questions with definite GQPs allow 
for vagueness as to the actual pairings, and do not require exhaustive listing; 
(ii) definites do not seem to support list answers with singular WhQPs like 
which/what book (bare WhQPs, like who/what may be interpreted as plural). 

Krifka (1991) and Srivastav (1992) argue that the PL-like answers in (87) 
are to be viewed as resulting from a reading of the question which is not PL, but 
rather, as arising from a type of "dependent plural" reading. PL-like answers 
with definite GQPs should be regarded as "cooperative" attempts to spell-out 
a dependency between two plural terms. This observation is found already in 
Szabolcsi (1983). An adequate answer to a question like (87a) would be "The 
boys (John, Moe, ... ) rented Casablanca, Red, ... (between them)." But 
the answerer can choose to be more cooperative, i.e. informative, and spell-out 
some of the pairs (boy, movie rented). 

Crucially, as remarked by Krifka and Srivastav, answers to questions as in 
(87) tolerate vagueness as to the actual pairings and do not require exhaustive­
ness. These observations argue that these answers do not spell-out a distribu­
tive dependency; but rather, something similar to a "cumulative" dependency 
(cf. Scha 1981). 

It is unclear at present if cumulative dependencies correspond to a partic­
ular LF configuration; it seems that they do not require the QPs to assume a 
particular scopal order. They appear to fall outside our concerns here, there­
fore. 

Let's turn now to indefinite GQPs. It has been claimed (cf. Groenendijk 
and Stokhof 1984, Higginbotham 1991) that indefinite GQPs support a type of 
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list reading which is referred to as a "choice" reading, and that this is to oe 
assimilated to PL-readings with DQPs. Consider: 

(88) a. What (book) did two students write about? 

b. ? (Well, for example) John wrote about War and Peace and Mary 
wrote about Buddenbrooks. 

The question in (88a) can, marginally, be answered as in (88b). But unlike 
a question containing a DQP, like What (book) did every/each student write 
about?, (88a) does not have a unique and complete answer. To answer (88a), it 
has been claimed that one has to choose one group of two students (e.g. John 
and Mary) and answer about these. Answering a choice question amounts thus 
to answering a disjunction of questions by choosing one. 

Szabolcsi argues that apparent list readings supported by indefinite GQPs 
are a separate phenomenon from PL readings. She offers both a speculative 
and an empirical argument. The reader is referred to Szabolcsi (1996a) for 
details. Her conclusion is that there is no actual choice, in the logical sense of 
answering a disjunction of questions by answering one of the disjuncts; rather, 
the answer is of one the "mention-some" type discussed by Groenendijk and 
Stokhof (1984). 

On the basis of Szabolcsi's work, 1 conclude that neither CQPs nor GQPs 
support actual PL readings in matrix questions. This is consistent with our LF 
account. 

8.3 CQPs and GQPs in embedded questions 

1 consider now PL-like readings with CQPs and GQPs in non-matrix ques­
tions; the focus, as in Section 7, will be on extensional wh-complements. The 
basic data comes again from Moltmann and Szabolcsi (1994). 

Let's begin with CQPs. These authors note that although (subject) CQPs 
support PL-like answers in extensional complements (89), the syntactic dis­
tribution of such answers is narrower than with DQPs in the same syntactic 
environment, as shown by the contrast in (90): 

(89) John found out which book/what more than five boys needed. 
OK 'John found out about more than five boys which book/what each 

needed' 

(90) a. 1 know which boy John introduced every girl to. 
OK 'I know about every girl which boy John introduced her to' 

b. 1 know which boy/who John introduced more than five girls to. 
* 'I know for more than five girls which boy/who John introduced 

her to' 
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These data do not present a problem for our analysis. We may assume that 
in (89) more than five boys in AgrSP scopes over the wh-phrase reconstructed 
into its Case position, AgrOP, or in [Spec, SharePj, in accordance with our 
general assumptions about PL-like readings in extensional wh-complements (cf. 
Section 7). 

In Section 4, I proposed that CQPs take scope in situ, and hence that 
distributive readings with CQPs are possible whenever the LF (Case) position 
of the CQP is higher than that of the indefinite which is the distributee. PL 
in (90b) is out, then, because the Case position where the WhQP reconstructs, 
i.e. [Spec, AgrIOP], is higher in the hierarchy than the LF scope position of the 
CQP, i.e. [Spec, AgrOPj. 

Similar observations apparently hold of GQPs in extensional wh-comple­
ments. The pattern of PL-like readings with GQPs in these contexts appears 
to match the PL pattern with every N in matrix clauses, both with bare and 
D-linked wh-phrases. Consider the following data: 

(91) a. I found out what three students need [ok PLj 

b. I found out who needs three books [* PLj 

c. I found out to who(m) John showed five books [?* PLj 

d. I found out who John introduced to five girls [?(?) PLj 

(92) a. I found out which book three students need [?/ok PLj 

b. I found out which student needs three books [* PL] 

c. I found out to which student John showed five books [* PLj 

d. I found out which boy John introduced to five girls [* PLj 

The same account can be extended to these cases: when the WhQP is recon­
structed to its Case position (if it is a bare WhQP, or to Spec of ShareP for 
aD-linked WhQP), PL-like readings will be supported (according to the PD 
pattern) insofar as the Case position of the GQP is higher than that of who 

9 CONCLUSION 

In this paper, I have focused on what I have taken to be a basic inadequacy of 
current LF theories of scope in natural language: the tenet that "all quantifiers 
are created equal." This empirical inadequacy is already present in standard 
accounts of QP /QP interactions (cf. Section 3). It is equally manifest in the 
account that these theories offer of Wh/QP interactions. 

I have shown that on the basis of an alternative LF theory of scope (as 
proposeq in Beghelli and Stowell 1994, 1996, and Beghelli 1995) which is in 
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part based on Szabolcsi (1996b), we can account for a number of asymmetries 
in the distribution of PL. These asymmetries relate to contrasts between matrix 
and embedded questions, between DQPs and other types of QPs, and even 
between two apparently very similar quantifiers such as every and each. None 
of the current syntactic approaches to PL can straightforwadly account for this 
diversity. 

The proposal presented in this paper relies also on a novel approach to the 
notion of distributivity (cf. Beghelli 1995), which has been shown to be a more 
complex phenomenon than standardly thought. In particular, this paper has 
tried to show that distributivity has a specific syntactic encoding in LF. 
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QUESTIONS AND GENERALIZED 

QUANTIFIERS* 

1 INTRODUCTION 

Javier Gutierrez Rexach 

Department of Linguistics 
UCLA 

In this paper I present the basic elements of an analysis of matrix interrogatives 
within the theory of Generalized Quantifiers (Barwise and Cooper 1981, Keenan 
and Stavi 1986, Keenan and WesterstahI1994). Current syntactic theories de­
fend a uniform treatment of declarative quantifiers such as every, some and 
most, and interrogative quantifiers such as which or what. For instance, theories 
of quantification within the Government and Binding framework and later de­
velopments assume that movement of declarative and interrogative quantifiers 
is subject to the same constraints on well-formedness (subjacency, government, 
both types of quantifiers bind variables, etc.) at the relevant level of represen­
tation. Thus, at least from a syntactic point of view, it seems desirable to give 
a uniform account of the different types of quantification. From a semantic 
point of view, we also have strong arguments in favor of the proposed connec­
tion. It can be easily noticed that interrogative quantifiers have the property of 
Conservativity, a property satisfied by all declarative determiners (Keenan and 
Stavi 1986). This semantic property explains why sentence (la) is equivalent 
to (lb), and sentence (lc) is equivalent to (ld). 

(1) a. Some students are vegetarians. 

b. Some students are both students and vegetarians. 

c. Which students are vegetarians? 

d. Which students are both students and vegetarians? 

• I wish to thank Ed Keenan for hours of discussions and extensive comments on several 
versions of this paper. I would also like to thank Anna Szabolcsi, Irene Heim and the 
audiences at the Fourth CSLI Workshop on Logic, Language and Computation and the 
Tenth Amsterdam Colloquium, especially Johan van Benthem, William Ladusaw and Barbara 
Partee for their comments. 
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A seminal paper in the analysis of interrogative quantifiers from the perspec­
tive of Generalized Quantifiers (GQ) theory is Higginbotham and May (1981), 
and here I will develop some of their insights. A topic that has recently received 
broad attention is the problem of quantification into questions (Groenendijk 
and Stokhof 1984, Chierchia ;1993, Szabolcsi 1994). Nevertheless, no general 
attempt has been made to explore whether the tools and assumptions behind 
GQ theory can be extended to the domain of interrogatives. Perhaps this is 
because some aspects ofthe semantics of questions seem inherently intensional, 
something which is orthogonal to the standard GQ approach to the semantics 
of natural language determiners. In other words, questions are a type of se­
mantic object whose nature or complexity goes beyond the tools and strategies 
used in the GQ research program. However, on the approach to the semantics 
of interrogatives adopted here, the former claim loses part of its force, since 
we will be focusing on the properties of questions that pertain to interrogative 
quantifiers and their interactions with other quantifiers. The approach has two 
distinctive features: it is extensional and it combines insights of the categorial 
and the propositional approaches to the semantics of interrogatives. 

This paper is organized as follows: in Section 2 the basic notions of GQ 
theory are introduced. Sections 3 to 7 explore the semantics of argument and 
modifier 'questions in more detail. In Section 8 the problem of how to extend the 
logical characterization of declarative determiners to the interrogative domain 
is discussed and monotonicity and entailment patterns are analyzed in detail. 
Section 9 deals with multiple questions and, finally, Section 10 presents some 
results on the interactions between declarative and interrogative quantifiers. 

2 GENERALIZED QUANTIFIERS AND 

DETERMINERS 

The theory of Generalized Quantifiers was born in the early eighties as a devel­
opment of Montague's treatment of the semantics of noun phrases (see West­
erstahl 1989 for a survey of the historical origins of the theory). The research 
in the first half of the decade focused on the linguistic and logical properties 
of declarative determiners in the set [P(E) -+ [P(E) -+ 2]), i.e., functions 
from sets of individuals to functions from sets of individuals to truth values. 1 

Later developments brought into the picture dynamic properties of determin­
ers and other properties specific to polyadic determiners and plurals (see van 
Benthem and ter Meulen 1994) for a complete survey of current trends). In 
a global perspective, a declarative determiner or a generalized quantifier in 

1 It is common to refer to such determiners as type (1,1) determiners, following Lindstrom's 
notation. In general we write [A -+ B] for the set of functions from A to B. 
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[P(E) -t [P(E) -t 2]} is a functional D that maps each universe E to a local 
quantifier DE E [P(E) -t [P(E) -t 2]].2 

DEFINITION 1 (PROPERTIES OF DECLARATIVE DETERMINERS' DENOTATIONS) 

For an arbitrary universe E, let D E [P(E) -t [P(E) -t 2]]. Then,writing D 
for DE when no confusion results: 

a. D is conservative iffVA,B,B' ~ E, if An B = An B' then D(A)(B) = 
D(A)(B'). 

b. D satisfies extension iffVA,B ~ E ~ E',DE(A)(B) = DE' (A)(B). 

c. D is permutation invariant iff for every permutation of E, 7r(E), VA, B ~ 
E,D(7r(A))(7r(B)) = D(A)(B). 

d. Dis intersective iff VA, B, A', B' ~ E, if AnB = A' nB' then D(A)(B) = 
D(A')(B'). 

e. D is co-intersective iff VA,B,A',B' ~ E, if A - B = A' - B' then 
D(A)(B) = D(A')(B'). 

f. D is cardinal iffVA,B,A',B' ~ E, iflAnBI = lA' n B'I then D(A)(B) = 
D(A')(B'). 

g. D is co-cardinal iffVA,B,A',B', if IA - BI = lA' - B'I then D(A)(B) = 
D(A')(B'). 

h. D is proportional iff VA, B ~ E, IAnBI/IAI > min (or IAnBI/IAI 2:: min) 
iff D(A)(B). 

The reader is referred to Keenan and Westerstahl (1994) for a more de­
tailed discussion of the constraints above and many others. In GQ theory, the 
denotations of natural language declarative determiners are given as follows: 

DEFINITION 2 (DECLARATIVE DETERMINERS IN [P(E) -t [P(E) -t 2]]) 

a. [a1lJ(A)(B) =[everyJ(A)(B) = 1 iff A ~ B. 

b. [someJ(A)(B) = 1 iff An B t 0. 

c. [noJ(A)(B) = 1 iff An B = 0. 

d. [threeJ(A)(B) = 1 iff IA n BI = 3. 

2When GQs of this type are isomorphism invariant, a global perspective is required. For 
the sake of simplicity, we are going to restrict ourselves here to a local perspective ignoring 
the parameter E. 
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e. [all but threeJ(A)(B) = 1 iff IA - BI = 3. 

£ [mostJ(A)(B) = 1 iff IA n BI > IA - BI. 
etc. 

CHAPTER 11 

The determiners some and no are intersective, all is co-intersective. The 
determiner three, besides being intersective, is cardinal, and all but three is 
co-intersective and co-cardinal. Finally, most is a proportional determiner. It 
is a well known fact that in some cases the interpretation of quantifiers and es­
pecially certain determiners is strongly context dependent. Westerstahl (1985) 
introduces the notion of a context set to formalize the idea within the GQ 
framework. Since context restriction turns out to be essential for the interpre­
tation of some interrogative quantifiers, we are going to study its characterizing 
properties in more detail. 

DEFINITION 3 (CONTEXT RESTRICTION) If D is a determiner and A,B,X ~ 
E, then D~ is the restriction of D to X defined as follows: D~ (A) (B) = 
DE(X n A)(B). 

Van Benthem (1986) characterizes a determiner as logical if it satisfies the 
properties of conservativity, extension and permutation invariance. Restricted 
determiners are in general not logical, in this sense, since they satisfy conser­
vativity and extension but they are not in general permutation invariant. 

FACT 4 Context restriction preserves conservativity and extension 
Proof: For conservativity: let DEbe conservative. We show that for all X ~ 
E, D~ is conservative. D~ (A)(B) = 1 iff DE(X n A)(B) = 1 iff DE(X n 
A)(X nAn B) = 1 (by conservativity) , iff DE(X n A)(A n B) = 1 (again 
by conservativity), iff DE(A)(A n B) = 1 (de£ restriction). For X a set, we 
say that DX satisfies extension iff for all X, A, B ~ E ~ E', D~ (A) (B) = 
D~,(A)(B). Let DE satisfy extension. We have to show that D~ satisfies 
extension. D~ (A) (B) = DE(X n A)(B) (de£ restriction) = DE' (X n A)(B) 
(DE satisfies extension) = D~,(A)(B) (de£ restriction). 0 

FACT 5 For lEI> 1, context restriction does not in general preserve permuta­
tion invariance (PI) 
Proof: For example, let E = {a,b}. Then DE given by DE(A)(B) = 1 iff 
A = 0 is PI (and conservative). But D~ is not PI when X = {a}. Let 7r(a) = 
b, 7r(b) = a. Then, D{a}({a})(0) = D({a})(0) = o. But D{a}(7r({a})(7r(0)) = 
D{a}({b})(0) = D({a} n {b})(0) = D(0)(0) = 1. 0 
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We can formulate a weaker version of permutation invariance which is pre­
served under context restriction (see also Westerstahl 1985):3 

DEFINITION 6 (LOCALITY) Given E, X ~ E, D a determiner function, we say 
that D is PI at X iff \hr E PERM(E) (i.e. for every permutation 7r of E), if 
7r(X) = X then DX (A)(B) = DX (7r(A)) (7r(B)) . 

Westerstahl claims that only the weaker property of Locality is preserved 
under context restriction. This is not a very surprising property, if we realize 
that the choice of a context set is determined directly or indirectly by previous 
context sets, the universe of discourse, the situation in which the sentence is 
uttered, etc. Restricted determiners can be considered logical constants in a 
local sense. 

3 QUESTIONS AS FUNCTIONS 

In the extensional theory of questions that we present here, questions will be 
defined as functions from sets of objects to truth values. Matrix interrogative 
sentences denote such functions. Specifically, a question of type ((0:, t), t) is 
a function (of a certain sort) from sets of objects in type 0: to truth values. 
This corresponds to the intuition that a speaker, in asking a question of type 
((0:, t), t), is asking the hearer to identify a unique object of type (0:, t), i.e. a 
unique set of objects of type 0:. 

DEFINITION 7 A question of type ((0:, t), t) is a function f E [P(o:) --t 2] such 
that 3!x E P(o:) such that f(x) = 1. We will call such an x the answer AI of 
f. We write [qP(o:) --t 2] for the set of questions of type ((0:, t), t). 

From the above definition, it follows that for an arbitrary question fits 
answer exists and is unique (no question has more than one answer). The 
intuition here is that the unique x a question f is true of is the complete true 
answer to f. Therefore, we follow Groenendijk and Stokhof (1984) in assuming 
that an essential ingredient of the definition of a question is that it is strongly 
exhaustive. Consider the question in (2a): 

(2) a. Who came to the party? 

b. John, Mary and Bill. 

3The central idea behind the notion of locality is that D X is PI if we restrict ourselves 
to permutations which fix X, since D~ = D§ (Proof: D~ (A)(B) = DE(X n A)(B) (by def. 
restriction) = DE(X n A)(X nAn B) (by conservativity) = Dx(X n A)(X nAn B)(by 
extension) = Dx(X n A)(B) = D§(A)(B). 0 
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c. John and Mary. 

At this point and for the sake of simplicity, we think of (2b) as denoting 
a three element set, and (2c) a two element set. In a state of affairs in which 
John, Mary and Bill are exactly the individuals who came to the party, the 
constituent response in (2b) denotes the answer set of the question that (2a) 
denotes. So the question denoted by the interrogative sentence (2a) maps 
{JOHN,MARY,BILL} to True, and the rest of the objects in P(E) to False. 
A partial answer, as the one denoted by the expression in (2c), is a subset of 
the answer set of the question. There are also other responses to (2a) which 
provide some pragmatic or semantic information about the answer set but do 
not constitute proper or even partial answers. Here are some: 

(3) a. I have no idea. 

b. You already know it. 

c. Wow, what a question that is! 

Although partial, non-canonical, and uninformative answers are possible 
answers to a question, they should not be considered as equal in status to 
complete true answers. The intuition that my approach builds on is that only 
complete true answers are the objects that fulfill the information gap repre­
sented by the question. On many concrete occasions of everyday life, we are 
forced to give partial or uninformative answers to questions, either because we 
do not have enough information or we want to hide something, etc., but in 
doing so we actually are not logically answering the question.4 

An additional motivation for treating questions as functions from sets of 
objects (for instance, individuals) to truth values rather than as merely sets 
of individuals is that otherwise we are conflating the denotations of questions 
and relative clauses or free relatives (Cooper 1983, Jacobson 1995). In the NP 
the students who came to the party we may treat the relative clause who came 
to the party as denoting a function mapping the set of students to the set of 

4The notion of a partial answer can be captured with a slight modification of the definition, 
as suggested above. A partial answer is a non-empty proper subset of the answer set. We 
could easily provide a three-valued semantics for questions if our intent were to consider also 
partial answers as basic. The definition of a question would be then as follows: 

{
I if X = AI 

(i) f(X) = % if X C AI & X =I 0 
o otherwise 

The requirement that a partial answer is non-empty is important because, otherwise, nobody 
would be as satisfactory as a partial answer to (2a) as (2c). On the other hand, with the 
'proper subset' requirement we also predict that there are no partial answer sets of an empty 
answer set. 
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students who came to the party. But the unit constituted by a question and 
its answer is of a propositional nature, it should extensionally denote a truth 
value (or proposition) rather than a set. Interestingly, the fact that we are one 
type higher does not mean that we have an increase in expressive power, as the 
following observation shows: 

FACT 8 I[qP(a) -+ 2]1 = IP(a)1 

An interrogative sentence may denote one question in a possible world (sit­
uation), and a different question in another possible world. For example, the 
denotation of the expression in (2c) is one element of the answer space of the 
question which can constitute its answer set in a different world. Let I be 
an index set. An indexed question f is a function from indices to questions: 
f E [I -+ [qP(a) -+ 2]]. There are other ways to let possible worlds enter 
the picture, such as those proposed by Karttunen (1977) and Groenendijk and 
Stokhof (1984). In this paper we will restrict ourselves to non-indexed ques­
tions. Taking English as our object language we are going to consider two basic 
types of questions: argument questions and modifier questions. 

4 ARGUMENT QUESTIONS 

DEFINITION 9 An element of(qP(E) -+ 2] is a (unary) argument question. 

In general, argument interrogative quantifiers are functions from n-ary rela­
tions to questions. Unary argument interrogative quantifiers are functions from 
sets to unary argument questions. Unary argument interrogative determiners 
are functions from sets to unary argument interrogative quantifiers. 

DEFINITION 10 (ARGUMENT INTERROGATIVE GQs) 
[P(E) -+ [qP(E) -+ 2]] is the set of (unary) argument interrogative quantifiers. 
[P(E) -+ [P(E) -+ [qP(E) -+ 2]]] is the set of (unary) argument interrogative 
determiners. 

For example, consider the following interrogative sentences: 

(4) a. Who is smoking? 

b. What student is smoking? 

The wh-word who denotes an argument interrogative quantifier, as illus­
trated in (5a, b). What denotes an argument interrogative determiner (5c, d). 

(5) a. [Who] E [P(E) -+ [qP(E) -+ 2]] 
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b. [Who]([Ax.Smoke(x)]) E [qP(E) -+ 2] 

c. [What] E [peE) -+ [peE) -+ [qP(E) -+ 2]] 
d. [What]([Ax.Student(x)])([Ax.smoke(x)]) E [qP(E) -+ 2] 

Using uppercase letters to represent denotations in a fixed universe E we 
can define the following English argument interrogative quantifiers: 

DEFINITION 11 (ENGLISH INTERROGATIVE QUANTIFIERS) For all Z, Y, X ~ 
E: 
WHO(Y)(X) = 1 iff PERSONn Y = X 
WHAT(Y)(X) = 1 iff En Y = X 
WHICH_nZ(y)(X) = 1 iff Z n Y = X & IXI = n 
WHICH_ONESZ(y)(X) = 1 iff Z n Y = X & IXI;::: 2 

Applying the above definition, we see that sentence (6a) denotes a function 
that maps the set PERSON n IN_THE_CORRIDOR to 1 and any other set of 
individuals to O. The calculation of the truth conditions of the interrogative 
sentence/response pair in (6) is as in (7): 

(6) a. Who is in the corridor? 

b. Fred and Bill 

(7) WHO({xlx E IN_THE-CORRIDOR})({[Fred],[Bill]}) = 1 iff 
PERSON n ({xix E IN_THE-CORRIDOR}) = {[Fred], [Bill]} 

The functions WHICH_n and WHICH_ONES are inherently restricted to 
context sets. Therefore, they cannot be uttered in "out of the blue situations" . 
Consider the interrogative sentence (8a) and the answer (8b) in a context where 
we are talking about female students in our deparment. The relevant context 
set is Z = {xix E FEMALE-STUDENT} and the interpretation as in (9). 

(8) a. Which three like tacos? 

b. Jill, Jodie and Jenny 

(9) WHICH_THREEz ({xix E LIKE-TACOS}) ( {[Jill], [Jodie], [Jenny]}) = 
1 iff 
{xix E FEMALE-STUDENT} n {xix E LIKE-TACOS} 
= {[Jill], [Jodie], [Jenny]} 

The quantifier WHAT normally takes the complement set of the set of 
persons in the model (E r -PERSON) as its restriction. Nevertheless, the 
range of WHAT seems to be wider. For instance, the following interrogative 
sentences can be answered with event denoting expressions: 
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(10) a. What is he doing? 

b. He is reading a book. 

c. What do you learn at school? 

d. I learn to play the piano. 

Another interesting difference between WHAT and WHO is that WHAT 
admits more easily a "de dicto" or "kind" reading of the answer (Cooper 1983, 
Heim 1987). Consider the following dialogues: 

(11) a. What do you want? 

b. A unicorn. 

(12) a. Who do you need? 

b. A secretary. 

The "de dicto" / "kind" reading of (lIb) is available or even preferred, whereas 
Heim (1987) observes that a secretary has to be specific or "de re" as an answer 
to (12a). However, Cooper warns against the conclusion that the availability 
of a "de dicto" reading depends on the nature of the wh-phrase in addition to 
there being an intensional verb. In (13b), in contrast to the previous example, 
the "de dicto" reading can be obtained. 

(13) a. Who do you need to see? 

b. A psychiatrist. 

In order to account for event and kind answers to WHAT questions, one can 
extend the domain of quantification of WHAT to include not only first-order 
individuals but also kinds and events, as done in current theories of plurals. 
I leave the issue open for further research. We move now to the semantics of 
interrogative determiners, defined as follows: 

DEFINITION 12 (ENGLISH INTERROGATIVE DETERMINERS) 

For all Z, Y,X, W ~ E,x,y E E,m EN: 
WHATsg(Z)(Y)(X) = 1 iff Z n Y = X & IXI = 1 
WHATpl(Z)(Y)(X) = 1 iff Z n Y = X & IXI 2': 2 
WHICH~ (Z)(Y)(X) = 1 iff (W n Z) n Y = X & IXI = 1 
WHICH;J'(Z)(Y)(X) = 1 iff(W n Z) n Y = X & IXI 2': 2 
WHICH_nW(Z)(Y)(X) =liff(WnZ)nY=x & IXI=n 
HOW.MANY(Z)(Y)({m}) = 1 ifflZ n YI = m 
WHOSE(Z)(Y)(X) = 1 iff Z n Y = X & 'v'x E X 3y[Poss(y, x)]5 

SHere we understand Poss as a possession relation between individuals, the possessor and 
the possessed thing. 



418 CHAPTER 11 

Which determiner expressions denote context dependent functions. The 
interrogative sentence (14) is anomalous in an "out of the blue" situation but 
becomes felicitous if a context set is provided by the previous discourse, as in 
(15). The difference between the argument interrogative determiners WHICHs9 

and WHICH pl lies in the additional condition imposed on the cardinality of 
their answer sets. Here we treat the difference as the semantic correlate of 
grammatical number in parallel to the contrast between singular and plural 
declarative determiners (THEs9 vs. THEpl). Informally, the question denoted 
by (14) either poses a query about the set of students in the model or about a 
subset of those students that the speaker has in mind. 

(14) Which students came to the party? 

The latter reading is sometimes called a "partitive" reading. The descriptive 
intuition behind the term relies on the equivalence between the interpretation 
of which students and the interpretation of which of the students, as noted by 
Heim (1987). Let us consider first the interpretation of (14): 

(15) Let W = {xix E LINGUIST} 
WHICH~ (STUDENT) (COME) (X) = 1 iff 
{xix E LINGUIST} n {xix E STUDENT} n {xix E COME} = X & 
IXI2:: 2 

As observed in Barwise and Cooper (1981) and Keenan and Stavi (1986), 
declarative partitive determiners obey the restriction that only definite plural 
determiners can follow the preposition of The same constraint surfaces in the 
interrogative domain. 

(16) a. * Which of some/most/many/every/three students came to the 
party? 

b. Which of the (ten)/John's (ten)/these ten students came to the 
party? 

This fact suggests an analysis of which of the as a complex determiner, 
along the lines proposed by Keenan and Stavi for the declarative counterpart. 
One can check immediately that for Q E {sg,pl}, WHICH_OF_THE~(Z)(Y), 
as defined below, and WHICH~' (Z)(Y) are the same question function when 
the contextual restrictions of the determiners are equal (W = W'). 

(17) a. WHICH_OF _THE~ (Z)(Y)(X) = 1 iff (WnZ)nY = X & IXI = 1 

b. WHICH_OF_THE~(Z)(Y)(X) = 1 iff (WnZ)nY = X & IXI2:: 2 

The sentence in (14) and its counterpart with which of the students are 
not equivalent only if the contexts sets are different or if which students is 
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interpreted as context neutral and which of the students as context dependent. 
In general English speakers tend to interpret which Z as context dependent, 
contrasting it to the context neutral what Z. There are other languages where 
this contrast has also a morphological reflection. For instance, in Spanish there 
are two different interrogative determiners: que, which is equivalent to what, 
and cual, which is equivalent to the context dependent determiner which. As 
predicted, que cannot be used when a context set has been introduced (18a), 
and it cannot act as a partitive determiner (18b): 

(18) a. Hay manzanas en la caja. l,Cmil/*Que quieres? 
there-are apples in the box Which/What you-want 

'There are apples in the box. Which one do you want?' 

b. l,Cuall*Que de los estudiantes? 
which/what of the students 

5 PLURAL QUESTIONS 

We say that an interrogative sentence denotes a plural question iff it maps a 
collection of sets of individuals to 1 and any other collection to O. 

DEFINITION 13 [qP(P(E)) -t 2] is the set of (unary) plural argument questions 

Consider the following sentences: 

(19) What students gathered in the plaza? 

(20) Who carried the piano upstairs? 

As a plural question, sentence (19) is asking for the groups of students that 
gathered in the plaza. Similarly, (20) can be interpreted as a question about 
the group(s) of persons that collectively carried the piano upstairs. If we an­
alyze plural determiners as functions from sets of individuals (properties) to 
functions from collections of sets of individuals (plural properties) to truth val­
ues, we can extend the same treatment to the analysis of the plural readings 
associated with interrogative quantifiers. This line of analysis has been pro­
posed for declarative determiners, among others, by van Benthem (1991) and 
van der Does (1992). Its extension to the interrogative domain seems to be 
straightforward. In other words, plural interrogative quantifiers do not seem 
to exclude any of the readings associated with declarative ones (distributive, 
collective or neutral, see van der Does 1992). Let us consider first the collec­
tive lifts of interrogative quantifiers and determiners. For any quantifier Q or 
determiner D we write C(Q),C(D) for the collective lift of the interrogative 
quantifier and determiner respectively. Here are two examples: 
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DEFINITION 14 (COLLECTIVE LIFTS) Let Z, W ~ E, Y, X ~ P(E). Then, 

(i) C(WHO) E [P(P(E)) -+ [qP(P(E)) -+ 2]] 
C(WHO)(Y)(X) = 1 iff X = {WIW ~ PERSON & WE Y} 

(ii) C(WHATpl) E [P(E) -+ [P(P(E)) -+ [qP(P(E)) -+ 2)]) 
C(WHATpl)(Z)(Y)(X) = 1 iff X = {WIW ~ Z & WE Y} 

The collective lift of WHO, C(WHO), is a function from collections of sets 
of individuals to plural questions. The collective lift of WHATpl , C(WHATpl ), 
is a function that maps a property Z to a collective interrogative quantifier 
C(WHATpt)(Z). The truth conditions of (19) and (20) are as follows: 

(21) a. C(WHATpl)(STUDENT)(GATHER)(X) = 1 iff 
X = {WIW ~ STUDENT & WE GATHER} 

b. C(WHO)(CARRY _THKPIANO) (X) = 1 iff 
X = {WIW ~ PERSON & WE CARRY_THKPIANO} 

The answer set of the plural question denoted by (19) is the collection of 
sets of students in the extension of the plural property GATHER. Therefore, 
in a situation where John got together with Bill and Sam, and Susan got 
together with Pam and Joe, the collection {{JOHN, BILL, SAM},{SUSAN, 
PAM, JOE}} would be the answer set of (19). Consider now (22): 

(22) What students ate pizza? 

The distributive interpretation of sentence (22) is a plural question true 
of the collection of singletons of students who ate pizza. Again, for Q an 
interrogative quantifier and D an interrogative determiner function, we write 
D(Q) and D(D) for the distributive lifts of Q and D respectively. 

DEFINITION 15 (DISTRIBUTIVE LIFTS) Let Z, W ~ E, Y, X ~ P(E), 
and AT(Z) = {WIW ~ Z & IWI = I}. Then, 

(i) D(WHO) E [P(P(E)) -+ [qP(P(E)) -+ 2]] 
D(WHO)(Y)(X) = 1 iff X = AT(PERSON) n Y 

(ii) D(WHATpt) E [P(E) -+ [P(P(E)) -+ [qP(P(E)) -+ 2)]) 
D(WHATpt)(W)(Y)(X) = 1 iff X = AT(Z) n Y 

The intended interpretation of (22) is: 

(23) D(WHATpl)(STUDENTS)(EAT_PIZZA)(X) = 1 iff 
X = AT (STUDENTS) nEAT _PIZZA 
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6 ANSWERS AND LINGUISTIC RESPONSES 

6.1 Questions in different types and exhaustivity 

In principle, there are no logical restrictions as to what types can be suit­
able answer spaces of a question. One can construct languages in which there 
are questions over all the denotable types of the language. This is clearly not 
the case in natural languages, where only a subset of the denotable types are 
suitable answer sets. Furthermore, the problem arises as to whether pursuing 
an "orthodox" categorial approach is the best strategy, namely whether differ­
ent linguistic responses should give rise to questions in different types despite 
the uniformity in the wh-word used. Let us pursue this line of reasoning to see 
its disadvantages. A sensible, but stronger than needed, working hypothesis 
would be that only the lexical categories of a natural language are question­
able, whereas functional categories are not. It seems that in general, there 
are no questions over the denotations of prepositions, modals or verbal auxil­
iaries. Nevertheless, the generalization is not completely accurate. Consider 
the category of determiners. This category of expressions is regarded as a func­
tional category by current syntactic theories. But one could argue that how 
many-questions can be conceived as questioning determiners, since numerals 
are canonical responses to them and numerals denote determiners. A similar 
argument can be constructed for the case of whose questions. In other lan­
guages, the denotations of other determiner expressions are suitable answers. 
Therefore we should propose at least the following question types: 

DEFINITION 16 (DETERMINER AND GENERALIZED QUANTIFIER QUESTIONS) 

[q[P(E) -+ [P(E) -+ 2]]-+ 2] is the set of determiner questions. 
[q[P(E) -+ 2] -+ 2] is the set of generalized quantifier questions. 

Nevertheless, this would not be the end of the story, since there also seem to 
be prosodic restrictions constraining the set of questionable types. Only strings 
which are "prosodic phrases" (Zec and Inkelas 1990) are good constituent re­
sponses and, therefore, their denotation types are answer sets. Prepositions, 
auxiliaries and clitics, for example, cannot constitute prosodic phrases and thus 
their denotation types are not answer sets. Conversely, one can observe that in 
some types of echo questions or correction statements even bound morphemes 
can become prosodic phrases. As a consequence, the following generalization 
seems to emerge: 

GENERALIZATION 17 (PROSODIC EFFABILITY) A type [qQ: -+ 2] is an interrog­
ative type in a language C if for an arbitrary question f E [qQ: -+ 2], the answer 
AI can be expressed as a prosodic phrase in C. 
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We have reached a point in which it seems evident that we are letting 
prosodic and syntactic factors determine the semantic type of a question. It 
is also clear that some cross-linguistic variation is to be expected. Neverthe­
less, our claim is that the orthodox categorial approach is missing something 
important, since we have the intuition that no matter whether the answer is 
an expression whose denotation is a determiner, a generalized quantifier or 
a proposition, the question belongs to a unique semantic type, or what we 
have called an argument question. In addition, it can be shown that there is 
only one case where determiner questions or generalized quantifier questions 
will be well defined as questions. In other words, there will be a unique de­
terminer or generalized quantifier mapped to true, satisfying the exhaustivity 
requirement incorporated in the definition of a question. Consider the following 
question/answer pairs: 

(24) a. How many apples are in the bag? 

b. Six I?? At least six /*Most. 

The example in (24) illustrates the fact that how many-questions can only 
be answered with cardinal determiners. Moreover, only cardinal determiners 
of the form EXACTLY _n constitute genuine complete true answers. To see 
this point, consider at least six as the answer of (24a). As discussed at the 
beginning of the paper answers of this sort do not resolve the question properly 
since they are compatible with there being exactly six apples in the bag or 
two thousand. In this respect, they are partial answers and do not resolve 
the question completely.6 Now we define HOW ~ANY(Z)(Y) as a determiner 
question: 

6 A more complex case are questions like the following: How many men do you need to 
carry the piano? Here, a response such as at least three seems to be more felicitous than as 
an answer to (24a). A possible explanation of the felicity of monotone cardinal determiners 
as answers to questions of this sort is that the alleged anomaly is caused by the presence of a 
modality operator: in all possible worlds accessible from the speaker's world only three men 
or more would be able to lift the piano. Similar questions are: 

(i) a. How many people fit in the room? 

b. No more than twelve. 

(ii) a. How many days are necessary to build this barn? 

b. At least two. 

Answers (ib) and (iib) provide evaluations for potential alternative situations, and in fact this 
is what a speaker is looking for when asking (ia) and (iia). Therefore, sentences of this sort 
cannot be taken as an argument against strong exhaustivity. Since there is always a modal 
predicate or operator in this type of sentence, the non-exhaustivity effect can be attributed 
to this fact. Actually, in all potential alternative situations the question would be exhaustive 
(the answer set would be unique). 
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DEFINITION 18 For all determiners D E {EXACTLY_n : n EN}, all Z, Y ~ 
E: 
HOW_MANY(Z)(Y) E [qP(E) -t [peE) -t 2]] and 
HOW_MANY(Z)(Y)(D) = 1 iff D(Z)(Y) = 1 

In general, questions of this class are not limited to answers in the form 
of determiner expressions. They can also be answered with noun phrases, like 
six apples. The function HOW ~ANY as defined above does not have gener­
alized quantifers in its domain. Therefore, we have to extend it to a function 
HOW ~ANY* whose domain includes also generalized quantifiers of the form 
EXACTLY _n(Z). In this case the strong exhaustivity condition is also satisfied 
by HOW_MANY*. 

DEFINITION 19 Let GQEX = {EXACTLY_n(Z)JZ ~ E} Then, 
Dom(HOWMANY*(Z)(Y)) = Dom(HOWMANY(Z)(Y)) UGQEX, 
HOW_MANY*(Z)(Y)(D) = HOWMANY(Z)(Y)(D), 'tiD E 
Dom(HOW_MANY(Z)(Y))HOW_MANY*(Z)(Y)(Q) = 1 iff 
3n[Q = EXACTLYn(Z) & HOWMANY(Z)(Y)(EXACTLYn) = 1] 

Consider now the case of whose-questions, where also determiner and quan­
tifier expressions are good constituent responses (25). The determiner question 
function WHOSE and its extension WHOSE* would be defined in a similar 
fashion: 

(25) a. Whose cats are on the mat? 

b. John's / His / John's cats / *Every cat. 

DEFINITION 20 For all DE POSS' , all Z, Y ~ E, 
WHOSE(Z)(Y) E [qP(E) -t [peE) -t 2]] and 
WHOSE(Z)(Y)(D) = 1 iff D(Z)(Y) = 1 

DEFINITION 21 Let GQPoss = {D(Z)JZ ~ E & DE POSS}. Then, 
Dom(WHOSE*(Z)(Y)) = Dom(WHOSE(Z)(Y)) U GQPoss 
WHOSE*(Z)(Y)(D) = WHOSE(Z)(Y)(D), 'tiD E Dom(WHOSE(Z)(Y)) 
WHOSE*(Z)(Y)(Q) = 1 iff3D[Q = D(Z) & WHOSE(Z)(Y)(D) = 1] 

In the case of WHOSE and WHOSE* questions strong exhaustivity is not 
satisfied. Consider a situation in which John and Bill possess the same things 
({yJPoss(JOHN, yn = {yJPoss(BILL, yn). Then, the determiner functions 
JOHN'S and BILL'S are true answers to (25a) and the strong exhaustivity 
condition is violated. Therefore, WHOSE(A)(B) is not well defined as a deter­
miner question and neither is WHOSE* as a generalized quantifier question. 

7Let POSS = {x'slx E E}, where x's (A)(B) = 1 iff \fy E A[Poss(x, y)] & THE(A)(B) 
(see Keenan and Stavi 1986). 
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6.2 Question resolution 

We can also consider the relation between a question and its linguistic an­
swer as indirect. It is mediated by a resolution relation. Question resolution 
is a natural mechanism since from the denotation of noun phrases we can re­
cover sets (a noun phrase denotes a set of sets). Therefore, one can recover 
answer sets in P(E) from answers in [P(E) -t 2], and also from answers in 
[P(E) -t [P(E) -t 2]]. The three function types correspond to a single class 
of expressions: argument interrogatives, i.e., those that question one argument 
of the relation.s Given a question f, we need to recover the answer set Aj 
from an expression <p, the linguistic answer, whose type does not match the 
type of the domain of f. All that answers do is to resolve the question by 
providing its answer set. A generalized quantifier D(Z)-the denotation of an 
NP constituent response-resolves a question f iff one its elements which is a 
subset of the restrictor set (a witness in Barwise and Cooper's terminology) is 
the answer set of the question. 

DEFINITION 22 Let D(Z) E [P(E) -t 2]. Then, for all f E [qP(E) -t 2], 
Resolve(D(Z), J) iff Aj ~ Z & D(Z)(Aj) = 1 

As an illustration of the process involved, consider the question-answer pair 
in (26): 

(26) a. What did you put on the table? 

b. Three forks 

Applying the above definition, the generalized quantifier denoted by three 
forks resolves the question if and only if one of its elements is the answer set of 
the question: 

(27) WHAT([Ax.Youputxonthetable])(X) = 1 iff 
En [AX.Youputxon the table] = X 
Resolve([threeforks], WHAT ([AX.YOU put x on the table D)) iff 
AWHAT([Ax.You putz on the table]) ~ FORK & 
THREE (FORK)(AwHAT([Ax,Youputxonthetable])) = 1 iff 
[Ax.Youputxonthetable] ~ FORK & 
THREE(FORK) ([AX.You put x on the table]) = 1 iff 
[AX.YOU put x on the table] ~ FORK & 
IFORK n ([AX.YOU put x on the table]) I = 3 

8The need for several types in relation to a single expression suggests a treatment in terms 
of type-shifting operations (Partee 1987), The question types in the above definitions are 
related as follows: 

[q [P{E) --t 2] --t 2] [q [[P{E) --t 2] --t 2] --t 2] 

[q P{E) --t 2] 
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Notice that more than one generalized quantifier can resolve the same ques­
tion, as long as the answer set is an element of the resolving quantifiers and 
a subset of their respective restrictors. The definition of question resolution is 
also related to exhaustivity. 

FACT 23 (EXHAUSTIVITY AND RESOLUTION) 

If D(Z) resolves f with X, then -,3Y such that X c Y and D(Z) resolves f 
with Y 

Question resolution by determiners seems to pose a problem, since they are 
not sets of sets. Therefore, one cannot recover a set from their denotation and 
check whether this set is the answer set of the question. We claim that this is 
precisely the reason why determiner responses are so scarce. In English, only 
how many- and whose-interrogatives admit them clearly. In Spanish and other 
Romance languages, there is a wider variety of determiners that can occur as 
constituent responses: 

(28) a. l.Quienes vinieron a la fiesta? 
'Who came to the party?' 

b. Algunos/ Muchos/ todos ... 
some-pI. many-pI. all 

'Some people/ many people/ Everybody;' .. ' 

Only context-dependent determiners occur as constituent responses to ar­
gument interrogatives. These determiners are relativized to context sets and 
behave like generalized quantifiers in disguise. A type lowering operation of 
pronominalization(Pron) provides the restrict or of the generalized quantifier: 
for D a determiner, A a context set, Pron(D) = DA(A) = D(A). A question 
f is resolved by a pronominalized determiner Pron{D) iff the answer set of f, 
Ai> is a subset of the context set A and an element of Pron(D). As in the case 
of standard GQs, we will say then that the pronominalized determiner resolves 
the question f. 

DEFINITION 24 Let Pron(D) = D(A), for A a context set, and f E [qP(E) -+ 
2]. Then, 
Resolve(Pron(D) , 1) iff AI ~ A & Pron(D) (AI ) = 1 

7 MODIFIER QUESTIONS 

The standard analysis of modifiers, for instance in Keenan and Faltz (1985), is 
to treat them as denoting functions in [p(En) -+ p(En)], for n 2: O. Neverthe­
less, modifer interrogative quantifier expressions like where, when, etc. behave 
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more like true quantifiers. They quantify over different domains (times, places, 
manners) and are treated as variable binding operators in grammatical theo­
ries that posit logical form representations. Therefore, it seems that what is 
needed is to conceive of modifiers not as maps from n-ary relations to n-ary 
relations but as arguments of the relation that we can question or quantify over 
(McConnell-Ginet 1982). Our representation language needs to be extended to 
a many sorted language with models M = ((E, (Vj)jEs),I) , where S is an 
index set of sorts and for each j E S,Vj is a non-empty set. For instance, 
VI = PLACE is the set of locations in the model) , V t = TIME is the set 
of times in the model, etc. It seems reasonable to assume that these domains 
have a rich underlying structure (see Szabolcsi and Zwarts 1993 for manners 
and times, Nam 1995 for locatives). Therefore, we have to shift the type of i­
ary relations to Ei x TIj Vj. Writing s for lSI here and later, relation-denoting 
expressions now denote sets of i-tuples of individuals and s-tuples of modifiers. 
By adopting this view we make the so-called adjuncts or modifiers into argu­
ments. Therefore, adding modifier variables or constants to a relation increases 
its arity as follows: 

DEFINITION 25 (ARGUMENT EXTENSION OF A RELATION BY MODIFIERS) For 
all R ~ Ei, M ~ TIj Vj , M is the argument extension of a relation R to a 
i+s-ary relation R' ~ Ei x TIj Vj iff 
R' = {(aI, ... ,ai,JL1, ... ,JLs)l(a1, ... ,ai) E R & (JL1, ... ,JLs) EM} 

We are now in a position to introduce the notion of an argument extended 
question, and the definitions of argument extended interrogative quantifiers and 
determiners in the new type. For brevity we will also call this type of quantifier 
and determiner modifier interrogative quantifiers and modifier interrogative 
determiners respectively. 

DEFINITION 26 (UNARY MODIFIER QUESTIONS) 

UjEs[qP(V j ) -t 2] is the set of (unary) modifier questions. 

DEFINITION 27 (MODIFIER INTERROGATIVE QUANTIFIERS) Let JLI E PLACE, 
JLt E TIME, JLm E MANNER, JLc E CAUSE, JLr E REASON. Then, for all 
n 2: 1, all R' ~ Ei x TIj Vj, and all X ~ UjEs Vj: 
WHERE(R')(a1, ... , ai)(X) = 1 iff {JLd(a1, ... , ai, ... , JLI, ... , JLs) E R'} = X 
WHEN(R')(a1, ... ,ai)(X) = 1 iff {JLtl(a1, ... ,ai, ... ,JLt, ... ,JLs) E R'} = X 
HOW(R')(a1, ... ,ai)(X) = 1 iff {JLml(a1' ... ,ai, ···,JLm, ... ,JLs} E R'} = X 
WHYc(R')(a1, ... , ai)(X) = 1 iff {JLcl(a1, ... , ai, ... , JLc, ... , JLs} E R'} = X 
WHYr (R') (a1, ... , ai) (X) = 1 iff {JLrl (a1, ... , ai, ... , JLn ... , JLs) E R'} = X 

For j E S, and X, Y ~ Vj, let X nj Y be the meet (glb) of X and Y in the 
lattice with domain P(Vj). 
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DEFINITION 28 (MODIFIER INTERROGATIVE DETERMINERS) For all Z ~ E, 
all R' ~ Ei x ITj Vj, and all X ~ UjES Vj: 
IN_ WHICH(Z)(R')(a1, ... , ai)(X) = 1 iff 
p(Z) nl {/Ld(a1, ... , ai, ... , /Ll, ... , /Ls) E R'} = X 9 

FOR-WHAT(REASON) (R') (al, ... ,ai)(X) = 1 iff 
REASON nr {/Lrl(a1, ... , ai, ... , /Lr, ... , /Ls) E R'} = X 
AT_ WHAT(TIME)(R')(a1 , ... , ai)(X) = 1 iff 
TIME nt {/Ltl(a1, ... , ai, ... , /Lt, ... , /Ls) E R'} = X 
IN_WHICH(MANNER)(R')(a1, ... ,ai)(X) = 1 iff 
MANNER nm {/Lml(a1, ... ,ai, ···,/Lm, ... ,/Ls) E R'} = X 

The truth conditions of the interrogative sentence (29a) , in which when 
denotes in the type of modifier (argument extended) interrogative quantifiers, 
are in (29b): 

(29) a. When did John arrive? 

b. WHEN (ARRIVE')(JOHN)(X) = 1 iff 
{/Lkl(JOHN, /Ll, ... , /Lk, ... , /Ls) E ARRIVE'} = X 

A qualification on exhaustivity is needed at this point. The fact that not 
only at 10 am but also on Monday or last week are also proper responses if 
John arrived at lOam on Monday last week does not count as evidence against 
exhaustivity, since all these responses are more or less specific descriptions of 
the moment of time in which John's arrival took place. Otherwise, they do 
not resolve the question. Not considered in the previous definition are degree 
questions, a special class of modifier questions. Assuming that degree predicates 
like tall denote functions from individuals to degrees, we say that a property G 
is gradable iff G ~ E X Vd, where Vd is a domain of degrees 8. 

DEFINITION 29 (DEGREE QUESTIONS) For all G ~ E X V d , all R' C Ei x 
ITj Vj, all 8 E Vd and all X ~ UjEs Vj: 
HOW(G)(R')(a1, ... ,ai)(X) = 1 iff 
{813x.(x, 8) E G} nd {81 (aI, ... , ai, ... ,8, ... , /L.) E R'} = X 

Sentence (30a) is a degree question. Its answer set is the set of degrees in 
the meet(glb) of{813x[(x, 8) E FAST]} and {81(JOHN, ... ,8, ... ,/Ls) E RUN'}. 

(30) a. How fast did John run? 

91 take p to be an operator mapping sets of individuals to the region of space (location) 
occupied by those individuals. For example, p(BOX) is the region of space occupied by the 
denotation of box in the model. Note that, for all Z, p(Z) ~ PLACE. See Nam (1995) for 
further details. 
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b. HOW(FAST)(RUN')(JOHN)(X) = 1 iff 
{813x.(x,8) E FAST} nd {81 (JOHN, ... ,8, ... , /Ls) E RUN'} = X 

The approach to questions that I am developing gives an adequate semantics 
to interrogative sentences in which preposition stranding has taken place. The 
descriptive generalization for the contrast in (31) is that in sentence (31a) 
the preposition stays in its place and the wh-word "moves" to sentence initial 
position, leaving the preposition stranded. In sentence (31b) the whole PP has 
moved to the initial position. 

(31) a. Which box did you put my shoes in? 

b. In which box did you put my shoes? 

Question (31a) is an argument question, whereas question (31b) is a modifier 
question. As a matter of fact, one can observe that their linguistic answers are 
different. (32a) is an adequate answer to (31a) and (32b) is an adequate answer 
to (31b), but they cannot be interchanged. 

(32) a. This box. 

b. In this box. 

The truth conditions of the interrogative sentences in (31) are as follows: 

(33) a. WHICH([AX.Box(x)])([AX.YOU put my shoes in(x)J) (X) = 1 iff 
BOXn {xIYouputmyshoesin(x)} = X 

b. IN_WHICH([Ax.Box(x)])([A/LI.You put my shoes (/Ld])(X) = 1 iff 
p([Ax.Box(x)]) nl {/Lt!([you],[my shoes], ... ,/Ll, ... ,/Ls) E PUT'} = 
X 

The equivalence of the stranded preposition and non-stranded preposition 
interpretations is not immediate. It comes from the general equivalence between 
which-questions and in which-questions when the p operator (Nam 1995) is 
applied to the answer set of the first one: P(AWHICH(Z)(Y)) = AIN_WHICH(Z)(Y)' 

In other words, answers (32a) and (32b) are spatially equivalent. 

8 PROPERTIES OF INTERROGATIVE 

DETERMINERS AND QUANTIFIERS 

8.1 Conservativity and intersectivity 

Some characterizing properties of declarative quantifiers seem to hold of 
interrogative quantifiers. Here we will restrict ourselves to argument interrog­
ative determiners and quantifiers, but most of the claims hold also for modifier 
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interrogative determiners. Keenan and Westerstilhl (1994) observe that inter­
rogative quantifiers satisfy conservativity and extension, and give the following 
examples to illustrate this fact: 

(34) a. Which roses are red? = Which roses are roses and are red? 

b. Whose cat can swim? = Whose cat is a cat that can swim? 

The claim holds not just for WHICH and WHOSE but for any argument 
interrogative determiner. 

DEFINITION 30 (GENERALIZED CONSERVATIVITY) Let E be a universe and X 
any set. Then, D E [peE) --+ [peE) --+ Xl is conservative ifffor all A,B,B' ~ 
E, if An B = An B' then D(A)(B) = D(A)(B'). Equivalently: D(A)(B) = 
D(A)(AnB) 

Conservativity of declarative and interrogative determiners follows from the 
above definition, since in the case of declarative determiners X is the set of 
truth values and in the case of argument interrogative determiners X is the set 
of argument questions. It also follows that if an interrogative determiner D 
satisfies conservativity, then D(A)(B) and D(A)(A n B) are the same question 
function. Applying the definition to (34a) we see that WHICH(ROSE)(RED) 
= WHICH(ROSE)(ROSE n RED). 

FACT 31 All argument interrogative determiners are conservative 

Argument interrogative determiners all satisfy the property of extension. 

DEFINITION 32 (GENERALIZED EXTENSION) For all D E [peE) --+ [peE) --+ 
Xll, D satisfies extension iff for all A,B ~ E ~ E',DE(A)(B) = DEI (A)(B) 

With respect to the property of permutation invariance (PI), it is interesting 
to note that WHO respects a local notion of it (WesterstahI1985), namely when 
we fix the set PERSON in all permutations. Context restricted determiners are 
also invariant under permutations that satisfy Locality, defined as follows: 

DEFINITION 33 (LOCALITY) Let C ~ E, PERM(E) be the set of permutations 
of E and D E [peE) --+ [peE) --+ Xll. We say that D is PI at C iff V7r E 
PERM(E), if7r(C) = C then DC(A)(B) = DC(7r(A))(7r(B)). 

The determiner WHOSE satisfies a more specific condition that van Ben­
them (1986) calls "quality". It requires that all permutations 7r preserve the 
possession relation induced by Poss (a possession relation). 
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8.2 Generalized existential interrogative functions and 
context neutrality 

Argument interrogative determiners satisfy a stronger invariance condition 
than conservativity. They are all intersective or generalized existential (Keenan 
1987, Keenan 1993). 

DEFINITION 34 (GENERALIZED INTERSECTIVITY) Let X be any set. Then, 
D E [peE) -t [peE) -t X]] is intersective iff for all A, B, AI, BI ~ E, if 
A n B = AI n BI then D(A)(B) = D(AI)(BI). Equivalently: D(A)(B) = 
D(A n B)(A n B) 

If a determiner is intersective, then the denotation of D(A)(B) depends only 
on the intersection of the arguments. In the interrogative domain, we have seen 
that to determine the answer set of an argument question we only have to know 
the intersection of A and B. This set is precisely the answer of the question. 
Keenan (1987) and Lappin (1988) show that a conservative binary determiner 
is intersective iff it is existential iff it is symmetric. The generalized definition 
of the two latter notions for (1,1) determiners is as follows (their· application 
to interrogative determiners follows again as a special case): 

DEFINITION 35 (i) For all D E [peE) -t [peE) -t X]], D is generalized exis­
tential iff for all A, B ~ E, D(A) (B) = D(A n B) (E). 
(ii) For all D E [peE) -t [peE) -t Xl]' D is symmetric iff for all A, B ~ 
E, D(A)(B) = D(B)(A). 

The fact that argument interrogative determiners satisfy intersectivity is 
equivalent to being existential. The question (35b) denoted by the interrogative 
sentence (35a) is equivalent to the one denoted by (35c).10 

(35) a. How many students are vegetarians? 

b. HOW MANY (STUDENT)(VEGETARIAN) 

lOThere are some exceptions, though. Heim (1987) notices the marginal status of the 
following existential constructions with which and which of the determiners. 

(i) a. ??Which one of the three men was there in the room? 

b. ??Which actors were there in the room? 

Notice that the functions WHICH pl and WHICH_ONE_OF_THE_TWO are inherently con­
text restricted. Therefore, they are related to a set of entities already present in the discourse 
and are not compatible with presentational/existential predicates that require "discourse 
novel" answer sets. Furthermore, the determiner function WHICH_n_OF _THE_m defined as 
WHlCH_n_OF5HE-m(A)(B)(X) = 1 iff IAI = m & X = An B & IXI = n is not 
intersective. 
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c. How many students who are vegetarians are there/exist? 

d. HOW MANY(STUDENT n VEGETARIAN)(E) 

Since argument interrogative determiners and declarative determiners like 
SOME are generalized existential functions in their respective domain, it is not 
surprising that in many languages, like Chinese, Greek, Latin, Romance, etc., 
the declarative quantifier is derived from the interrogative one by attaching a 
morpheme to it. In other languages the same word is used for some declarative 
and argument interrogative determiners. In some Australian languages like Di­
yari, Maruthunira and Panyjima, no affix is attached at all and disambiguation 
is reached by positional differences. Here are some examples from Panyjima 
(Cheng 1991): 

(36) a. ngatha ngnanhalu nhantha-nnguli-nha 
1sg.nom. something-instr. bit-pass-pst. 

'I was bitten by something' 

b. nganha rna-rna nyinta ngunhalku 
what caus.-pst. 2sg-nom. that-acc. 

'What have you done to him' 

The equivalence between intersectivity and symmetry apparently poses some 
problems. Consider the interrogative sentence in (37a): 

(37) a. How many vegetarians are students? 

b. HOW MANY (VEGETARIAN)(STUDENT) 

Since intersective determiners are symmetric, the questions in (35b) and 
(37b) should be equivalent. In fact, they are. The answer set of (37b) is the 
intersection set of the denotations of student and vegetarian which is also the 
answer set of (35b). However, the intuition remains that the two questions are 
"about" different things. Imagine a situation in which a school's cook wants 
to know the number of students who are vegetarians. Sentence (35a) would 
be felicitous in that situation whereas (37a) would not be so, despite the fact 
that their respective answer sets are the same. Higginbotham (1993) relates 
the contrast to the property of domain restriction. Since domain restriction is 
formally defined as conservativity + extension (Keenan and Westerstahl1994) 
and symmetry is a property satisfied only by a subset of the determiners that 
satisfy domain restriction, namely those which are intersective, it seems more 
reasonable to relate the "aboutness" problem with this latter property of inter­
rogative determiners. The problem also surfaces with declarative determiners. 
In the school's cook scenario described above, only sentence (38a) would be 
felicitous. 



432 CHAPTER 11 

(38) a. Some students are vegetarians. 
b. Some vegetarians are students. 

From an information-based perspective one can easily conclude that the 
difference between the two sentences is that their respective topics or themes 
are different. In other words, they are not context neutral. We can generalize 
this new property as follows: 

DEFINITION 36 (CONTEXT NEUTRALITY) For all context sets C ~ E, all de­
terminers D, Dis C-neutral iff for all A, B, C ~ E, DC (A) (B) = D(A)(B). 

When a determiner is context neutral in a given context C its arguments can 
be inverted preserving truth values. This property only makes a difference in 
the case of intersective determiners. Co-intersective determiners (Keenan 1993) 
are not symmetric nor are non-intersective determiners in general. Therefore, 
the sentences in (39) are only equivalent if STUDENT = VEGETARIAN. 

(39) a. Every student is a vegetarian. 

b. Every vegetarian is a student. 

Since all argument interrogative determiners are intersective, context neu­
trality becomes a relevant issue. The property captures the idea that when a 
symmetric determiner is relativized to a non-empty context set then its argu­
ments cannot be flipped in general, i.e., the determiner is not context neutral. 

8.3 Monotonicity, entailment and negative polarity 
items (NPIs) licensing 

Argument interrogative determiners can be characterized as continuous in 
their monotonicity behaviour. Continuous functions are meets of increasing 
and decreasing functions. 

DEFINITION 37 An argument interrogative quantifier Q E [peE) ~ [qP(E) ~ 
2]] is continuous iff for all A,B,C ~ E, if A ~ B ~ C and Q(A) = Q(C) = f 
then Q(B) = f. 

FACT 38 (ARGUMENT INTERROGATIVE QUANTIFIERS ARE CONTINUOUS) 

Proof: Let D(A) be an argument interrogative quantifier. Assume for arbitrary 
sets W,Y,Z that W ~ Y ~ Z and D(A)(W) = D(A)(Z) = f. Therefore, there 
is an X such that D(A)(W)(X) = D(A)(Z)(X) = 1. Then, AnW = AnZ = X 
and, since W ~ Y ~ Z, AnY = X so D(A)(Y)(X) = 1 0 

There is a grammatical fact associated with monotonicity which seems not 
to follow from this characterization. It is a fairly common observation that 
negative polarity items are licensed in interrogative sentences. 
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(40) a. Which student has ever been to Moscow? 

b. Do you have any money? 

c. Who has ever lifted a finger to help us? 

The piece of data above does not follow from the properties of questions 
studied so far, since as observed in pioneering work by Fauconnier (1975) and 
Ladusaw (1979) negative polarity items are licensed in decreasing environments. 
Nevertheless, although interrogative determiners are continuous, questions can 
be considered as downward entailing with respect to their answer sets. Consider 
the following questions: 

(41) a. Which guests smoked? 

b. Which guests smoked cigars? 

c. In which state do you have relatives? 

d. In which state of the West Coast do you have relatives? 

e. How many cars are parked in the garage? 

f. How many red cars are parked in the garage? 

There is a natural information-based relation between (41a) and (41b) 
above. Namely, a true complete answer to (41b) is a partial (and possibly 
complete) answer to (41a). Informally, (41b) asks for more specific information 
than (41a). In other words, if AJ is the answer set of (41a), then a subset of 
AJ is the answer set of (41b). The same applies to (41c) with respect to (41d) 
and to (41e) with respect to (41£). Let us call this relation between questions 
subsumption: 

DEFINITION 39 Question f subsumes question g (f ~ g) iff Ag ~ AJ. 

Clearly, the subsumption relation is a partial order (reflexive, antisymmetric 
and transitive). Then, if we allow not only the monotonicity behaviour of 
the quantifier but also the subsumption relations between questions to enter 
the picture, interrogative determiners will exhibit the entailment pattern of 
declarative NO. As noted above, if question f subsumes question g, then a 
complete true answer to 9 is a partial or complete true answer to f but not 
necessarily vice versa.11 

llThe sUbsumption relation presented here is apparently different from the relation of 
entailment between questions in Groenendijk and Stokhof (1989). For them the entailment 
relation holds between propositions and here subsumption holds between questions (it is the 
subset relation between answer sets). Notice, however, that if question f subsumes question 
g, then question f entails question 9 in Groenendijk and Stokhof's (1989) sense, so the 
notion of subsumption could also be captured in their terms. Notice also that the notion 
of subsumption is identical to Higginbotham's (1993) notion of downward entailment for 
interrogatives. 
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DEFINITION 40 (i) An interrogative quantifier Q is decreasing ifIVA,B ~ E if 
A ~ B then Q(B) ~ Q(A) 
(ii) An interrogative determiner D is decreasing ifIVA, B, C ~ E if A ~ B then 
D(B)(C) ~ D(A)(C) 

FACT 41 (ARGUMENT INTERROGATIVE QUANTIFIERS Q ARE DECREASING) 
Proof: Let A, B, C ~ E, A ~ B, Q = D(C) and D = WHICH, WHAT, etc. We 
have to show that for arbitrary X, Y, if Q(B)(X) = Q(A)(Y) = 1, then Y ~ x. 
Assume Q(B)(X) = Q(A)(Y) = 1. Since A ~ B, Y = C n A ~ C n B = X. 
o 

FACT 42 (ARGUMENT INTERROGATIVE DETERMINERS D ARE DECREASING) 
Proof: Let A,B,C ~ E and A ~ B. We have to show that D(B)(C) ~ 
D(A)(C). Let X, Y be such that D(B)(C)(X) = 1 and D(A)(C)(Y) = 1. Then, 
Y=AnC~BnC=X. 0 

The notion of subsumption given above predicts entailments between ques­
tions arising from their monotonicity pattern as the ones illustrated in (41). A 
complete (partial) answer to question (41b) will be a partial (complete) answer 
to (41a) since the answer set of (41b) is a subset of the answer set of (41a). Fact 
42 also predicts that negative polarity items can occur in the first argument of 
interrogative determiners. 

(42) Which students that have ever been to Moscow want to go back there? 

The presence of NPIs in interrogative environments triggers a peculiar phe­
nomenon observed, among others, by Linebarger (1991). In all the examples 
above involving NPIs the interpretetation of the questions as rhetorical is ei­
ther available or strongly preferred. 12 A rhetorical question is not a "well­
behaved" question. The speaker already knows the answer and he asks it for 
rhetorical purposes (irony). For instance, in question (40c) the speaker knows 
already that the answer set of the question is empty but he asks the question 
to highlight precisely this fact: that the set of persons who have done some­
thing to save us is empty. A sentence like (43) uttered as a rhetorical question 
has an empty answer set. Assume that the speaker knows that nobody came: 
PERSONnCOME = 0. Then, he would ask this question for rhetorical reasons. 

(43) Who came? 

12There are cross-linguistic differences with respect to this fact. In English, when NPIs 
occur in yes/no questions, the rhetorical reading is available but not preferred, in contrast 
to constituent questions where it is preferred. In Chinese, the question is totally ambiguous 
and the situation disambiguates the rhetorical/non rhetorical interpretation (Zhang 1991). 
In Spanish, Catalan or Hindi, the presence of NPIs makes the rhetorical reading strongly 
preferred. 
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Sentence (44) presents the opposite case. Assume that the speaker knows that 
everybody went to the party: PERSON ~ COME, i.e. PERSON n COME = 
PERSON. Therefore, for rhetorical reasons and with the characteristic intona­
tion associated to rhetorical interrogatives he would ask: 

(44) Who didn't come? 

The answer set of (44) is PERSON n ,COME = 0 , since everybody went 
to the party. In sum, for a speaker to be able to ask a rhetorical question 
he has to be able to go over the whole entailment set of a question, pick its 
smallest element and ask a question about it. The presence of the NPI signals 
precisely this calculation (Fauconnier 1975). Nevertheless, we are not claiming 
that rhetorical interpretations arise only when there are NPIs in the sentence. 
As observed in the literature, practically any question can be interpreted as 
rhetorical, depending on the circumstances and the speaker's intentions. What 
needs to be stressed is the close relationship between answer set entailment and 
the calculation of rhetorical questions. If question I is rhetorical (Rhet(f)), 
then AI = 0. 

DEFINITION 43 (SUBSUMPTION SET OF A QUESTION) SUI = {gil::::; g} 

FACT 44 If Rhet(f) then SUI = {f}. 

Further evidence for the semantic treatment of rhetorical questions comes 
from the behaviour of why and how-questions. The occurrence of NPIs in these 
sentences does not trigger rhetorical readings (Lawler 1971). 

(45) a. Why did you tell anybody about us? 

b. How did anybody buy that house? 

Sentence (45a) presupposes that the addressee told somebody about them 
and (45b) presupposes that somebody bought the house. Neither of the ques­
tions has empty answer sets. Szabolcsi and Zwarts (1993) claim that manners 
and reasons are structured as join semilattices with no least element. They are 
closed under joins but not under complements. Being semilattices without a 
bottom element, they cannot constitute proper denotations of rhetorical ques­
tions (there is no empty set of manners or reasons). Therefore, the explanation 
of why there are no proper rhetorical why and how questions is mainly seman­
tic. Since why and how-questions cannot have empty answer sets, they do not 
meet the essential denotational requirement to be a rhetorical question. See 
Gutierrez Rexach (1996) for a cross-linguistic study of the licensing of NPIs in 
questions and the semantics of rhetorical readings. 
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9 MULTIPLE QUESTIONS 

Interrogative quantifiers do not only occur in sentence initial position. In En­
glish, the so-called echo questions are characterized by the occurrence of the 
interrogative quantifier in its canonical or non-displaced position, as in (46). 

(46) John saw what? 

Other constructions in which interrogative quantifiers are forced to stay in 
their canonical position are multiple questions. The sentences in (47) illustrate 
the fact that only one quantifier can be "moved", whereas the others remain 
in-situ. 

(47) a. Which boy kissed which girl? 

b. Who saw what? 

In other languages, such as Chinese, Korean, Hindi, Japanese, etc., inter­
rogative quantifiers remain in their canonical position, as the Chinese examples 
in (48) illustrate. By contrast, in Polish, Hungarian or Bulgarian all interroga­
tive quantifiers are preposed. The examples in (49) are from Bulgarian (Rudin 
1988).13 

(48) a. John mai Ie shenme? 
John buy Asp. what 

'What did John buy?' 

b. Shei kanjian Ie shenme? 
who see Asp. what 

'Who saw what?' 

c. Nage nanhai qin Ie nage nhai? 
which-one boy kiss Asp. which-one girl? 

'Which boy kissed which girl?' 

(49) a. Koj kakvo na kogo e datt? 
who what to whom has given 

'Who gave what to whom?' 

Syntactic theories within the GB framework have proposed that the diver­
sity that we have hinted at has to be accounted for positing a syntactic level of 

13There are cross-linguistic restrictions on the syntactic order of the quantifiers in the 
prefix. It is also possible that in a language some quantifiers have to be preposed and others 
do not have to be. See Rudin {1988} and E. Kiss {1992}. 
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representation Logical Form (LF) in which all languages of the world are iden­
tical. The representation at this level is reached by a series of overt or covert 
operations that front the quantifiers forming a prefix. With respect to multi­
ple questions, there is the specific claim that wh-quantifiers absorb, forming a 
polyadic operator that binds n variables (Higginbotham and May 1981, May 
1989). The LFs of the sentences in (47) are given in (50). 

(50) a. Whichxy [Boy(x) & Girl(y) & Kiss(x,y)] 

b. (Who,What)xy [See(x,y)] 

What the LFs in (50) show is that the interrogative quantifiers absorb yield­
ing an n-ary quantifier, a pair quantifier in the above examples (May 1989). 
Keenan (1992) also conjectures that multiple questions are unreducible. Two 
points seem to be of interest from the semantic point of view: (i) Is it impos­
sible to give a semantics of interrogative quantifiers that interprets them "in 
situ", in other words, that is faithful to the surface syntax of the language?, 
and (ii) Does the sequence of n interrogative quantifiers in a prefix always form 
a resumptive or unreducible polyadic quantifier, as claimed by Higginbotham, 
May, Keenan with respect to which quantifiers, and assumed by many others 
for multiple questions in general? Contra what is commonly sustained in the 
literature, the answer to the two questions above is negative. As it will be 
shown, it is straightforward to give an "in situ" semantics for interrogative 
quantifiers, something that has also been argued recently from a syntactically 
minimalist point of view (Reinhart 1995). The second negative answer is more 
interesting. It can be shown that a sequence of n interrogative quantifiers is 
reducible to iterations of the quantifiers forming the sequences. As a conse­
quence, the rule of quantifier absorption is vacuous for the majority of multiple 
questions-for the cases in which the absorbed prefix is "separable" in May's 
(1989) terms-and thus not obligatory in this particular domain. Consider the 
following two sentences: 

(51) a. What did John buy? 

b. John bought what? 

The semantic difference between (51a) and (SIb) is that when a speaker 
utters (SIb), he is asking about a set of objects that has already been introduced 
in the previous discourse. Therefore, what in (SIb) denotes WHATx , the 
interrogative quantifier WHAT relativized to the context set X. In English, the 
interpretation of what is disambiguated by prosodic and syntactic means. In 
Chinese, the disambiguation is not syntactic: sentence (48a) can be interpreted 
as an echo or a non-echo question. 

In previous sections we have only analyzed sentences with one interrogative 
quantifier. In order to give a proper semantics of multiple questions-sentences 
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where more than one interrogative quantifier interact-we have to define the 
nominative, accusative and dative extensions of an interrogative quantifier. 
This will allow us to give a surface compositional semantics of English inter­
rogative VPs like bought what or bought for whom. 

DEFINITION 45 (EXTENSIONS OF INTERROGATIVE QUANTIFIERS) 

Let R ~ E n,al, ... ,an E E,X ~ E,Q E [P(E) -t [qP(E) -t 2]]. Then, 
(i) A nominative interrogative quantifier (or the nominative extension of Q) is 
a function Q1 E [p(En) -t [En-1 -t [q P(E) -t 2]]] defined as follows: 
Q1(R)(a2, ... ,an)(X) = 1 iffQ({all(a1, ... ,an) E R})(X) = 1 
(ii) An accusative interrogative quantifier (the accusative extension of Q) is a 
function Q2 E [p(En) -t [En-1 -t [qP(E) -t 2]]] defined as follows: 
Q2(R)(al,a3, ... ,an)(X) = 1 iffQ({a21(a1, ... ,an) E R})(X) = 1 
(iii) A dative interrogative quantifier (the dative extension of Q) is a function 
Q3 E [p(En) -t [En-1 -t [qP(E) -t 2]]] defined as follows: 
Q3(R)(a1,a2,a4, ... ,an)(X) = 1 iffQ({a31(a1, ... ,an) E R})(X) = 1 

The interpretation of the VP buy what is the following: 

(52) WHAT2(BUY)(a)(X) = 1 iff WHAT ( {,8I(a,,8) E BUY} )(X) = 1 iff 
X = En {,8I(a,,8) E BUY} 

The Chinese version of the VP is interpreted as above. In English, it 
would receive an "echo" interpretation, arising from the fact that what de­
notes WHATx when it does not occur in its canonical fronted position. There 
is a significant difference between declarative and interrogative argument quan­
tifiers. Declarative Qs behave as "arity reducers" (van Benthem 1986, Keenan 
and Westerstahl 1994). They take an n-ary relation as input and return an 
n-1-ary relation. Interrogative quantifiers are not arity reducers. They take an 
n-ary relation and return another n-ary relation. The output n-ary relation is 
not the same as the input one. The argument that has been "queried" is turned 
into an answer set. Consider the following sentence: 

(53) Which men love which women? 

In its most natural reading, question (53) asks for the sets of pairs in the 
love relation whose first coordinate is a member of the set of men and its second 
coordinate is a member of the set of women.14 

(54) (WHICHpIMAN, WHICHpIWOMAN)(LOVE)(S) = 1 iff S = RnMANx 
WOMAN 

14In what follows we will be ignoring the context set parameter. 
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Sentence (53) denotes a binary question, i.e., a function mapping a bi­
nary relation S to true iff S = R n MAN x WOMAN. Generalizing to the 
n-ary case, we define first the notion of a n-ary argument question and after­
wards the polyadic WHICHpl interrogative quantifier induced by a sequence of 
n WHICHpl quantifiers: 

DEFINITION 46 For n 2: 1, [qP(En) -t 2] is the set of n-ary argument ques­
tions. 

DEFINITION 47 (POLYADIC RESUMPTION OF WHICHpl QUANTIFIERS) 
Let R,S ~ En, Zl, ... ,Zn ~ E. Then, Res(WHICHpl(l)Zl, ... , 
WHICHpl(n)Zn) E [p(En) -t [qP(En) -t 2]] is defined as follows: 
Res(WHICHpl(l)Zl> ... , WHICHpl(n)Zn)(R)(S) = 1 iff S = R n Zl x ... X Zn 

All interrogative quantifiers can participate in multiple questions. We treat 
first the resumptions of arbitrary argument interrogative quantifiers except 
WHICHsg • 

DEFINITION 48 (RESUMPTION OF ARGUMENT INTERROGATIVE QUANTIFIERS) 
Let R, S ~ En, Zl, ... , Zn ~ E, for all Qi, 

{ 
Z ifQi = WHAT(Zi) orQl = WHOSE(Zi) 

let Zi = PERSON ifQi = WHO 
E ifQi = WHAT 

Res(Ql, ... , Qn)(R)(S) = 1 iff S = R n Zl x ... X Zn 

Other examples of multiple questions in which different argument interrog­
ative quantifiers interact are given below: 

(55) a. Who bought which tables for whom? 

b. Who saw what? 

c. Which students ate what? 

The reducibility result that we prove states that the answer set that we get 
by an application of the prefix in definitions 47 and 48 and the one that we 
get by successively applying the n interrogative quantifiers in the prefix are 
equivalent in a sense we make precise below. Therefore, what we really prove 
is equivalence of answer sets or, in less formal terms, the questions that we get 
with an absorbed interrogative quantifier and the iterated application of the 
members of the quantificational prefix are querying "about" the same object. 

FACT 49 The polyadic Res(Ql, ... , Qn) is reducible to iterations 
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Instead of a full proof we give here a worked out example. Consider the 
following sentence: 

(56) Who gave what to whom? 

Applying definition 45(iii), we see that WH03(GIVE) is a function in [E -+ 
[E -+ [qP(E) -+ 2]]]. Then,WH03(GIVE)(a,,8)(X) = 1 iff X = PERSON n 
hl(a,,8,,) E GIVE}. In the second step of the calculation, the accusative ex­
tension of WHAT, WHAT2 applies to WH03(GIVE), and we get the function 
WHAT2 (WH03(GIVE)) E [E -+ [qP(E2) -+ 2]] defined as WHAT2 (WH03 
(GIVE))(a)(S) = 1 iff S = {(,8,,)I,8 E E & , E WH03(GIVE)(a,,8)} (writ­
ing, E WH03 (GIVE)(a,,8) for, E AWHOa(GIVE)(o:,,B»). Finally, the nomi­
native extension of WHO, WHO l , applies to WHAT2 (WH03(GIVE)) yield­
ing the function WHOl (WHAT2 (WH03(GIVE))) E [qP(E 3 ) -+ 2] such that 
WHO l (WHAT2 (WH03(GIVE)))(S) = 1 iff S = {(a,,8,,)la E PERSON & 
(,8,,) E WHAT2 (WH03 (GIVE))(a)}. In general, Ql( ... (Qn(R))) E [qP(En)-+ 
2]. Let Qi = D(Zi), for some Zi ~ E. Then, Ql( ... (Qn(R)))(S) = 1 iff 
S = {(al, ... ,an)lal E Zl & (a2, ... ,an) E Q2( ... (Qn(R)))(al)}. 

Resumptions of WHICH sg determiners deserve a more detailed analysis. 
Higginbotham and May (1981) claim that multiple WHICH sg questions have 
two interpretations: a singular interpretation and a bijective interpretation. 
Consider the following sentence: 

(57) In Gone with the wind, which character admires which character? 

The singular interpretation of the sentence is the one rendered by the answer 
in (58a). The answer in (58b) corresponds to the bijective reading. 

(58) a. Ashley Wilkes admired Rhett Butler 

b. Ashley Wilkes admired Rhett Butler and Melanie Wilkes admired 
Scarlett 0 'Hara. 

Under the singular interpretation of the question, the answer set is a sin­
gleton, i.e., it consists of a unique pair. The bijective interpretation asks for 
a bijection between the restriction sets of the interrogative quantifiers. l5 The 
following definition characterizes Higginbotham and May's intuition: 

DEFINITION 50 
SINGULAR READING OF (WHICHsg , .•• , WHICHsg ) QUANTIFIERS 

15 According to Higginbotham and May the bijective reading is only available when "the 
domain of quantification in the subject NP is disjoint from that of the object"(p. 46). Never­
theless, the claim does not seem to be completely correct for all English dialects (Ed Keenan, 
p.c.). We assume, then, that the two readings are generally available, though accomodating 
Higginbotham and May's disjointness condition is straightforward. 
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Sg(WHICHsg(l) (Zl), "" WHICHsg(n) (Zn))(R)(8) = 1 iff 
8 = R n Zl x, .. " xZn & 181 = 1 
(The disjointness condition Higginbotham and May 1981); ni Zi = 0 ) 
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The singular reading is the one that we get by iterated application of 
WHICHsg(Z) quantifiers, Therefore, it is reducible and does not lie "beyond 
the Frege boundary", We are able to get the interpretation above by applying 
a WHICHsg(i) (Zi) quantifier to the function WHICHsg(iH) (ZiH)(. " 
(WHICHsg(n) (Zn)(R)), It can be conceived of as the polyadic resumption of 
WHICHsg(Z) quantifiers, so definition 50 corresponds to Res(WHICHsg(l) (Zl), 
, " , WHICHsg(n) (Zn)) , The fact that this resumption is also reducible to iter­
ations confirms the claim made in van Benthem (1989) concerning the general 
reducibility of resumptive polyadic quantifiers, 

FACT 51 The singular reading is derived from iterations of WHICHsg (Z) quan­
tifiers, 
Proof; Let R ~ En, Zl, .. " Zn ~ E, Then, WHICHsg(n) (Zn)(R)(al, .. "an-l)(X) 
= 1 iff X = znn {anl(al, .. "an) E R} & IXI = 1, For all i (1 ~ i ~ n -1), 
WHICHsg(i) (Zi)( .. ,(WHICHsg(n) (Zn)(R)))(al, .. " ai-l)(8) = 1 iff 
8 = {(ai, .. " an)lai E Zi & (aHl, .. " an) E 
WHICHsg(Hl) (ZHt) ( .. ,(WHICHsg(n) (Zn) (R))) (al , 
.. " ain & 181 = l.D 

In the bijective reading there is an apparent loss of the uniqueness condition 
imposed by WHICHsg , due to the fact that the polyadic is not reducible to 
iterations of WHICHsg(Z) quantifiers, 

DEFINITION 52 Let R, 8 ~ En, Zl, .. " Zn ~ E, Then, 
Bij (WHICHl (Zt), .. " WHICHn(Zn)) E [p(En) --+ [qP(En) --+ 2)] and 
Bij(WHICHl(Zt), .. " WHICHn(Zn))(R)(8) = 1 iff 8 = Rn Zl x .. , X Zn & 
\.J ::J1( ) E Zl Zi-l X ZHl zn Vai::J,al, .. "ai-l,ai+l, .. "an x .. ,x x .. ,x 
such that (al, .. " an) E R 

10 INTERACTIONS OF DECLARATIVE AND 
INTERROGATIVE QUANTIFIERS 

In the previous section we analyzed how interrogative quantifiers are combined 
(mUltiple questions), In this section we treat the combinations of interrogative 
and declarative quantifiers, Different interactions give rise to different readings 
of the interrogative sentence, The first reading to be considered is the individ­
ual (Groenendijk and Stokhof 1984) or "single constituent" reading (Chierchia 
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1993). For example, the individual reading of sentence (59a) is reflected in 
the response (59b). In terms of the behaviour of the quantifiers, this reading 
corresponds to the iteration of the declarative and the interrogative quantifier, 
as (60) shows. 

(59) a. What did every boy read? 

b. Tom Sawyer and The Jungle Book 

(60) WHAT2 (EVERYBOY1(READ))(X) = 1 iff 
WHAT({,BIBOY ~ {al(a,,B) E READ}})(X) = 1 iff 
X = {,BIBOY ~ {al (a,,B) E READ}} 

Sentence (59a) denotes a unary question in its individual reading, as does 
(61a). In (59a) the accusative extension ofthe interrogative quantifier combines 
with the nominative extension of the declarative quantifier. In (61a) the nom­
inative extension of the interrogative quantifier combines with the accusative 
extension of the declarative quantifier. 

(61) a. Which students read more than three books? 

b. John and Sam 

(62) WHICHSTUDENTS1(MORKTHAN_THREKBOOKS2 (READ))(X) 
= 1 iff 
WHICHSTUDENTS1({aIIBOOKn{,BI(a,,B) E READ}I > 3 })(X) = 1 
iff 
X = STUDENTn {aIIBOOKn {,BI(a,,B) E READ}I > 3} & IXI ~ 2 

A second type of reading is called by Groenendijk and Stokhof a pair-list 
reading, since the answer specifies a set of pairs. The response in (63c) would 
be a pair-list answer for sentences (63a) and (63b). 

(63) a. Which book did each boy read? 

b. Which book did these boys (each) read? 

c. Bill read Tom Sawyer and Joe read The Jungle Book 

The problem with pair-list readings is that they are not freely available with 
all declarative quantifiers. Groenendijk and Stokhof (1984), Chierchia (1993) 
and Szabolcsi (1994) have observed that only quantifiers that denote principal 
filters give rise to pair-list readings,16 as the examples in (64) illustrate: 

(64) a. Which book did every student read? (pair-list o.k.) 

16Szaboicsi claims that this is only the case in matrix interrogatives and in complements 
of verbs of the wonder type. 
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b. Which books did the students read? (pair-list o.k.) 

c. Which books did two students read? (pair-list ok only if TWO 
STUDENTS is a principal filter) 

A generalized quantifier Q is a principal filter iff it has a generator set 
GSET(Q) defined as follows: 

DEFINITION 53 X is a generator set for Q (GSET(Q) = X) iff 
Q(X) = 1 & VY[Q(Y) = 1 iff X ~ Yj 

Declarative quantifiers such as MORE-THAN _THREE BOYS or FEW BOYS 
are not principal filters and, as expected, sentences (65a) and (65b) lack pair-list 
readings. 

(65) a. Which book did more than three boys read? 

b. Which book did few boys read? 

c. *Bill read Tom Sawyer and Joe read The Jungle Book 

An interrogative sentence with one interrogative and one declarative quan­
tifier denotes a binary question in its pair-list reading. It maps a unique set of 
pairs to true, the set specified by responses such as (63c). When the interroga­
tive sentence has n declarative quantifiers and m interrogative quantifiers, the 
"n+m-tuple"-list reading is a n+m-ary question. For example, the triple-list 
readings of sentences (66a) and (66b) are ternary questions. 

(66) a. Which book did each boy put on each desk? 

b. Which book did each boy put on which desk? 

Combinations of a declarative quantifier which is a principal filter and a 
modifier interrogative quantifier can be also conceived as binary questions. 
Therefore these combinations have pair-list readings (67b). 

(67) a. When did each of your relatives arrive? 

b. Uncle John arrived on Monday, Grandma arrived on Tuesday and 
my parents on Christmas eve. 

Here we will treat only pair-list readings (binary questions) arising from 
the combination of an argument interrogative quantifier, a declarative quanti­
fier and the denotation of a transitive verb. There are two cases to consider: 
when the nominative extension of the interrogative quantifier combines with 
the accusative extension of the declarative quantifier and the opposite case. 
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DEFINITION 54 (PAIR-LIST LIFT) 

(i) Let Q1 E [P(E2) --+ [E --+ [qP(E) --+ 2]]], Q2 E [P(E) --+ 2], and 
R,S ~ E2. Then, 
Pair-list ( Q1, Q2) E [p(E2) --+ [q P(E 2) --+ 2]] and Pair-list ( Q1, Q2)(R)(S) 
= 1 iff 
S = {(a,t3)It3 E GSET(Q2) & a E Q1(R)(t3)} 
(where a E Q1(R)(t3) abbreviates a E X such that Q1(R)(t3)(X) = 1) 

(ii) Let Q1 E [P(E) --+ 2], Q2 E [P(E2) --+ [E --+ [qP(E) --+ 2]]], and 
R,S ~ E2. Then, 
Pair-list(Q2, Q1) E [P(E2) --+ [qP(E2) --+ 2]] and Pair-list(Q2, Qd(R)(S) 
=1 
iff S = {(a, t3)la E GSET(Qd & t3 E Q2(R)(a)} 

Not all polyadic pair-list lifts with English universal quantifiers seem to be 
denotable. Karttunen and Peters (1980) found an asymmetry in the interpre­
tation of the following questions: 

(68) a. Which customer is each clerk now serving? 

b. Which clerk is now serving each customer? 

Given a situation like the one depicted in (69), and the answer in (70), 
they observe that such an answer constitutes a correct answer only to question 
(68a), but not to (68b). 

(69) A E I 
customers B F J 

C G K 
D <clerk 1 H <clerk 2 L <clerk 3 

check-out counters 

(70) Clerk 1 is serving customer D, clerk 2 is serving customer H, and clerk 
3 is serving customer L. 

Their explanation of the contrast is that "in this particular situation, [(70)] 
implicates something false, namely, that all customers are being served by some 
clerk, when in fact only three of them are" (p. 198). May (1985) attributes the 
contrast to a difference in scope, similar to the one arising in (71). 

(71) a. What did everyone buy for Max? 

b. Who bought everything for Max? 
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The question in (71a) can be answered with an individual answer (72a) or 
a pair-list answer (72b), whereas a pair-list answer seems not to be adequate 
for (71b). Thus, only (73) is an appropriate answer to (71b). 

(72) a. Everyone bought Max a Bosendorfer piano. 

b. Mary bought Max a tie, Sally a sweater, and Harry a piano. 

(73) Oscar bought everything for Max. 

According to May, the subject-object asymmetry in the interpretation of the 
interrogative sentences in (71) shows that the quantifier in the subject position 
is able to form a Sigma-sequence with the wh-operator and, by the Scope 
principle, can participate in any possible scope interaction with it. The fact that 
we do not get a pair-list answer when the QP is in the object position follows 
from the assumption that operators that do not belong to the same Sigma­
sequence cannot participate in scope interactions. The declarative quantifier 
phrase everything in (71b) has to adjoin to the VP to avoid a violation of the 
Path Containment Condition. Therefore, it cannot form a Sigma-sequence with 
the wh-operator and is forced to get narrow scope with respect to it. May's 
explanation and many subsequent theories posit syntactic constraints on the 
semantic availability of the pair-list readings (see other chapters in this volume 
on related issues). What is of interest here is that ALL does not participate 
in pair-list polyadics at all, only the nominative extension of EVERY seems 
to participate in them, and EACH shows a much wider flexibility. In the 
end it is a question of economy: why have polyadic pair-list lifts denotable 
with EACH, EVERY and ALL when the function denoted would be the same? 
There is a clear specialization of morphological resources taking place: ALL 
is used for individual readings and EACH is used for pair-list constructions. 
Therefore, only distributive-key universal determiners (Gil 1995) participate 
in this constructionP In the case of of definites, pair-list polyadics are not 
denotable in English with WHICH sg interrogative determiners, as noted by 
Srivastav (1992) and shown by the following examples: 

(74) a. Which book did the students read? 

b. * John read El Quijote and Bill read Magic Mountain 

(75) Which student admires those two professors? (*pair-list) 

The situation is similar in Romance languages (Gutierrez Rexach 1995), but 
the presence of a floated distributive quantifier makes accessible the pair-list 
reading, as illustrated in the following contrast: 

17The position of EVERY is intermediate, at least for some dialects. Crosslinguistically, 
the most common scenario is that one universal determiner participates in individual readings 
(iterations) and a different one, the distributive-key universal determiner, in pair-list readings 
(polyadic) . 
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(76) a. l,Cwil libro leyeron los estudiantes? (*Pair-list) 
Which book read the students 

'Which book did the students read?' 

b. l,Cwil libro leyeron los estudiantes cada uno? (Pair-list ok) 
Which book read the students each one 

'Which book did each one of the students read?' 

From the analysis of the empirical data it follows that the necessity of 
a distributive interpretation of the declarative quantifier plays an important 
role in the availability of pair-list questions. This suggests treating them as 
plural n-ary questions, where the polyadic is formed by a distributive lift of the 
declarative and the interrogative quantifier. 

DEFINITION 55 (PLURAL N-ARY QUESTIONS) 

[qP(p(E)n) -+ 2] is the set of plural n-ary questions. 

DEFINITION 56 (PAIR-LIST LIFT, REVISED) Leti i-j E {1,2}, Qi E [P(E2 )-+ 
[E -+ [qP(E) -+ 2]]], Qj E [qP(E) -+ 2], and R ~ E2, S ~ p(E)2 (i.e. 
S ~ P(E) x P(E». Then, Pair-list(Qi, Qj) E [p(E2) -+ [qP(p(E)2) -+ 2]1 and 

(i) ifi = 2, j=1 then Pair-list(Qi, Qj)(R)(S) = 1 iff 
S = {(A,B)IA E AT(GSET(Qj» & B = {f3If3 E Qi(R)(a), for (the 
unique) a E A}} 

(ii) if i = 1, j = 2 then Pair-list(Qi, Qj)(R)(S) = 1 iff 
S = {(A,B)IB E AT(GSET(Qj» & A = {ala E Qi(R)(f3), for (the 
unique) f3 E B}} 

In some languages like Hungarian or Turkish, the pair-list reading is not 
expressible with a combination of a declarative and an interrogative quanti­
fier. Only a combination of interrogative quantifiers can express it, as ob­
served by E. Kiss (1992) with respect to Hungarian. The existence of the 
two alternatives is due to the fact that, for i, j E {I, 2}, Qj a declarative 
quantifier and R a binary relation, when the answer set of the polyadic Pair­
list(WHICHsg(i) (Zi), Qj)(R), in the lower type characterized in definition 54, is 
a bijective function (a set of pairs (a,f3) where a E GSET(Qj), 
f3 E WHICHsg(i) (Zi) (R)(a) and such that it defines a function of that sort), 
then Pair-list(WHICHsg(i) (Zi), Qj)(R) = Bij(WHICHsg(i) (Zi), WHICHj(Zj) 
(R). In this case, (76a) and (76b) denote the same question: they have the 
same answer set (76c). 

(77) a. Which boy likes which girl? 
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b. Which girl does each boy like? 

c. John likes Mary, Bill likes Pam, Joe likes Sue. 

Functional readings (Groenendijk and Stokhof 1984, Engdahl 1985) of ques­
tions are characteristic of combinations of interrogative quantifiers and decreas­
ing declarative quantifiers. In these cases the pair-list response is anomalous. 

(78) a. Which book did no student like to read? 

b. His last week's assignment. 

(79) a. Who do few Italian married men like? (Chierchia 1993) 

b. Their mother in law. 

Functional readings are intensional renderings of pair-list answers (Groe­
nendijk and Stokhof 1984, Chierchia 1993). In clarification contexts, though, 
the pair-list answer can be explicitly obtained. Consider (79) as an answer to 
(77a): 

(80) Their last week's assignment. More explicitly, Bill did not like to read 
EI Quijote and Joe did not like to read Magic Mountain. 

How is this "extensionalization" possible? Since NO BOY (B) = EVERY 
BOY(...,B) and EVERY BOY(...,B) has a generator, namely BOY, then we may 
define the corresponding pair-list lift as follows: 

(81) Pair-list(NOBOYt, WHICHBOOK2 ) (R)(S) = 1 iff 
S = {(a,,8)la E GSET(EVERYBOY""l) & 
,8 E WHICHBOOK2 (...,LIKETOREAD)(a)} 

Interrogatives like (81a) have an additional reading which has been called 
"cumulative" (Srivastav 1992). A standard cumulative answer for (81a) would 
be one like (81b), whereas the pair-list answer would be (81c). 

(82) a. Which books did the boys read? 

b. They read Tom Sawyer and The Jungle Book. 

c. Bill read Tom Sawyer and Joe read The Jungle Book. 

Srivastav (1992) and Szabolcsi (1994) claim that the pair-list reading can 
be considered as the cooperative spell-out of the cumulative reading when the 
latter is the preferred interpretation. I perceive more of a semantic difference 
than of a Gricean phenomenon. Cumulative questions are plural n-ary ques­
tions, functions that in a situation map a relation between sets to true. Notice 
also that there does not seem to be a branching lift in the interrogative domain. 
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DEFINITION 57 ("CUMULATIVE" LIFT) Let i -I j E {1,2}, Qi E [P(E2) ~ 
[E ~ [qP(E) ~ 2)]), Qj E GQDEF (the set of definite generalized quantifiers), 
and R ~ E2,S ~ p(E)2 (i.e. S ~ peE) x peE)). Then, Cum(Qi,Qj) E 
[p(E2) ~ [qP(p(E)2) ~ 2]] and 

(i) if i = 2, j=1 then Cum(Qi, Qj)(R)(S) = 1 iff 
S = {(A,B)IA = GSET(Qj) & B = {,813a E A[,8 E Qi(R)(a)]}} 

(ii) if i = 1, j = 2 then Cum(Qi, Qj)(R)(S) = 1 iff 
S = {(A,B)IB = GSET(Qj) & A = {aI3,8 E B[a E Qi(R)(,8)]}} 

Another type of question considered by Groenendijk and Stokhof (1984) are 
choice questions. The name comes from the fact that sentences like (82a) can 
be paraphrased as "for two boys of your choice, which book did each read" . 

(83) a. Which books did two boys read? 

b. Steve read A Tale of Two Cities and Mark read The Never Ending 
Story 

There is common agreement that this reading is quite marginal in normal 
discourse. They are only natural in contests or quizzes and are also called 
"quiz" questions. The reason for its marginality might be that in the definition 
of the corresponding polyadic, the relevant domain set cannot be the generator 
of the declarative quantifier (it does not denote a principal filter) but one of its 
elements. 

DEFINITION 58 ("CHOICE" LIFT) 

Let i -I j E {1,2}, Zj, W ~ E, Qi E [peE) ~ [qP(E) ~ 2]], D j E 
[P(E2) ~ [E ~ [peE) ~ 2])], Qj = Dj(Zj) and R, S ~ E2. Then, 
Choice(Qi, Qj) E [P(E2) ~ [qP(E2) ~ 2]] and 

(i) if i = 2, j = 1 then Choice(Qi, Qj)(R)(S) = 1 iff 3W [Qj(W) = 1 & 
W ~ Zj & S = {(a, ,8}la E W & ,8 E Qi(R)(a)}] 

(ii) if i = 1, j = 2 then, Choice(Qi, Qj)(R)(S) = 1 iff 3W [Qj(W) = 1 & 
W~Zj & S={(a,,8}I,8EW & aEQi(R)(,8)}] 

The explanation of why choice questions are only possible with non-filter 
denoting declarative quantifiers is the result of the fact that if I{WIQj(W) = 
1 & W ~ Zj}1 = 1 then Choice(Qi,Qj) = Pair-list(Qi,Qj). 
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316, 331-333, 337, 398, 
401, 410 

quantificational variability 
(QVE), 71, 101, 103, 313, 
321, 337, 339, 340 

quantifier, 6-9, 30-40, 42-46, 
48-52,54-57,59-64,66, 
71-73,76, 78, 79, 81-87, 
89, 91-93, 97-99, 
101-104, 110-114, 118, 
123-125, 130, 131, 133, 
138-144, 146, 148-150, 
184, 186, 189-191, 194, 
204-213, 218, 219, 221, 
228-232,234,248,258, 
311-313,315, 318, 319, 
327, 329, 334, 340-343, 
345,351,353-356, 
358-360,364,367,370, 
371, 373, 375, 376, 380, 
385, 386, 389, 391, 396, 
398, 404, 405, 409, 412, 
416,423,425,426,437, 
441, 442, 445 

binary, 62, 63, 66, 112, 113, 
138, 139, 430, 439, 443, 
446 

declarative, 428, 431, 438, 
441-443,445-448 
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generalized (GQ), 1, 7-17, 19, 
22, 24, 30-32, 47, 48, 50, 
51, 53, 66, 85, 112, 
122-125, 133, 136, 140, 
230, 311, 314, 315, 318, 
319, 323, 324, 327, 334, 
338, 342, 371, 372, 385, 
401,409-412,421-425, 
443 

interrogative, 311, 318, 389, 
391, 397, 399, 409, 410, 
412, 415, 416, 419, 420, 
425-429,432,434, 
436-443,446,447 

layered, 313, 333, 334, 336 
Quantifier (position in Hungarian) 

(Quant), 119-121, 127, 
130 

Quantifier Raising (QR), 72, 78, 
81, 109, 117, 124, 143, 
176, 185, 191, 192, 194, 
204, 207, 211, 352, 353, 
356, 357, 372, 380 

question, 220, 233, 237, 238, 242, 
245, 246, 252, 311, 
313-316, 318, 320, 321, 
323-325, 332, 333, 336, 
339, 351, 353-356, 369, 
371, 385-387, 389-394, 
396-403,410,413-415, 
417,419-428,430,431, 
433-435,437,439,440, 
442, 443, 448 

question resolution, 424, 425 

reconstruction, 78, 82, 83, 91, 115, 
116, 149, 355, 357, 374, 
387, 392 

referent, see discourse referent 
referential (reading or role), 33, 45, 

222, 233, 234, 236, 238, 
252 

WAYS OF SCOPE TAKING 

RefP, 75, 76, 78, 80-83, 93, 102, 
104, 114-117, 120, 140, 
141, 148, 149, 370-372, 
374, 376-378, 389, 394 

HRefP, 121-128, 130, 131, 
133, 139, 140, 142-144, 
148 

Relativized Minimality, 219, 220, 
222, 223, 225, 228-230, 
257 

representational, 112, 117, 125, 145 
restricted quantification, 124 

nuclear scope, 187-190, 192, 
193, 202, 282, 283 

restrictive clause, 11, 12, 18, 
22-24, 113, 124, 132-134, 
142, 143, 265, 280, 282, 
283, 285, 286, 289-292, 
294-297, 311-313, 316, 
318, 319, 323, 327-329, 
331, 333, 334, 337-341, 
412,413,416,418,421, 
431, 440 

tripartite, 127, 134, 137, 140 
restriction, see restricted 

quantification, restrictive 
clause 

restrictor, see restricted 
quantification, restrictive 
clause 

scope, 7, 17, 18, 22, 26, 30, 33, 37, 
38, 40, 42, 43, 45, 48, 50, 
52, 55, 59, 60, 64, 65, 
71-87, 89-98, 101, 103, 
104, 109-111, 113-115, 
117-120, 122, 137, 146, 
147, 149, 150,217-220, 
222, 228-236, 245, 246, 
248-252, 257, 258, 267, 
284, 290, 293, 297, 
299-307,351-358, 



Subject Index 

360-364, 368-370, 
372-374,378,380-384, 
386,387,389-391,393, 
394, 398, 399, 401, 402, 
404 

apparent scope out, 312, 328, 
331, 333 

distributive wide, 33, 63 
inverse, 19, 26, 40, 62, 63, 72, 

80, 82, 83, 90, 91, 94, 97, 
110, 112, 113, 115, 116, 
120, 124, 125, 138, 139, 
147, 149, 209, 210, 333, 
334, 354, 361, 363, 364, 
366, 367, 390 

narrow, 31, 32, 35-37, 42, 46, 
57, 63, 77, 81, 82, 87, 
114, 185, 189, 191, 192, 
194-196, 200-204, 208, 
210, 228, 230, 232, 234, 
235, 247, 251, 297, 301, 
304, 305, 307, 343, 371, 
391 

object wide (0 > S), 19, 25, 
26, 32, 33, 112, 359, 361, 
373 

scopal element (SE), 74, 75, 
218, 232, 234, 236, 258 

Scope Principle, 352-355 
scopeless, 230, 306 
subject wide (S > 0), 25, 31, 

32, 34, 35, 45, 361, 362 
unbounded, 331 
wide, 31-35, 37, 42, 43, 45-48, 

51, 56, 62, 63, 71, 74-76, 
80-83,87,93,98,112, 
113, 124, 185, 187, 191, 
192, 194-196, 201-204, 
207-210, 212, 229, 230, 
232-234, 252, 256, 325, 
329, 334-336, 369-372, 
391, 400 

set denoter, see set referent 
set formation, 252, 254-256 

465 

set referent, 85, 102-104, 124, 126, 
131, 137, 371, 372, 379, 
383, 389, 390, 392-394, 
396, 397, 402 

set variable, see set referent 
slobject, 253-256 
Spanish, 419, 425, 434 
specific, 39, 45, 46, 74-76, 222, 

229, 234 
G-specific, 41, 42, 61, 231, 232 
non-specific, 41, 42, 61, 75, 

365, 384 
subject, 72, 79-84, 86-91, 95-99, 

110, 115, 116, 123, 128, 
131, 136,317,331,333, 
337, 338, 343, 350, 354, 
356, 361, 362, 365-368, 
371, 372, 374, 376, 378, 
379, 381, 387, 388, 390, 
395,398,399,403 

subject of predication, 75, 78, 117, 
122, 123, 125, 140-143, 
150,378 

sum, 2, 233, 240, 244, 245, 247, 
252-257 

summativity, 233, 245, 253-256 
supremum, 4, 6, 21 

target landing site, 76, 78, 81, 82, 
84, 92, 369, 371 

thematic uniqueness, 253, 269 
topic, 76, 79, 118, 150 

union, 2, 233-235, 244, 245, 257 
universal (quantifier), 6, 22, 73, 84, 

86-89, 96-99, 101-103, 
114-116, 118, 120, 125, 
127, 130, 134, 137, 142, 
146, 147, 228, 230, 231, 
233, 245-248, 251, 312, 



466 

315,316,319,320,323, 
324, 326, 330, 339-343, 
350, 353 

upward monotonic, see 
monotonicity, increasing 

variable, 75, 76, 82, 83, 85, 88, 95, 
96, 101, 102, 104, 123, 
124, 126, 132, 137, 143, 
148,171,174,176-178, 
218, 229, 250, 252, 311, 
316, 323, 330, 338, 340, 
341, 354, 360, 371, 372, 
380, 383, 392, 393, 
400-402 

variation, 29-35, 38-40, 42, 43, 
46-50, 56, 57, 59, 62, 
331-334, 338 

co-vary, 186, 188, 192, 194, 
201, 202, 205, 207, 210, 
358, 359, 367, 373 

verification (procedure), 125, 227, 
234, 248, 252 

Weak Crossover (WCO), 317, 349, 
350, 356, 357, 368, 387, 
388, 394, 396 

wh-complement, 221, 323, 326, 
350,386,397-400,403, 
404 

wh-phrase (WhQP), 73, 74, 76, 77, 
79, 80, 84, 92, 93, 
217-220,222,224,226, 
227, 229-237, 239, 242, 
243, 248, 249, 252, 257, 
258,355,359,370,380, 
387, 388, 390-397, 399, 
400,402,404,417 

wh-the-hell, 242, 243 
witness (set of a GQ), 11, 13, 14, 

16-19,23,24,26,29-32, 
34-38, 43, 48-51, 56-59, 

WAYS OF SCOPE TAKING 

62,63, 76,85, 178, 179, 
247, 248, 275, 276, 315, 
316, 318, 321, 327-330, 
335,338,371,386,424 

minimal, 32, 34, 35, 49-51, 56, 
122,126,140,141,330, 
342 
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