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The present paper applies the case-based reasoning (CBR) technique to the problem of outlier detection. Although CBR is a widely
investigated method with a variety of successful applications in the academic domain, so far, it has not been explored from an
outlier detection perspective. This study seeks to address this research gap by defining the outlier case and the underlining
specificity of the outlier detection process within the CBR approach. Moreover, the case-based classification (CBC) method is
discussed as a task type of CBR. This is followed by the computational illustration of the approach using selected classification
methods, that is, linear regression, distance-based classifier, and the Bayes classifier.

1. Introduction

Case-based reasoning (CBR) is a computational problem-
solving method that can be effectively applied to a variety
of problems [1–10]. Broadly construed, CBR is the process
of solving newly encountered problems by adapting
previously effective solutions to similar problems (cases).
Very important results concerning the equivalence of the
learning power of symbolic and case-based methods were
presented by Globig and Wess [7]. The authors introduced
a case-based classification (CBC) as a variant of the CBR
approach and integrated it with basic learning techniques.
In particular, they presented the relationship between the
case base, the measure of distance, and the target concept
of the learning process, while constructing a number of
algorithms of great practical significance. Those results jus-
tify the validity of the approach to outlier detection proposed
in this paper.

In a negative scenario of the CBR cycle execution, the
assessment of the nearest neighbour case or other proposed
similar cases is negative, which implies that probably no
neighbouring cases are useful. In this situation, the current
case under consideration is a new one and becomes a

candidate to be called an outlier. In such case, the solution
must be determined in a different way, but after the solution
has been positively revised, the case should be included into
the case base of the CBR system. Moreover, some of the cases
already included in the case base which were never or hardly
ever invoked and adapted by a large number of CBR system
uses can be considered outliers. Interesting works that are
worth mentioning in the context of outlier processing are
those by Smyth and Keane [8, 9] and Richter et al. [10].

A considerable amount of literature has been published
on outlier detection and analysis. These studies deal with
diverse problem domains involving various types of data,
including numeric, textual, categorical, and mixed-attribute
records [11–18]. However, to the best of the authors’ knowl-
edge, no previous study has investigated case-based reason-
ing (CBR) from an outlier detection perspective. In this
paper, outliers are defined more generally than they used to
be to date, that is, as cases in the sense of CBR.

The paper is organized as follows: in Section 2, the prin-
ciples of the case-based reasoning technique are presented. In
Section 3, new definitions of case outlier in relation to CBR
are given. Next, case-based classification is described, and
computational illustration of outlier detection is given.
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Finally, the last section gives a brief summary and critique of
the findings.

2. Case-Based Reasoning (CBR)

Case-based reasoning (CBR) is considered a method for
problem solving [1–3, 10], and case-based classification
(CBC) is a task type of CBR. A detailed explanation of CBC
is provided in Sections 4 and 5.

In the simplest definition within the CBR methodology,
the case is understood as an ordered pair:

ci = p, sol i, 1

or, in an extended form, as a triple

ci = p, sol, ef f i 2

In (1), the previously examined situation (problem) is
stored with its solution, and implicitly, the solution was a
success. The effect manifested in (2) describes the results
obtained through the implementation of the solution.

Medicine-related terms are the following: p—set of
symptoms; sol—diagnosis or diagnosis with treatment;
and eff—prognosis.

Some relevant data structures need to be used for the
proper representation of both: problems and solutions. Here,
the attribute-value representation is of practical importance.
The possible attributes are name, set of values assigned to
the name, or a variable. Another term frequently used to
describe an attribute is feature.

The concept of similarity and its proper application is
crucial for the implementation of the CBR system. In general,
there are two ways for the computationally applicable
similarity representation—relation or function. To reduce
the theoretical considerations, the following assumptions
are made, which immediately refer to the concept of case:

0 ≤ sim ci, cj ≤ 1,

sim ci, ci = 1
3

The solution of a new problem p starts with the retrieval
of the most similar case (according to the selection criterion);
say that this is the kth case, from the base of previously solved
cases (Sc). The search for the nearest neighbour comes from
the hypothesis that similar problems have similar solutions,
although the nearest neighbour is not the only reasonable
approach. Two situations are possible: (a) the features of both

entire cases—the query and the candidate ones—may be
compared, or (b) relevant, significant portions of cases can
be considered. Then, one considers the associated solution s
olk, which is either accepted in the given form or must be
modified to be useful for the given new problem. This process
is referred to as case adaptation (Figure 1). It is recom-
mended that the internal assessment of the proposed solution
of the current problem is performed within the CBR system.
An external validation, called revision, is the definitive proof
for correctness or practical usefulness of the proposed
solution—confirmed solution. A case is added to the case base
if it is recognized as a new one.

As an alternative to the concept of similarity, the concept
of distance can be applied to the implementation of the CBR
system. However, from the theoretical point of view, these
two notions not only reflect different aspects of interpretation
but also differ in terms of computational implementation.

Similarity and distance are considered objective notions.
From the practical point of view, one looks for useful tools.
Usefulness is considered a subjective notion, which can
be stated a posteriori. Yet, it can be in some sense expressed
by the notion of acceptance interpreted on the basis of the
preference relation ([1] Chapter 2, [19]):

Given the query q, ci>qcj means that case ci is preferable
to case cj.

Both similarity and distance can determine preference
relations:

ci>qcj, if sim q, ci ≥ sim q, cj , 4

ci>qcj, if dis q, ci ≤ dis q, cj 5

The intuitive explanation is that in (4) we look for
inclusive arguments, whereas in (5) we prefer rejection
or being out of the cluster. The usability of the CBR sys-
tem is an important feature, which depends strongly on
the size and growth of the case base. In larger case bases,
the retrieval stages are more expensive. To keep the size of
the case base within the limits ensuring the efficiency and
proper performance of the system, it is necessary to apply
appropriate deletion policies.

In [8, 10], the authors described how the competence of a
CBR system can be modelled and how deletion policies can
exploit this model to guard against competence depletion
while controlling the size of the case base in a manner that
guards against the swamping problem. For this reason, the
authors found it useful to consider four basic competence
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Figure 1: The CBR principle.
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categories of cases: auxiliary, spanning, support, and pivotal.
They are defined using the concepts of coverage and reach-
ability which are formulated as follows:

Definition 1. Coverage. Given a case base Sc = ci , i ∈ I. For
ci ∈ Sc,

coverage ci = cj ∈ Sc adaptable ci, cj 6

Definition 2. Reachability. Given a case base Sc = ci , i ∈ I.
For ci ∈ Sc,

reachable ci = cj ∈ Sc adaptable cj, ci 7

The coverage of a case is the set of target problems that
can be used to solve. The reachability of a target problem is
the set of cases that can be used to provide a solution for
the target.

A case is an auxiliary case if the coverage it provides is
subsumed by the coverage of one of its reachable cases. The
cases of this category end to lie within clusters of cases
and they do not affect competence at all. Their deletion
only reduces the efficiency of the CBR system. Compe-
tence is not reduced because if one case is deleted then a
nearby case can be used to solve any target that the
deleted auxiliary could solve.

The coverage spaces of spanning cases span regions of the
problem space that are independently covered by other cases.
If cases from these linked regions are deleted, then the
spanning case may be necessary. In general, they do not
directly affect the competence of the system.

Support cases are a special class of spanning cases. They
exist in groups, each support providing coverage similar to
the others in a group. They also do not affect competence
directly. While the deletion of any case (or any proper subset)
of a support group does not reduce competence, the removal
of the group as a whole is analogous to deleting a pivot and
does reduce competence.

A case is called a pivotal case if its deletion directly
reduces the competence of the system (irrespective of the
other cases in the case base). Using the above estimates of
coverage and reachability, a case is pivotal if it is reachable
by no other case but itself.

The above-mentioned case categories provide a means of
ordering cases for deletion in terms of their competence
contributions. The auxiliary cases are the least important as
they make no direct contribution to competence; next are
the support cases, then the spanning cases and, finally, the
pivotal cases. The following sections of the paper focus on
the last-mentioned of these categories.

The implementation of CBR phases is determined by
the domain of application, for example, engineering, med-
icine, or business. For example, medical diagnosis may be
considered a simple classification task or a complicated
reasoning problem in which one deals with in complete
information that requires to be supplemented by redefini-
tion (e.g., extension) of the cases during the repetition of
CBR cycles.

The CBR-based approach may be useful in several task
types, such as information retrieval, planning, design, and

classification. The discussion presented in Section 4 focuses
on the latter type.

3. Outlier Case

In the literature, there is no single, universally applicable def-
inition of the term outlier, since the formulation of such a
definition depends largely on a particular area of application.
Thus, the term outlier is used to refer to a multitude of
concepts, as reflected by the following definitions:

(i) An outlier is an observation which deviates so much
from the other observations to arouse suspicions
that it was generated by a different mechanism [15].

(ii) Outliers are noise points lying outside the set which
defines the clusters, or alternatively, outliers can be
defined as points lying outside the set of clusters
but are separated from the noise [11].

(iii) An outlier is an observation which deviates so much
from the other observations to arouse suspicions
that it was generated by a different mechanism [12].

(iv) An observation (or subset of observations) appears
to be inconsistent with the remainder of that set of
data [14].

(v) A point p in a data set is an outlier with respect to the
parameters k and λ, if no more than k points in the
data set are at a distance λ or less from p [13].

(vi) Let X = x1, x2,… , xN for N ∈N be a finite, non-
empty set of objects. Let S be a finite, nonempty
set of attributes (features) of the set of objects X:
S = s1, s2,… , sn . Then a subset of objects Xout ∈ X
will be called outliers in the set X if and only if for
any subset of attributes si ∈ S. The cardinality of
subset Xout is determined by the linguistic quantifier
Q, that is, “little,” “few,” “very few,” “very little,”
“almost no,” and the like [20].

The last ten years have seen increasingly rapid advances
in the field of outlier detection, and a variety of outlier detec-
tions methods have been proposed, for example, [17, 21–27].
In general, two main approaches to this problem may be
distinguished. One way seeks to develop innovative outlier
detection algorithms assuming the general definition of an
outlier. The other approach, regardless of the application
domain, is to employ similar or even the same algorithms,
while considering different definitions of the outlier.

For the CBR technique, the following three definitions of
outlier case cout = p, sol out or cout = p, sol, ef f out can be
considered:

(1). An outlier can be in general understood as a pivotal
case (cf. Section 3). Formally, it is defined as follows
[8–10]:

cout = pivot c , if f reachable c — c =∅ 8

Outliers are too isolated to be solved by any other case.

3Complexity



The inconsistency criterion leads to the following
definition:

(2). Outlier case cout is understood as the case that
appears to be inconsistent with the other cases of
Sc. The inconsistency is due to the process of internal
assessment or final revision.

When the distance has been defined, the following defini-
tion may also be employed:

(3). A case ci in a case base is called outlier cout with
respect to the parameters k and λ, if no more than
k cases in that base are at a distance λ or less from
ci. It is assumed that values k and λ confirm the claim
about outlierness.

The practical result of finding an outlier is that no useful
modification of the solution of the nearest neighbour is
possible within the CBR system, which means that the system
will not generate an effective, satisfying, and useful solution.
In this case, it is necessary to find a solution outside the
system and then add it as a new case to the Sc case base.

It is also possible to verify if

(4). Outliers are some of the cases included in Sc which
were never or hardly ever adapted by a large number
of uses of the CBR system.

However, the above definition (4) is just an observation
concerning the work of the CBR system and gives no insight
into the nature of the cases under examination, which in fact
do not have to represent outliers (items possessing anoma-
lous features).

4. Case-Based Classification (CBC)

A classifier is a function which transforms S into K , where
K denotes the number of subsets Sk identified in S; that is,
Sk ∈ S, k ∈ K . In other words, K can be understood as the
number of labels which can be assigned to objects in S.
For a case-based classifier, the following notation is used:

Sc, sim , 9

where Sc ⊂ S, while sim is defined on S × Sc.
The class of a new object ci is determined using the

defined form of sim assuming that other objects used for
comparison are already labelled. Usually, the nearest labelled
neighbour is sought or another similar approach is applied;
for example, k most similar cases are found and voting for
the choice of a proper neighbour is performed. A new case
in case-based classification is given by the description of an
object (problem), and the goal is to assign the correct label
(solution) to this object. In CBC, case ci = p, sol i as defined
in (1) is determined entirely by the problem, because the label
(class) is uniquely assigned to the object (multilabel classifi-
cation is assumed to be beyond the scope of the present dis-
cussion). In other words, if k is identified as the label (class)
of case ci, then ci ∈ Sk.

Within the CBC, it is assumed that if for two cases
ci = p, sol i and cj = p, sol j the problems’ descriptions pi
and pj are similar, then both cases ci and cj can be assigned
the same class or similar classes. However, the notion similar-
ity of the classes must be defined.

It should be mentioned that within the CBR (CBC),
learning can be performed, and thus, an initially approximate
classifier function can be adjusted. The learning can be per-
formed by modifying the similarity (or distance) measure
or by supplementing the case base with new instances.

The characteristic stage of any CBR system is case adap-
tation. With the CBC, the procedure tends to be simpler.
For example, if the retrieved similar case is the nearest
labelled neighbour, then its solution is the best-known one,
and the new solution can be proposed only by performing
an external validation, called revision. In some situations, this
can lead to the introduction of a new label k and conse-
quently extension of set K .

When we seek for the cases that lie at the greatest distance
from the already labelled numerous and dominating group of
cases, then two situations are possible:

(i) The case is a single one, and an introduction of a new
outlier class is necessary.

(ii) The case belongs to one of the existing outlier
clusters.

However, when working with preference relation (5), one
looks for objects which do not belong to the dominating class
of many similar cases. Such objects are called outliers, and in
some situations, they may require the introduction of a new
label k.

As an example, let us consider the CBC-supported med-
ical diagnosis. The term “supported” needs to be emphasized,
because the CBC system only suggests the possible diagnosis,
and the final statement falls exclusively within the compe-
tence of the physician.

Let the case examined by the system be of the following
form:

ci = p, sol i, 10

where p and sol denote the sets of symptoms and diagnosis,
respectively. The solution solp proposed by the supporting
system as the nearest neighbour must be revised by the
physician. It may be the case that another solution solco is
indicated by the expert as the correct one. The next step is
to verify if the case c = p, solco already exists. If not, it needs
to be included into the case base of the CBC system. If it lies
at a great distance from the already classified cases, it may be
referred to as an outlier.

5. Selected Computational Approaches

Classification as a method of supervised learning uses
labelled observations, with the labels taking nominal values.
The purpose of learning is to create a classifier that will assign
objects to classes.
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The model of the classifier is created according to the pat-
tern of decision classes, most often prepared by an expert.
Outliers are deviations from this model. There are many
classification methods available, such as decision trees, prob-
abilistic models such as the Bayesian classifier, k-nearest
neighbour algorithm, support vector machine, and neural
networks, to name a few. Let us examine the outliers in the
data set shown in Figure 2. It can be easily noticed that the
data belong to the two classes highlighted in green and blue.
Note that points A, B, and C lie at a great distance from the
rest of the objects. The classification of this data set using
the k-NN classifier may result in assigning object A to the
blue class, object B to the green one, while object C, depend-
ing on the number of neighbours of the k-NN algorithm, may
be assigned to the green or to the blue one. In any case, this
results in an increased classification error.

A crucial issue related to classification-based outlier
detection is the selection of an appropriate classification
model. This is a difficult task due to the rarity and atypical
character of the feature vector which describes the outlier.
While building a classification model, the expert deter-
mines decision functions for a particular set of features
(a set which is known and often occurring). According
to the definitions proposed by Hawkins [15] or Aggarwal
[12], the outlier is a vector of atypical and rare characteristics
that are not foreseeable for an expert. Therefore, there is a
problem with class imbalance or lack of indication of the
class with features that point to the existence of outliers.

Another problem associated with the classification of
outlying objects is the lack of possibility to balance classes.
The layered sampling technique does not provide equiva-
lence of classes. It does not perform well in the case of
outliers. There are few outlying objects in the whole set. In
the process of layered sampling, the records are first sepa-
rated according to their classes, and the classes with a small
number of objects are selected. In the next step, the objects
of the dominant class are randomly selected (the class is
regarded as dominant if the majority of objects in the
analyzed set belong to it). Yet, an object may appear that
has not been assigned to any class.

The characteristic stage of the CBR working cycle, as
described in Section 2, is case adaptation. Within CBC,
the situation is simple. The assignment to the class occurs
as a result of the defined similarity or distance function.
For example, if a similar case is found and it is the closest
labelled neighbour, its solution is known, and the only way
to propose a new solution is by performing external
validation. In some situations, this may lead to the intro-
duction of a new label k and, consequently, the extension
of the set of classes.

There are many different ways to construct CBC classes.
For example, one can

(i) consider the distance between objects;

(ii) determine the number of neighbours that should be
used for prediction;

(iii) use an additional weight or include all variables as
equally important in the classification;

(iv) apply a specific kind of standardization.

One way to approach outlier identification is to
employ a binary statement about whether an object is an
outlier or not. This method relies on the subjective
opinion of the expert. Another way is to estimate and
determine the degree to which the indicated object is an
outlier. According to Aggarwal [12], the most interesting
observations are those for which the degree of dissimilarity
is the highest.

In classification tasks, two approaches to outlier detection
can be distinguished, namely, the statistical approach and the
approach based on the distance measure between objects.
Relating this to the CBC approach, solution sol of problem
p can be determined either by the use of a properly defined
density function or by the use of a chosen similarity measure.
In other words, the search is performed for objects that are at
the maximum distance from the already labelled objects, that
is, those that are least probable.

The following two approaches are possible:

(A) Determination of outliers without preliminary
analysis of the considered set of cases

(B) Two-stage procedure:

Stage 1: dividing the analyzed set of cases into sub-
groups on the basis of an additional classifi-
cation criterion (e.g., the medical criterion:
healthy or ill);

Stage 2: determination of outliers

In both (A) and (B), the chosen classification method is
applied, that is, distance-based outlier detection, Bayesian
classifier, and linear regression by calculating Cook’s
measure.

The statistical approach is directly related to the prob-
ability distribution. It assumes that the values of objects in
the analyzed set have a specified probability distribution.
The objects for which the values of attributes deviate from
the distribution are referred to as outliers. In this case, one
can specify

A

C

B

Figure 2: Example of objects A, B, and C being distance outliers.
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(i) nonconformity tests for different probability
distributions;

(ii) tests for known or unknown values of probability
distribution parameters (distribution characteristics
such as mean and standard deviation);

(iii) others

5.1. Regression for Outlier CBR Search. The statistical
approach has certain limitations. The tests conducted pertain
to a single attribute and, therefore, are not very useful or
appropriate for multidimensional data. An additional diffi-
culty may be the complexity and cost of the performed calcu-
lations related to the estimation of unknown parameters of
polynomial probability distributions. For a more profound
discussion, the reader is referred to [12, 14, 15, 28].

In the statistical approach, the so-called loss function is
introduced, which enables the calculation of the cost of the
classifier’s error (mistake). An example of a loss function
might be in the form of (11), where 1 means an incorrect
decision, while 0 denotes a correct one.

L r, s =
1, r ≠ s,

0, r = s
11

The main idea of regression is to determine the vector of
weights of each independent variable in order to minimize
errors. In the regression model, the original independent var-
iables are transformed into independent weighed variables.

Given the notation introduced in Sections 2 and 4, the
CBR for the classification of data using regression should be
considered as follows: the notation given in Section 3 can
be defined as follows:

(i) p (problem)—to find the best distinction between
objects of different classes

(ii) sol (solution)—to determine the values of regression
parameters in such a way to enable the best adjust-
ment of the values to a given data set

(iii) eff (effect)—the influence of the object on the regres-
sion model

The comparison of the two cases of ck and ci in the regres-
sion model consists in predicting the difference in the output
attributes between them according to

yi − yk = a1 xi1 − xk1 + a2 xi2 − xk2 +⋯ + an xin − xkn
12

We can distinguish the following types of exceptional
cases:

(i) Case of ck is an exceptional case cout if in a matrix of
differences between two successive values of attri-
butes for the compared cases, there are values differ-
ent from 0 or greater than the set threshold pr.

(ii) Case of ck is an exceptional case cout if there has been
a significant change in the regression model

coefficient and the estimated measures DFFITS,
DFBETAS, and Cook (or even one of them) take
values above the determined threshold eff.

The regression model is influenced by the so-called high
leverage points, which do not necessarily correspond to out-
liers. In the case of a regression-based classification, outliers
are detected on the basis of measures which determine the
impact of a given object on the regression model used.
For example, Cook’s measure determines the level of influ-
ence of an object on the model by calculating the squares
of the difference between the predicted values of the
response variable across the whole sample (the whole
set) and the values in the model where the ith observation
(ith object) was omitted. eff can be defined as Cook’smeasure
based on Cook’s equation (13).

Di =
yi − ŷ 2

ps2
hi

1 − hi
2 =

e2i
pMSE

hi
1 − hi

2 , 13

where Di is the residual of ith observation, p is the num-
ber of parameters in the model, hi is the influential value
of this observation, s is the standard error of the estimator,
and MSE is the average square error. Factors e2i /pMSE and
hi/ 1 − hi

2 are called the measure of variability and the mea-
sure of the leverage of a given observation, respectively.

The high eff value, which is Cook’s measure as defined by
(13) (value of Di > 1 is considered high), indicates that the
deletion of the ith observation from the population has a
strong influence on the regression model and, thus, that
observation is considered to be influential. Other popular
measures that determine the impact of an outlying object
on a regression model are DFFITS (difference in FITS) and
DFBETAS (difference in betas).

An object is an outlier if for a small sample the value
ef f = DFFITSi or ef f = DFBETASj i , DFFITSi , and
DFBETAS j i is greater than 1.0. For a large sample, an
object is an outlier if the value DFFITSi exceeds 2 p/n
and DFBETAS j i exceeds 2/ n. More details can be found
in [6].

Depending on the measure adopted to determine the
influence of a given object on the regression equation, the e
f f value must be greater than 1 or, for large samples, greater
than 2 p/n or 2/ n.

5.2. Bayes Outlier Case-Based Model. The Bayesian CBR
model defines cases according to (1) and (2), as introduced
in Section 2. The case is defined by problem p and solution
sol. The problem p is a description of objects with character-
istic features, for example, a collection of dishes or food prod-
ucts. The solution sol is an allocation of an object to a class, a
quintessential observation that it is the best representation of
the class. The sim function defining the similarity of the
objects is defined by the density function. The new object to
be classified belongs to the ith case if the density function is
the largest. For the outlier case, the probability function
obtained does not indicate the maximum value, but the smal-
lest probability.
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Let us consider problem p described using the attributes.
A = A1, A2,… , Am ,m ∈N . The Bayesian case-based

classifier assigns the label k for the case of ci ci ∈ Sk . The case
ci is a “prototype” representation of the class (in a sense) of
similar observations and is encoded as the vector:

ci = Pi a11 ,… , Pi a1m ,… , Pk am1 ,… , Pk amn , 14

where Pi aij expresses the probability that the Ai attribute
has the value of aij in the class k.

Of course, the c case database consists of t cases cl,… , ct ,
each of which is provided with a unique ck label. Initially,
cases are defined by an expert (alternatively, they may come
from a large observation database using statistical clustering
methods).

The designated conditional probability (a posteriori)
P cK ∣ X means that the object xi ∈ X is classified into
the case ckj ∈ K .

Let X = x1, x2,… , xN be the set of objects and k =
1,… , p . Let the distribution of objects be a discrete
probability distribution or probability density P x ∣ k ≡ f k
x . Let us introduce the following designations:

(i) P K —unconditional probability (a priori) of the
occurrence of the case K

(ii) P X ∣ K —conditional probability, where the object
X belongs to the case K

(iii) P X —unconditional probability of the occurrence
of the object xi.

P K X =
P K ∗ P X K

P X
15

An object belongs to the case cK if it fulfils the maximum
likelihood principle or the maximum a posteriori principle.
The maximum likelihood principle ML selects the case
ckj ∈ K , which maximizes the conditional probability of the
given objects o ∈OT (OT objects used as training data).

KML = arg max P O k 16

The maximum a posteriori principle MAP consists
in selecting the case ckj ∈ K with the maximum probability
a posteriori:

KMAP = arg max P k O 17

The case receives a new label (the outlier label) if its
cout = p, sol out is the same as for at least two other differ-
ent cases. The maximum likelihood principle or the max-
imum a posteriori principle is not met.

The case receives a new label (the outlier label) if the
probability for each previously defined case is much smaller
than the threshold assumed by the expert; for example, the
value is smaller than 25% of the value of the smallest proba-
bility determining the given case.

For the classifiers based on the probability theory
(especially for the Bayes classifiers), it is possible to intro-
duce classification weights, which have an impact on the a

priori probability value of the decision classes. The other
estimates remain unchanged [12]. A special case occurs
when the highest probability a posteriori is obtained for
several classes. In this situation, it is not possible to unam-
biguously state to which class the object should be classi-
fied. In addition, according to [12, 13, 29, 30], it is not
in any case justified to assign an object to the class with
the highest probability a posteriori. The authors then pro-
pose a classification threshold.

Example 5.1. Let oi denote objects O = o1, o2,… , on for
n ∈N and r, s be classes to which we assign new objects.
If for object oi the estimated probability for class r is 0 6
and for class s is 0 4, according to Bayer’s rules of the clas-
sifier, the oi object is assigned to class r. However, if the
threshold for class s is 0 35, then the object oi is assigned
to class s.

5.3. Distance-Based Outlier Detection. Another way to detect
outliers is to calculate the distance between objects according
to a selected measure.

Taking into account the denotations introduced in
Section 3 and definitions for detecting outliers using the
distance-based algorithm, we have the following:

(i) p—a problem, that is, the division of objects into ci
classes

(ii) sol—a solution that assigns an object to a class

(iii) dis—the distance between two objects

Assigning a new object to a given case takes place
after the distance of that case to the labelled cases is
determined. Case ci gets the cout outlier label if the dis-
tance of this case to the other cases exceeds the designated
dtc threshold.

In most data classification tasks (similar to those
described above), the detection of outlying objects is
based on the distance threshold criterion dtc . If the dis-
tance of object oi, defined by the expert, to object ok is
greater than the specified threshold, then object oi is consid-
ered as an outlier.

dis oi, ok > dtc 18

These objects may represent unusual and previously
unknown behaviours or operations. They have a small num-
ber of neighbours. They are not removed from the set and
still participate in the data analysis but are considered
outliers.

We can also say that object oi is a distance-based outlier
in the data set O = o1, o2,… , on , n ∈N if and only if
the distance of at most proc percentage of objects from set
O is smaller than the distance dis an equation (19) is true
where d ok, oi is the measure of the distance between objects
ok and oi.

oi d ok, oi ≤ dis
O

≤ proc 19
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In terms of the CBC approach, the new case ci is assigned
to a known class if dis is the smallest or receives an outlier
label if dis oi, ok > dtc or (19) is true.

The classification-based distance outlier detection may be
affected by difficulties due to a high number of dimensions.
As the dimensionality increases, all objects are situated at a
similar distance to each other. It may be the case that the dis-
tance between the object and its nearest neighbour
approaches the distance to the furthest neighbour. Therefore,
all parameters must be carefully selected. The essential
advantage of using distance measures in outlier detection is
the fact that it does not require a priori knowledge of the
probability distributions.

Figure 2 also highlights the division of distance outliers
into global distance outliers and local distance outliers.
Objects A and B are global distance outliers because their
distance from objects in the whole set is great. Object C
can be considered in terms of its isolation degree relative
to the nearest neighbourhood, that is, the object from
the blue class which is closest to object C and the object
from the green class which is closest to object C. Then,
the local outlier factor (LOF) is determined. More details
on this can be found in [31].

5.4. Evaluation. The evaluation of the performance of both
methods was based on a mean square error and a matrix of
errors. Cases of correct classification, that is, TP (true
positive) and TN (true negative) as well as cases of incorrect
classification, that is, FP (false positive) and FN (false posi-
tive), were taken into consideration in the matrices of errors.
Sensitivity (SE), specificity (SP), and the accuracy were calcu-
lated, according to (20). The detection error was determined

as the ratio of the number of misclassifications to the sum of
all detections.

SE = TP
TP + FN

,

SP =
TN

TN + FN
,

ACC =
FP + FN

TN + FP + FN + TP

20

It should be noted that a large number of FP or FN con-
tribute to an increase in the classification error. The conse-
quence of FP detection is the detection of outliers. This
may also be the reason for creating a class with a new pattern.

6. Practical Example

6.1. Classic Methods. The experimental research was carried
out using the benchmark (repository) database [32], which
originally contained 868 records. The data collected included
information concerning blood glucose, glucose (plas), blood
pressure- (pres-) diastolic blood pressure, skin thickness
(skin)—thickness of skin on triceps (mm), age, weight,
BMI, pregnancies (preg)—the attribute stating the number
of pregnancies of the patient, and inheritance risk ratio—the
factor of the risk of inheriting diabetes. Over 2000 records
were taken into account. The data set was examined for the
presence of outliers using the classic regression method (cf.
Figure 3). Three cases of outliers were detected in the set
under examination using Cook’s measure.

To make the experiments more reliable, the data set was
extended by 1200 new records in which 9 known outliers

Fitted values

Residuals versus fitted

Re
sid

ua
ls

0

2

4

−2

−1.0 −0.5 0.0 0.5 1.0 1.5

Figure 3: Graph of dependencies between the regression model for the original data set from [32] and residual values with three
outliers market.
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were incorporated. The resulting total number of data
records was 2077, in which 12 known outliers were hidden.

The results obtained by three classic methods used for
comparison are collected in Table 1. Measures of rating are
shown in Table 2.

In the literature [33] referring to the k-NN method, the
following formula is recommended for determining the opti-
mal value of parameter k: k∗ = N , whereN is the number of
cases chosen to learn.

However, this recommended value k∗ = 21 did not work
for the database examined and only 1 or 2 outliers were
detected. In general, each value bigger than 10 was unsatis-
factory. The best results were obtained for k = 5 and k = 6,
which were determined experimentally.

In the case of the k-nearest neighbour classifier, outliers
are the objects whose distance from the nearest neighbour
is much greater than that for the other objects. Thus, it is pos-
sible to specify that the distance between objects cannot be
greater than the distance given by the expert. Figure 4 shows
an example data dispersion where the circles are healthy per-
sons, pluses (crosses) indicate the class of healthy people, and
the rhombuses represent the outliers. The distance of the
nearest neighbour in the case of 5 points is much higher than
that in the other cases. Therefore, these points are likely to be
classified as false positives or false negatives. This leads to an
increased classification error.

6.2. Regression CBC: Cook’s Measure. In the case of the CBR
method with the use of linear regression, Cook’s measure was
applied to estimate the level of influence of the object on the
model.

The outlying objects indicated by Cook’s measure are
shown in Figure 5. Cook’s values above the line indicate the
existence of outliers in the analyzed set. The graph of depen-
dencies between the CBC regression model and residual
values for 2077 cases with 10 outlier cases marked is shown
in Figure 6.

6.3. Naive Bayesian Classifier CBC. The naive Bayesian classi-
fier, as a probabilistic classifier, estimates the frequency of
occurrence of objects with specified parameters for each
class. In our case, outliers occur very rarely. Thus, it is

difficult to speak of the determination of occurrence fre-
quency. It is not always helpful to use Laplace’s expansion.
In addition, the naive Bayesian classifier assumes that the
total density of objects is a product of boundary densities.
The testing of the CBR method with the Bayes classifier con-
sisted of two stages. The classification was performed for all
cases under consideration, that is, the whole given data set.
Due to the fact that there were outliers in the analyzed data-
base, the value of the classification error obtained was 0.27
(see Table 3).

The classification error decreased after using the Bayes
outlier case-based reasoning method, in which a separate
class of outlier cases was initially found, without preliminary
classification. The results obtained using four evaluation
measures are summarized in Table 3.

The classification error decreased after using the Bayes
outlier case-based reasoning method, in which a separate
class of outlier cases was initially found, without preliminary

Table 1: Best results of outlier detection using classic methods.

Classic
Number of

detected outliers
Percentage of

correct detections (%)

Regression 7 58

Bayes 6 50

k-NN 5 42

Table 2: Measures of rating classic methods.

Method
SE

sensitivity
SP

specificity
ACC

accuracy
Classification

error

Bayes 0.69 0.52 0.31 0.35

k-NN 0.67 0.41 0.3 0.42 −2

0

2

4

6

0
x

2 4 6

y

8

Figure 4: Outliers clearly distancing from the other objects—the
result obtained by k-NN k = 5 .

0

0.00
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100 200 300 400

Figure 5: Outliers indicated using Cook’s measure.
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classification. The results using four evaluation measures are
summarized in Table 3.

6.4. Distance-Based CBC. The distane-based classification,
like the Bayesian classification, was used in two stages (A)
and (B). The results are given in Table 4 and Figure 7.

7. Summary

The paper has presented the application of case-based rea-
soning (CBR) and case-based classification (CBC) to the
problem of outlier detection. The formal definition of case
outlier has been introduced. The study has demonstrated a
CBC framework for the interpretation of several classifica-
tion approaches. The method proposed here was validated
using a practical example from the field of medicine.

The results obtained using the CBR approach, which are
described in detail in Section 5, were significantly better than
classic methods. For example, the graph of dependencies
between the designated CBC regression model and residual
values for 2077 cases with 10 outliers marked is shown in
Figure 6. Better results were obtained also using the Bayes

CBC method and distance-based CBC (Figure 7). The com-
plete set of results is collected in Table 5.

As can be seen from Tables 3, 4, and 5, the presence of
outliers in the data set makes the classification much more
difficult. The implementation of CBR without creating a sub-
group of cases resulted in the decrease in sensitivity and accu-
racy, while increasing the classification error.

The application of the case-based reasoning approach
resulted in the classification error decreasing by 0.06 and
0.32 for the Bayes classifier and the distance-based CBC,
(Tables 3 and 4), respectively. It should be emphasized that
the strongest resistance to the occurrence of outliers was
demonstrated by the Bayes outlier case-based classification.
However, the results produced of the Bayes and distance-
based classification method are of similar quality.

Nomenclature

S: The universe of all objects
Sc: The case base
ci: The ith case, i ∈ I
sim: Similarity (formal definition is

the appropriate approach)
dis: Distance
p: Problem
sol: Solution
eff: Effect.

−1 0
Fitted values

Residuals versus fitted
Re

sid
ua

ls

1 2 3 4

−4

−2

0

2

4

6

8

Figure 6: Position of ten outliers detected in the extended database.

Table 3: Measures of rating classifiers for Bayes case-based
reasoning for two approaches (A) and (B).

Bayes
SE

sensitivity
SP

specificity
ACC

accuracy
Classification

error

A 0.75 0.66 0.27 0.27

B 0.8 0.7 0.23 0.21

Table 4: Measures of rating distance-based reasoning.

Distance-
based CBC

SE
sensitivity

SP
specificity

ACC
accuracy

Classification
error

A 0.81 0.79 0.26 0.6

B 0.77 0.56 0.30 0.28

0
x

y

2 4 6

0

2

−2

4

6

8

Figure 7: Outliers detected for distance-based CBC.

Table 5: Best results of outlier detection using CBR (CBC)
approach.

CBR (CBC)
Number of detected

outliers
Percentage of correct

detections (%)

Regression 10 83

Bayes 11 92

Distance-based
CBC

12 100
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