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NEGATION, DENIAL AND LANGUAGE CHANGE


IN PHILOSOPHICAL LOGIC

This paper uses the strengthened liar paradox as a springboard to illuminate two more general topics: i) the negation operator and the speech act of denial among speakers of English and ii) some ways the potential for acceptable language change is constrained by linguistic meaning. The general and special problems interact in reciprocally illuminating ways. The ultimate objective of the paper is, however, less to solve certain problems than to create others, by illustrating how the issues that form the topic of this paper are more intricate than previously realised, and that they are related in delicate and somewhat surprising ways.

After presenting a preliminary statement of the problems in the first two sections the paper will develop this interaction as follows. Sections three and four explore the issue of language change as a device for exploring negation. Sections five and six sharpen the issue by laying out more precisely what is involved in the content and speech act alternatives, and by marshalling some evidence in favour of the speech act account. Section seven lays out with more precision a test for the features of an expression's use that should be associated with its content, based on the so‑called 'Geach‑Frege' argument. The upshot is that when the conditions for a negation operator are stated sharply, it appears that certain natural claims about negation cannot all be true together. The theme of language change is explored further in the final sections, to bring out that i) the features of negation unearthed in the earlier sections press difficult questions about the nature of language change generally. ii) The version of the strengthened liar considered here is a particularly sharp illustrative example of the questions that are raised. iii) Standard accounts of negation are pressed at the joints by anomalies like the strengthened liar, in that natural assumptions about what aspects of meaning must cooccur appear to break down.

I NEGATION AND DENIAL: THE BROAD ISSUE (OR: WHAT PART OF

'NO' DON'T YOU UNDERSTAND?)

The view to be controverted here is so thoroughly taken for granted that it is worth​

while to begin with a thumbnail history to bring out that there could be an alternative. To begin at the beginning: Plato in the Sophist rejects the Parmenedian view that you cannot say nor think what is not, holding " 'that which is not' unquestionably is a thing that has a nature of its own."' The key manoeuvre is to hold that to say 'a is not just' is to say a differs from what is just. As the participant in the dialogue speaking with Plato's voice puts it.

... we have not merely shown that things that are not, are, but we have brought to light the real character of 'not‑being'. We have shown that the nature of the different has existence and is parceled out over the whole field of existent things and of every part of it that is set in contrast to 'that which is' we have dared to say that precisely that is really 'that which is not'. (Plato [ 1961 ] p. 1005)

The details are of less interest here than the type of solution proposed: the negative aspect of 'saying what is not' is, as we might now say, part of the content. The Platonic view is that to deny S is to assert some other proposition related to S in a certain way. In saying this, Plato stakes a claim to one pole (far and away the dominant pole) of an ongoing dispute over denial. (Where denial is understood to be resolutely rejecting the claim in question rather than suspending or withholding judgement.)

At first sight, there are two candidates for an account of the denial of a sentence S (or the proposition expressed by S, or whatever).' Denial of S might be taken to involve transforming S into a sentence ‑S with a different meaning, with denial the assertion of the negated sentence ‑S. Or one might take up an attitude to S (or the content of S) directly by considering S and denying it, where this denial is a nonderivative mental act, or act of judgement, or as we might now put it, speech act. The attitude is non‑derivative in that it is directly aimed at S, rather than consisting in assertion of ~S. The latter option is rejected in the Sophist: to deny, Plato in effect maintains, is to assert the negation. Denial becomes a derivative act: One denies S by asserting (or affirming, or what you will) the negation of S.

The opposite idea that one must allow for both negative content and negative act is not without its advocates in philosophical history.3 But despite isolated dissents, it appears the Platonic view has taken over so thoroughly that effort is needed even to see that an alternative is open. We recognise only assertion and confine the negative aspects of utterances and judgements to the negation operator, which is taken to form part of the content of a proposition.

So a remark of Quine's appears not only to represent the 'received view', but indeed to be accepted as a trivial aside, hardly worth arguing for: 'To deny a statement is to affirm another statement, known as the negation or the contradictory of the first.' [64, p. 1]

Of course, most often when one resolutely denies S, one is also willing to assert ~S, and conversely, so questions of the fine structure of the act of denial of S appear to be of little moment. Absent the metaphysical concerns animating Plato and Descartes, why shouldn't we embrace the conceptual economy of the reduction of denial to assertion and negation ?4 Well, the short answer is that the narrow problem‑the strengthened liar‑is one of the rare contexts where the assimilation might break down: it seems at least possible (indeed, rather likely) that one would want to deny the liar, without asserting its negation. Moreover, it may seem reasonable to deny both the liar and its negation without asserting either.

In two recent papers I explored some respects in which puzzles like the liar and sorites paradoxes are made even more thorny by the breakdown of simplifying assumptions. Ideas coinciding in standard cases come apart when meaningful sentences exhibit these semantic anomalies. In particular (cf. [74]) one might want to correct a mistaken utterance of S, without being committed to the truth of ~S. Here the goal is to take up a more general case of the pattern of denying a sentence S without thereby undertaking a commitment to ~S. I will argue that negation has both a speech‑act indicating and a content‑modifying function, and puzzles can be generated by running them together.

Since common assumptions about meaning may break down in these settings, I will try to avoid assuming more about content, speech acts, etc. than necessary. Part of the task will be to identify criteria for pertaining to content as opposed to something else.

2 THE NARROW PROBLEM

It is widely, and rightly, accepted that the ordinary liar paradox cannot be solved (or dissolved, or explained away, or whatever) by addressing negation because the patterns of reasoning apparently supporting the ordinary liar paradox can be reproduced in a way that does not involve negation at all.5 However, the behaviour of negation is relevant to at least one version of the subsidiary, strengthened liar paradox‑or so this piece will argue.

Say we try to avoid the liar by construing the paradoxical sentences as lacking any truth‑value. It is natural to say that if a sentence S lacks a truth‑value, '~S' lacks a truth‑value as well. But if this view is not put forward with finesse, the strengthened liar turns it back on itself, as in this pressing variant due to Tyler Burge:6

If we analyse

(ß)  (ß) is not true

as being neither true nor false then it intuitively follows that the sentence displayed is not true. But the sentence displayed is (ß). So it seems to follow that (ß) is not true after all. We have now apparently asserted what we earlier claimed was neither true nor false. [ 11, P. 87]

The problem could have only two sources: the truth‑gap analysis Burge is arguing against, or the appeal to the intuitive untruth of (ß) as committing us to asserting (ß). The latter seems to require only that negation have the complementation function we expect it to have (at least in our unreflective moments). Let's look closer at just what makes the Burge argument seem inescapable.

Clearly (ß) has something wrong with it‑it cannot be correctly asserted. And it is not wrong to assert (ß) because to do so would be rude or offensive or anything like that, but because the facts are not as (ß) says they are. But how is this to be conveyed? The suggestion that (ß) is neither true nor false attempts to convey what is wrong with ß, but can we even say this without falling back into the liar cycle? One wants to say something like: 'Don't assert (ß). If you do, you will be making a mistake.' without committing oneself to anything more than that. But just how is this to be communicated? To propose a gap account one must reject the attribution

of truth to ~ß (as well as to ß). Hence '(ß) is true' should be denied. But if denying '(ß) is true' commits one to asserting '(ß) is not true', the problem returns. We must have a way to reject attribution of truth to (ß) without asserting '(ß) is not true' (i.e. ß). The problem for the truth‑gap theorist is thereby transferred to a more general issue: how does one signal the rejection/denial of (ß) if not by asserting the negation of ß? And thus the resolution of this version of the strengthened liar will require the adjudication of venerable debates over the nature of denial and negation.

The thesis of this paper (developing a suggestion of T. Parsons [56]) is that in this context, the use of '(ß) is not true.' need not be construed as asserting anything or as assessing any claim as true. We should construe the second use of '(ß) is not true.' as denying ß, but not as asserting the external negation of ß. The objective in what follows is an account of negation clarifying what such a position could amount to, and what could count as evidence for it, by marking out what is bound up with negation as an operator and denial as a speech act. This will allow some distinctions to be drawn sharply, and will support a diagnosis of whether the strengthened liar is forced on us by the data of our use or by debatable theoretical assumptions about the nature of negation.

3 SEMANTIC PRELIMINARIES

The assimilation of denial to assertion plus negation looks inescapable and innocuous in a bivalent interpretation of a first‑ order language. I will here concentrate on two of the many ways this setting is unrealistically simple. First, there are none of the semantic anomalies that some theorists have taken to give rise to truth gaps: all singular terms denote, and predicates exhibit no vagueness or category clashes. Second, the picture is static: it treats the semantics of a language as unchanging. To borrow Saucer’s expressions: the semantic theory is a synchronic, rather than diachronic representation of the language. I will here consider aspects of language use whose representation requires a departure from these assumptions.

The point underlying this shift to a diachronic conception is simple and, I think, uncontroversial, but it has significant overlooked consequences for our understanding of logic and meaning. Contrary to the illusion one might be under after meditating too long on treatises in philosophical logic, the language we speak is not fixed. New terms and predicates are continually being added, other expressions become moribund and effectively pass from the language, vague expressions are made more precise, some expressions undergo outright changes in meaning and so on. Only in a strained philosophical sense would we say that such small changes give us an entirely new language. (When 'critique' entered common use as a verb, English may have suffered a sorry affront, but it remained the English language.)

Of course, the fact that languages evolve over time has been the subject of much interesting work in historical linguistics, but this descriptive work is not our concern here.' Rather, the objective is to clarify certain normative patterns: the way the language stands at a given moment constrains the changes that are acceptable. Some prospective changes are seen as outright mistakes, and some changes are separated out as more acceptable than others. From this perspective, a family of distinctions that in a static setting may appear empty, or hairsplittingly fine, take on considerable importance.

Say we introduce a sentence S in a way that allows the derivation of both S and ~S. Does this yield automatically the conclusion that we should reject S? Quine [631 essentially pointed out a crucial nuance: S and '‑S' are contradictory only if the '~' in '~S' " continues to mean what it did in the old language. Turning this on its head, we should observe the assumption in most such cases of language augmentation: that such bits of globally defined vocabulary will continue to mean what they meant prior to the change

Many expressions have a 'global' significance. If a singular term t is given a meaning, then (ignoring any category restrictions) 'the thing to the left of V, 't is red', 't is not red', 't is red or t is not red' ... become meaningful as well. It is, of course, not arbitrary what these new expressions are to mean: when we understand a new expression we grasp what the result of concatenating that expression with other expressions means. Similarly for adverbs, adjectives, semantic expressions like 'true', connectives and other logical vocabulary‑much linguistic structure stays fixed when such expressions are added.

When a new expression is introduced by an explicit definition without semantic anomalies, synchronic and diachronic approaches differ merely in perspective: the new expression just plays the role that a (typically more complex) expression played in the language as it stood before the new expression was introduced.8 But in many cases the diachronic study can bring out features the synchronic cannot: when the new expression is introduced by an explicit definition that is itself semantically deficient (potentially inconsistent or vague for example) or the expression is not (and perhaps cannot be) introduced by an explicit definition (perhaps it is introduced by a contextual definition fixing the truth values of sentences containing the new expression, perhaps through introduction and elimination rules, as one might attempt to introduce 'and', 'not', 'true' or 'tonk' to languages lacking them). In these cases the state of the language prior to the addition of the new vocabulary will be essential to adjudicating whether the definition succeeds in introducing an expression and (if the definition is successful) what the semantic character of the expression introduced is.

To gain orientation, a simple kind of language change will be considered first. The semantic character of the language will be treated as fixed except for some partially defined predicates. Lying behind the formal representation is the intuitive idea of increase in precision. The language may leave certain objects as 'unsettled' cases of a given predicate, in that it is open to the speakers of the language to make a further stipulation that the object is, or is not, to be counted as having the property in question.

Such unsettled cases can, and typically do arise unintentionally, but to avoid needless controversy I want to stress cases where some instance is intentionally left unsettled. This happens with some frequency in law: it may be convenient to stipulate a condition for only a restricted range, leaving further stipulation for the future. There have been many different reasons for such reticence: courts have wanted to see how partial decisions fly before resolving further cases, higher courts may want to allow lower courts flexibility in addressing unexpected situations, legislatures may be unable to come to the needed political compromises without leaving 'blanks' for courts to fill in.

I'll consider a fictitious example for motivation.9 Say that in some jurisdiction the rules for a marriage at sea specify that a marriage performed by a ship's captain with the ship in open water throughout the ceremony counts as a legal marriage and that one performed with the ship moored at a harbour does not. Ceremonies begun with the ship in open water and concluded with the ship in harbour are not settled. We may as well assume that those who drafted the rules anticipated this case but consciously refrained from deciding it.

The suggestion is that when it is left open what b is to count as, neither 'b is a marriage.' nor 'b is not a marriage.' is true.10 I will count neither of these sentences as false either, though this will depend somewhat on the issues to be discussed in the rest of the paper.11
Taking 'b is a marriage.' to exhibit a truth‑gap is reinforced by the observation that acceptable increases in precision can resolve the truth‑value of the sentence either way. This is relevant in many contexts, but it is of special significance in law, where reasonably well‑recognised principles govern systematic patterns of increasing precision.

Though little will hang on the formal details, it is handy for orientation to fix a partial truth assignment (omitting the negation clause) 12 for a first‑order language. Predicates are assigned both an extension E+ and a disjoint anti‑extension E- which are to be taken as respectively the set of objects with, and the set of objects lacking, the property in question. A truth‑assignment is an ordered pair (DM, IM) such that DM is a domain of objects and IM is an interpretation function assign​ing obiects Im (a) and Im (x) from DM to names a and variables x and an ordered pair consisting of two disjoint sets of n‑tuples of objects Im (P) = (E+MP ,  E-MP ) to each n‑ary predicate P. Satisfaction (|= ) of formulae by the model may be de​fined in a straightforward way, but now there is a need for a parallel account of falsification (=|):

For P atomic, and with ti a variable or a name for 1 < i < n:

M |=
Ptl… tn, iff (IM (tl).... IM (tn)) (E+ MP
M =|
Ptl… tn, iff (IM (tl).... IM (tn)) (E- MP
M |= (( v () iff M |= ( or M |= (
M =| (( v () iff M =| ( and M =| (
M  |= (x)((x) iff for every I* which differs from IM either not at all or in the assignment to x, (DM, I*) |=( (x)

M =| (x)((x) iff for some I* which differs from IM either not at all or in the assignment to x, (DM, I*) =| ( (x)

When a sentence fails to obtain a truth‑value, it is understood to admit further increases in precision, unless some additional constraint rules out such an increase. (Typically, not every assignment of truth‑values extending a given partial truth assignment corresponds to an acceptable increase in precision.) These additional constraints, reflecting one aspect of the meaning of expressions that fails to be captured by the truth‑assignment, are of central interest here. For example, increasing precision for a single predicate typically induces a sharpening of others, because typically the predicates of a language are linked by meaning relations.

The additional constraints may take different forms. In recent work I discussed one specific kind: truth‑valueless sentences of the language that cannot be made false by any acceptable increase in precision. These were natural choices because they can be discussed with only a minimal expansion of the conceptual resources exploited in the synchronic description, and because they put pressure on standard notions of 'analytic sentence'. However, my choice of expression in that work left the impression that I thought that all constraints on increases in precision will correspond to sentences in this way, and I don't think that. (Though I will here continue to concentrate on constraints that do correspond to truth‑ valueless sentences in the language at issue .)13
To transplant the time‑tested example: if there are borderline cases of 'marriage' there will be borderline cases of 'married man', 'unmarried man' and 'bachelor'. Given the meaning relations that obtain among these expressions, any settling of borderline cases for one may induce the settling of borderline cases of the others. Furthermore, the existence of these meaning relations constrains the potential for acceptably increasing precision: they rule out any increase in precision for both 'bachelor' and 'unmarried man' which has the result that some bachelor is (literally) a married man.

We should be clear on just what sort of norms are at issue here. Of course, there is a sense in which we obviously can settle new cases in a way that makes something count both as a bachelor and a married man. It violates no laws of nature to do this, nor will it cause tuberculosis. But this is true of changing the meaning of I prove' to mean something other than 'test' as well‑clearly it can and did happen, but when it happened it violated a norm implicit in the use of the language before the change. So too with constraints on resolving precision: of course they can be violated, but any such violation represents a change in the norms implicit in the use of the language. The objective of the next section is to use behaviour under increases in precision to suggest how to fill in the truth‑table for negation.

4   INTERNAL AND EXTERNAL: THE SEMANTIC ISSUE

Any semantic representation aimed at taming and tracking the complex phenomena of our linguistic practice must make simplifying assumptions and this one is no exception. A crucial assumption will be that the content‑modifying function of English negation can be captured by a truth‑functional one place sentential operator.14 1 adopt the truth‑functional account of the content‑modifying function of negation here for essentially pragmatic reasons. The truth functional representation will help keep undue complication out of some of the upcoming diagnostic explorations, and it will allow this discussion to be contiguous with other philosophical discussions of the liar and related paradoxes.  If we are to take the truth‑values of some sentences as unsettled, the only two reasonable options for a negation operator are given by the tables below. I will argue that the internal negation table is correct (though much of this argument will be aimed at showing that the external negation table is not right, so that if negation is to be a truth‑functional connective at all internal negation wins.)

 Internal Negation: p ~p              External Negation: p ~p

   (Choice negation) t f                (Complementation) t f

                               u u                                              u t

                               f  t                                               f t

It is worthwhile first to argue that a choice need be made. It might be argued that ’not' in English is ambiguous between internal and external negation. Many intuitions could pull us this way, but there are two separate questions and discussions of the behaviour of negation tend to run them together. It is one thing to say that English speakers employ negation according to two or more systematically distinct patterns, and something more to say that such divergent patterns are to be explained by construing 'not' as semantically ambiguous. 15
Kripke [46] makes the general point that the device of positing ambiguities to solve philosophical problems could be used to demonstrate almost anything, so one should establish restrictions on its employment. For example: if one is to posit that some English expression is ambiguous, there should be a natural language in which the two meanings are expressed by distinct expressions. This already tells against the (semantic) ambiguity view, since, as Gazdar [25] observes, there are several different kinds of negation in various languages but apparently none corresponding to the difference between external and internal .16
More generally, linguists have developed tests for semantic ambiguity and negation typically fails them. Rather than add directly to those arguments, which have been explored extensively by others,17 I will attack the issue by arguing that neither ,not' nor 'it is not the case that' nor 'it is not true that' corresponds semantically to an external negation operator. In this section, I develop the argument principally based upon the behaviour of negated sentences under increases in precision. In a nutshell, the point will be that if we were to read 'not' (or any other natural candidate) as corresponding to external negation then the ways which sharpenings of vague predicates in fact induce sharpenings of others would be precluded. That is, the behaviour of negated expressions with reference to potential increases in precision is as it would be if negation were to be read univocally as internal negation.

Legal examples are helpful both because in legal contexts the practices surrounding the stipulation of additional precision for expressions is well‑ recognised, and because (as later sections consider in more detail) pragmatic factors can play a significant role in assessing uses of 'not'. By considering laws as written and interpreted one can rule out some of the nuances that occur in conversation (pronouncing NOT with a special emphasis, say).

The point may be brought out by the indeterminate marriage at sea outlined above. Recall that the rules left unsettled what to say about a ceremony initiated at sea and concluded in harbour. Say such a ceremony took place, with one of the hopeful indeterminate newlyweds a woman with children from a previous marriage. Some time later she died, leaving a substantial estate, and no will. The state laws say that when someone dies without a will, the entire estate passes to the legal spouse, if any. The statute reads 'if it is not the case that a legal spouse exists, the estate is to be divided equally among the children.' The children found out about the irregularities in the marriage at sea, so they took the (?)husband to court alleging that the marriage was not legal and so they should get the money. The judge must rule one way or the other, and it seems that in this case he has complete discretion to rule either way.18 The law as stated simply does not determine who should get the money.

The children would have been foolish to hire a philosophical logician to argue that because 'It is not the case that' is external negation, and the ceremony was a borderline marriage, they should get all of the money. It is just not right to take the negation in the inheritance statute as having the consequence that all but clear cases are to be regarded as non‑ marriages. The same conclusion would be appropriate if the critical sentence of the statute were 'If it is not true that a legal marriage exists. . . ' or if 'a legal marriage does not exist.. . '

If negation in English were external, formulating claims negatively would strengthen them in a way that does not happen. Amendment VIII to the U.S. constitution is a 'real life' illustration: 'Excessive bail shall not be required, nor excessive fines imposed, nor cruel and unusual punishments inflicted.'19 This need not be stronger than a positive version like 'Bail shall be set within appropriate limits, fines shall be imposed within appropriate limits, and punishments inflicted shall be humane and usual.' (Were the negative form taken to be stronger, we would take more care than we do in choosing between positive and negative statements.)

The failure to foreclose a potential increase in precision brings out a symmetry between positive and negative phrasings that would not exist were the meaning of English negation given by the external negation table. A case with this symmetry explicitly built into the example will be helpful. Say various government powers are divided and restricted by a constitution stating explicitly that only the legislative or executive branches may control government revenue, and that no revenue can be controlled by both. Say the constitution defines a smax to be a type of tax in a way that leaves undetermined what fees for government services count as, and that it states: *) 'The executive may control a source of government revenue only if the source is not a smax.' If the executive branch decrees that it will raise income through a fee charged for processing immigration documents, and the legislature claims the executive is usurping its authority, it is difficult to read the use of negation in *) as determining a decision in favour of the executive branch. The symmetry of the situation reinforces the impression that we just don't read 'not' externally here: *) could just as well have been formulated 'The legislature may control a source of government revenue if the source is a smax.'

5 JUST WHAT IS AT ISSUE HERE ANYWAY? PART ONE

If negation is to be represented as a (generalised) truth‑function at all, the above considerations suggest that it is internal negation. Before taking up more evidence, it is worthwhile to delineate just how narrow the reach of this point is. The semantic point concerns only the content of negated sentences. Tbis concerns only what one is committed to when one asserts '~S'. So far nothing has been said about what the denial of S involves. Of course, it is one thing to make out such a distinction in the abstract, and another to come up with tests and criteria to give flesh to the abstract possibility. Often (typically?) the second is the more important and taxing. The objective of this section is to anchor the claim that denying S and asserting '~S' could come apart by laying out more precisely what the claim amounts to.

Say that al) 'A is not B' is uttered. What is the difference in hard currency between the analysis of this as the assertion of al) and as the denial of a2) 'A is B'? There are tangible differences in at least two (related) respects: the logical properties of the constituents of the sentence uttered and the logical/semantic properties of the sentences when embedded in larger sentences. The latter point will be taken up in section vi); I will consider the former briefly in this section and then again in vii)

To assert ~A, with ~ an external negation operator, would be to undertake a stronger commitment than undertaken by merely denying A in at least this respect: because ‑ has certain logical properties, one is committed to certain inferences being correct. But on the face of it, A could fail, and so be correctly denied, without those inferences being correct, and without the language containing any item supporting the inferences in question.20
It will be helpful to retreat to a more abstract level for a few paragraphs. Suppose that to deny S is always to assert some other thing. What properties must that other thing have? A standard answer is put forward by Christopher Peacocke: '. . . classical negation is the weakest unary operator 0 for which [P is incompatible with OP] holds generally.' [59, P. 176]21 Of course, the definite article carries an existence presupposition: 22 that in general there will be one among the complementary claims that is minimal. But what if the structure of the language is such that for every claim S' incompatible with S there is another, also incompatible with S and strictly stronger than S' (i.e. entailing S' but not entailed by it.)?

For a preliminary sense that such an existence assumption could indeed fail, recall that this type of question has had a distinguished history in metaphysical guise as the debate over the existence of 'negative facts' (events,. . .)23 If we assume there can be unobvious metaphysical constraints on the structure of facts, (or propositions) the possibility that the fact corresponding to the Peacocke condition might not exist emerges naturally. That minimal and maximal elements can fail to exist even though we expect them to is familiar: in ZF set theory sets have no global complements, in Zeno's paradoxes there is no first instant when the arrow passes from stationary to moving, nor a last when Achilles trails the tortoise.24
Here I will not appeal to this sort of consideration for anything but illustration. Though I think metaphysical speculation of this sort deserves attention, it is not really to my taste. Also, I want to remain neutral between different accounts of propositions, content, meaning etc. For these reasons I'll work with the versions formulated in terms of properties of sentences, and leave it to those who have such a taste to effect the conversions.

If I deny S by acknowledging an S' minimally incompatible with S and asserting S*, am I committed to more than I would be were I to merely deny S without the additional acknowledgement? What inferences are supported if we can assume in general the existence of such unique maximal complements? Peacocke suggests that various classical principles of inference follow, including double negation S =||= ~~S).25 Since double negation fails for external negation, and holds for internal negation, this gives an additional hook between the Peacocke discussion and the issues at hand. Given the purposes of this paper, I will not look into the details of Peacocke's derivation, but rather I will take the following two conditions as (at least partly) stipulative of what it is for a sentence ‑S to be 'minimally incompatible' with S. On Peacocke's account, a grasp of (classical) negation is constituted by two conditions:

(N) [~A] is judged true when any one of the canonical commitments of A is discovered to fail.

(DN) The thinker is, after reflection, prepared to accept the equivalence of [~~A] with A, or at least manifests in his inferential practice the immediate consequences of such an acceptance. [57, p. 87] 26

These conditions pick out heterogeneous properties. (N) is satisfied by external negation (but not internal negation) and is formulated in terms of conditions under which a commitment is correct. (DN) is satisfied by internal negation (but not external), and is formulated in terms of acceptance of inferences as correct. (Furthermore, (DN) is compatible with the symmetry aspect of negation explored in the last section, though (N) is not.)

To consider once again a possibility that is idle in almost all circumstances but may matter in some: what if, for some A, we accept [~A] as per (N) but reject (DN)? That is, what if we want to commit to A’s failing, but not to undertake the commitment that would be undertaken by asserting a (negated) sentence for which both (N) and (DN) held? The distinction comes out more clearly in the kind of case that contributes to the idea that there is a semantic ambiguity in negation. It will be useful to spell out an example. Say that one has a job sorting colour samples into bins according to the rules: i) If the sample looks red to you then put in bin one ii) if the sample does not look red to you put it in bin two. Say that there is a separate shelf for any 'can't say/don't know/whatever' cases, so that a forced choice need not be taken to be built into the situation. If the sample you hold looks indistinguishable to you from samples in bin one and also indistinguishable from samples in bin two (though the bin one samples are distinguishable to you from the bin two samples), you might want to refrain from saying of such a sample that it either did or did not look red to you, and so you might put it in neither bin. This reluctance need not stem from the kind of uncertainty that could prompt you to suspend judgernent; you might be absolutely certain that neither bin is right.

The sentence 'This sample does not took red.' serves two purposes, pulling our theoretical judgements in different directions. First, a rule instructs us to put red looking samples in bin one, and we do not put this sample in bin one: it seems appropriate to say 'This sample does not look red.' to characterise the grounds for refraining. There is also a rule that says 'If the sample does not look red, put it in bin two.' and it does not seem inappropriate to refrain from putting the sample in bin two either. So 'This sample does not look red.' could be taken to commit the speaker to something or other, but not in a way that forces the acceptance of the inferences that the assertion of the sentence uttered would normally be taken to licence. We see two patterns of use for 'This sample does not look red.', one in which it has certain logical properties, reflected in the way it embeds in conditionals, and another in which it just indicates a rejection of a candidate commitment.

The section began with two ways to represent the content of negated sentences (internal vs. external negation). This pointed to another distinction: that of the commitment undertaken by the utterance of a negated sentence and the logical properties of the constituents of the sentence. It is one thing to commit oneself to S not holding, and another to do it by using a sentence that says that S doesn't hold. A fine distinction, to be sure; the point of the next two sections will be to make it out.

6 THE PRAGMATICS OF DENIAL

Often we utter sentences that obviously can't correctly be called true, yet we succeed in conveying what we are trying to convey.27 A straightforward example is the Tarski biconditional with liar instances: '(~ß) is true if and only (~ß) is not true.' Although the biconditional might well be uttered as a means to conveying that there is, after all, something funny about ~0, it cannot itself be true. In articulating a sentence like '((~ß)) is true if and only (~ß) is not true.' the speaker may be attempting to induce the hearer to realise that (~ß) should not he asserted, but need not be asserting the biconditional.28 The perlocutionary effect is the same as that which would be effected with 'You can't correctly assert(~ß).’
Among the things this sort of example appears to show is that to explain everyday patterns of use we have to make room for something like a notion of illocutionary denial. In the above, a sentence S ('(~ß)) is true if and only if (~ß)  is not true.') is uttered to indicate that a sentence S* ((~ß)) logically incompatible with it cannot be asserted, while S is not (or need not be) asserted. Indeed, the speaker and hearer may be fully aware that commitment to the truth of S would be mistaken. This pattern is just what we are looking for in our account of denial, except for the additional restriction that S* is ~S.

To address the narrow problem it is not enough that one could in principle perform a speech act of denying a sentence S without thereby asserting a logical complement of S: It must also be that uses of 'not' can and often do serve to signal that very speech act. Consequently, though negation is not semantically ambiguous, it exhibits two distinct systematic patterns of use as a speech act indicator and a content‑modifying operator. (To borrow Horn's mode of expression, negation is pragmatically ambiguous.)29
Straightforward cases arise when the use of 'not' indicates dissatisfaction with the form of words chosen, as in these variations on examples from Horn:

Slick Willie did not speak to us. President Bill Clinton did.

(It is not true that Slick Willie spoke to us. President Bill Clinton did.)

Old Liz did not wave at you. Queen Elizabeth the Second waved at you. 30

Clearly we must not interpret such utterances of '~S'/ ‘lt is not true that S.’ as committing the speaker to the truth of the negation of S. Examples in which it the content of the rejected sentences, rather than the words chosen, are also easy to come by. For example, some uses of 'not' indicate a rejection of a claim because the claim is too weak, as in:

Some men are not chauvinists. All of them are.

John isn't wily or crazy. He's wily and crazy.31
Here too, the use of 'not' indicates the rejection of a candidate assertion, but clearly not the assertion of the negation of the sentence in question. Nor need what is rejected be merely the content of the candidate sentence:

I didn't stop stealing from the poor orphans fund, because I never started in the first place.

It's not true that Ruth managed to solve the problem. She solved it with ease.

(Ruth didn't manage to solve the problem. She solved it with ease.)

You didn't spare me a trip to Pittsburgh. You denied me one !32
The dialectical intricacy of this kind of sentence has been a tool of the sophist probably since the invention of sophistry ('You say that you have not lost your horns? So you still have horns, eh?') The proper response to the fast‑talker is to observe that the utterance rejects the package of claim and presupposition, rather than asserting the negation of the claim. I want to remain neutral on the details of the account of just what is going on with such examples.33 It will suffice to observe that a candidate assertion of S is rejected, by uttering ~S, and this is not the speech act of asserting ~S. Though each of these cases is different in important ways from liar sentences, they help to make the point that we should be careful about over‑interpreting our 'intuitions'. We should not assume that we can have immediate insight‑untainted by pragmatic instincts‑into the content of negated sentences.

It underrates the intricacy of the above examples to suggest that all that is going on is that a sentence is rejected. 'You spared me a trip to Pittsburgh' is rejected in a way that contests a background assumption (that a trip to Pittsburgh would be unwelcome.)" This is perhaps most striking in what one might call the euphemism rejecting/face to face use:

I'm not a homeless alcoholic ‑ I'm a drunken bum!

Or the euphemism embracing/through a glass darkly use:

I'm not a drunken bum ‑ I'm a homeless alcoholic!

Along with the rejection of the sentence rejected, the utterance conveys the rejection of a framework of assumptions concerning how a situation is to be regarded and described.35 This could matter to a grasp of what is going on in the strengthened liar: not only may it turn out that the distinction between denial and asserted negation is relevant, but the coarse category 'denial/not assertion' may point to a richer family of patterns of adjusting contextual parameters bound up in different ways with rejecting a sentence. 36
Horn [36] provides three diagnostics for the denial use of negation (which he calls 'metalinguistic negation'). Though only one applies naturally to the use of negation in the strengthened liar cases, it supports the idea that the ‘not' there has a denial use. The diagnostic turns upon the ability of the 'not' to incorporate prefixally ‑‑‑ content modifying negations do, and denial negations do not. So for example 'John is not happy, and he might stay that way for awhile' admits the transition 'John is unhappy and he might stay that way for awhile.' Contrast the pair 'John is not happy‑he's ecstatic.' and (*) 'John is unhappy‑he's ecstatic.'

The use of 'not' in the version of the strengthened liar does not appear to admit of prefixal incorporation. The Burge argument with (ß)* as the sentence, ‘(ß)* is untrue’‑i.e. 'If we analyse sentence (ß)* as neither true nor false it intuitively follows that it is untrue.’ – seems to have less force. To say of  (ß)* that it is untrue seems to be more like saying that it is false, though I have found that intuitions on this one seem to differ.

So far the thrust of the argument has been to show that we can deny S by saying '~S', without asserting the external negation of S. It may be granted that (ß) is not true.' may be used to deny (ß) without asserting the external negation of (ß). But a solution to the narrow problem needs something stronger: that we cannot be asserting the external negation of (ß) when we utter '(ß) is not true.' even if that is what we think we are doing, and even what we are intending to do. To give just the most obvious example, Burge clearly thought he was asserting the external negation of '(ß) is true.' when he wrote the quoted lines, and he was no doubt intending to do just that. How could he have failed?

There is an immense difference between denying (ß) – i.e. openly committing oneself to a certain attitude to (ß) ‑and denying (ß) by asserting a sentence whose constituents have a given cluster of logical properties. In particular, it is one thing to signal the denial of a sentence, and something quite different to do so by asserting a sentence with a constituent that has the logical properties of external negation. The first may be available to a speaker even when the second is not; if what you are trying to do is reject a claim (unmindful of the logical properties of what you say) then nothing is stopping you. But if what you are trying to do is make a claim with certain logical properties, you may not be able to do that even if you think it is what you are doing and you can't see why you can't be doing it.

7                                           THE 'GEACH‑FREGE'ARGUMENT: 

                                             (JUST WHAT IS AT ISSUE HERE ANYWAY? PART TWO)

Care has been taken so far to work just with a loose idea of sentences having content, and being used to effect speech acts, without relying on any refined (and potentially contentious) theoretical details. But we have reached a point where more information is needed to anchor the content/speech act distinction. Just what work is the idea of content to do? What is the 'cash value' of the content/speech act distinction to be?

This section develops a test for content modifying as opposed to speech‑act indicating functions out of a standard argument against performative accounts. The argument was advanced by Frege [23, p. 383‑384] to support his view that denial had to be seen as asserting a negation. A refined version of Geach [26; 27] 37 aims at views like those of emotivists about ethical vocabulary: To call an action good is to praise it rather than to describe it.38 Geach notes that these views have difficulty accounting for how sentences embed in complex constructions. The emotivist who argues 'is good' is a force indicating device is embarrassed when challenged to interpret 'If A is good then B is good.' Related is a point about inference: to separate correct inferences from those playing on ambiguity, it is natural to require of the notion of content that both the free standing and embedded occurrence of 'A' in the inference Pattern 'A. If A then B |-  B' should have the same content. So, Geach suggests, features belonging to the sense of a sentence (rather than some associated force component) are displayed when the sentence is embedded in larger sentences.

There are two sides of the Geach‑Frege considerations to consider: as an argument against the position of this paper (where I think it fails) and as a test for aspects of use that belong to content as opposed to something else (where I think it has considerable value, but its application to the cases under consideration is complicated) .39 The application of the argument to denial/negation is straightforward. If 'not' solely indicates a speech act, and it has no content‑modifying function, one is hard pressed to account for the contribution of 'Pigs do not have wings.' to 'If pigs do not have wings then pigs do not fly.' and for the corresponding patterns of correct inference.

But it is not maintained here that the sole function of 'not' is to indicate a speech act: there is also a content‑modifying function, and some aspects of 'not'‑in particular the way it contributes to the meaning of embedded sentences‑are explained by it. The point is that there is a speech‑act dimension to many uses which cannot be explained just in terms of the content‑ modifying function.

A closer analogy: a sincere pronouncement of  'I promise that I will X.' doesn't just report that the speaker promises to X. The utterance commits the speaker to doing X. This does not mean that 'I promise that X.' has no content; clearly it does. This is borne out by embeddings like: 'If I promise to do the shopping then I will expect you to do the dishes.' The occurrence of 'I promise to do the shopping.' in the antecedent does not incur obligations, but the embedded and free‑ standing uses have content in common, since 'I promise that X' and 'If I promise that X then p' support modus ponens inference to p. Similarly, 'It is not the case that…’ has both a content‑modifying and force indicating function.

What then do we learn if we consider the Geach‑Frege test?40 What features of negation turn out to pertain to content? The issue is complicated, because of the behaviour of the relevant conditionals is intricate. The argument against the emotivist takes on a special cogency because the conditionals at issue do not themselves appear to have the ethical significance of free‑standing uses. The cases under consideration here are more complicated, though, for at least two reasons: a) the conditionals at issue may have effects of the same sort that the free‑standing uses do, but apparently not because of a semantic contribution from the antecedent; b) the assessment of the conditionals may itself be quite complicated in relevant cases.

Perhaps the clearest examples of type a) limitations (i.e. apparently pragmatic features of sentences, preserved under embedding) on the Geach‑Frege test involve spoken intonation (as with sentence topic or contrastive stress). 41 One might stress 'Andrew went to Cleveland.' in a context where it was thought that he had gone to Cincinnati. The stress on Cleveland indicates a contrast with contextual expectations that can be preserved when the intonation occurs embedded: 'If Andrew went to Cleveland, then someone else was in Cincinnati that day'. But here it seems reasonable not to take the preservation under embedding as indicating that the intonation contributes to the semantic content of the sentence.

The most intricate examples in which conditionals serve up problems of type b) are those in which the effect of the antecedent on the context is required in order for the consequent to be true (in the resulting context) .42 Consider for example, Austin's 'If France is hexagonal then Italy is boot‑shaped' which may well strike one as true, but for essentially pragmatic reasons: any context loose enough to count France as hexagonal will be one in which Italy will count as boot‑ shaped. This too sets a natural limitation on the Geach‑Frege test: Among the pragmatic effects of an (unchallenged) assertion of 'France is hexagonal' is that it sets certain standards of precision in the 'conversational score'. This effect is carried over when the sentence is embedded in the antecedent of certain kinds of conditional, but the effect is not on that account reasonably counted as part of the content of the sentence.

Natural analogues of these cases occur with negated sentences. Stress on 'not' can indicate a strengthening even when embedded in the antecedent of a conditional. ('If this sample is not red then it shouldn't go in the red bin, but it can go on the shelf.') The contextual effects corresponding to the examples taken up in the last section also are incorporated in certain uses of conditionals. ('If Ruth didn't manage to solve the problem, she must have solved it with ease.')

It would, I think, be an over‑reaction to give up the Geach‑Frege test in light of these concerns. Rather we should continue to use it for orientation, and continue to try to learn from it, though we should remember it is just a useful approximation, anchoring certain aspects of the idea of meaning in a useful, though preliminary way. Among other things, it gives purchase to the idea that some aspects of meaning are 'global' and it helps bind together the notion of content with the inferential aspect of meaning reflected in (for example) Peacocke's condition (DN), but connecting inferential connections of a given sentence and the contents of larger sentences embedding the given sentence. In this regard it is not unlike the truthfunctional representation of the conditional; there is little doubt that many, if not most, uses of the conditional in English diverge from the uses that would be predicted by the truth‑functional representation, but this does not gainsay the usefulness of the simpler representation, so long as its provisional character is not forgotten.

Of course, one should not concentrate solely on conditionals; other kinds of embedding are also significant in bringing out those aspects of meaning that should be bound up with the meanings of complex sentences. (Essentially this point is revisited in the concluding section of this paper.) The simplest examples of divergence between free‑ standing and embedded negated sentences are perhaps instances of excluded middle: it has become a commonplace in discussions of vagueness that sentences like 'A is red or A is not red.' typically do not strike us as true ‑ as they would if negation were read externally‑ when A is borderline red." Quite the opposite: anyone who put this forward as true would be taken to deny that A is a borderline case. Similarly, with (0) a liar sentence, '(3) is true or (3) is not true.' does not strike one as obvious. Indeed, the sentence would most naturally be understood to indicate the speaker's rejection of the suggestion that (3) lacks a truthvalue.

As one illustration of the value of the Geach‑Frege test, note that a point discussed above is brought out with special force when we study embeddings of negated sentences. Positive and negative formulations exhibit a symmetry that internal negation reflects and external negation does not. In the imagined constitution of iii), conditionals like 'If some source of government revenue is a smax, then the executive may control it.' emerged naturally. In a written constitution with a tacit agreement on the principles constraining its interpretation, such conditionals may play an important role in determining the meaning of expressions like 'is a legitimate exercise of legislative powers'. So for example, a sentence like 'A source of government revenue may be legitimately controlled by the legislature if it is not legitimately controlled by the executive.' establishes meaning relations between two expressions whose meaning is fixed by the constitution and court interpretations of it. Note how this sentence links together positive and negative claims with apparent symmetry.

In ordinary use‑looser than the institutionalised context of the law‑ the same points arise, though the meaning relations may be 'softer'. Consider this variation on a standard theme: 'A bachelor is a man who is not married.' If analytic, this chestnut yokes together a positive and negative predicate as synonymous. Of course 'bachelor' and 'man who is not married' differ in some respects. There is a pragmatic difference, in that with a proper placement of stress, ("A man who is NOT married") one can perhaps convey a stronger claim. 44 But if we are to take content to be bound up with logical properties and behaviour under embedding, but not with the effects of such contrastive stress, the symmetry between positive and negative forms exhibited in the apparent synonymy of 'bachelor' and 'unmarried rnan'Pman who is not married' gives another reason why internal negation should be taken to capture the content‑modifying action of English negation.45
Before proceeding, it will be useful to sum up the account as it has emerged so far. The question has been: how are we to theoretically classify two distinct patterns of use exhibited by sentences containing negation? One of the uses is to be construed in terms of a speech act of denial, the other in terms of asserting a content, where the idea of content is sharply specified in terms of embedding and inference as above. So understood, the semantic (content modifying) function is given by the truth‑table for internal negation if it is given by a truth‑ table at all. The speech act of denial is the commitment to the failure to obtain of the conditions that would have to obtain for S to be true. Though this speech act is correct or incorrect in just the conditions that the assertion of an external negation of S would be correct the speech act differs from the assertion of an external negation in that it bears different relations to embedded sentences. Though one can deny S, it need not be possible to define an external negation operator over the whole language.

8 LANGUAGE DYNAMICS AND NEW LOGICAL VOCABULARY

So it appears that, in the precise sense spelled out above, English lacks an operator for external negation. Here the reader might sigh: Again those darn native speakers have failed to talk as they ought to. But that's easy enough to remedy, isn't it? Can't we just add it to the language now? Might we not stipulate46 that 'Herzberger S' (abbreviated H(S)) is to be the external negation of S and introduce it into English to remedy the lacuna we have just discovered? May not a version of the liar then be straightforwardly recovered?

To this the appropriate response is simply: Not so fast. A definition need not succeed in defining what we want, even if we think it must. Remember the moral of Prior's 'The Runabout Inference‑ticket'and the succeeding published reflections on the piece.47 Prior introduces a connective 'tonk' whose use is to be governed by the rules A |‑ AtonkB and AtonkB |‑ B. Among the many things brought to light by the fact that one can define a 'contonktion‑forming sign' in this way is that merely setting down rules for the use of a logical symbol does not guarantee there will be any operation to answer to it. It could be that 'H( )', like 'tonk' has a clear definition isolating no real operator.

So long as English appeared to contain an external negation operator, one was obliged to regard this as a fact to be dealt with as best one could. But if such an operator has to be added, different considerations are relevant. The point of this section is to explore some of them. The normative principles dividing prospective new logical vocabulary into acceptable and not are complicated, and this section will treat only a simplified case, but the issue can be developed enough to banish the sense that the introduction of H( ) is untroublesome.

What restrictions can be placed on proposed new pieces of logical vocabulary to ensure that they are not bad ones like 'Tonk'? One should at least pay heed to a condition noted by Nuel Belnap in his comments on Prior: Ensure that the definition, if added to our basic assumptions about deducibility, will be consistent.48 But of course, if we were to add 'Herzberger' with the truth‑table for external negation a contradiction would result from the new operator plus antecedently accepted principles of deducibility. After all, this augmentation would generate the strengthened liar! The very fact that this paradox would result shows that the addition of the Herzberger operator is illegitimate.

Say in particular that we fix as our language the language of arithmetic with the usual interpretation plus a one place predicate 'T' (the truth‑ predicate). 'T' is partial, interpreted by the minimum Kripke fixed point, with the connectives as above, and internal negation (i.e. the strong Kleene scheme). The features of the Kripke fixed point that are of interest here is that 'T' is defined over the whole language and the disquotation rules (S -||- T('S') and ~S -||- ~T('S')) are truth‑ preserving.49 Of course, this will differ in many ways from an abstract representation of English, but it is close enough to illustrate the principles involved.

To help engage this representation with the preceding discussion, it is useful to note an explanation of the significance of the Kripke interpretation and a critical response to it.

Kripke speaks of providing a semantics for 'natural language in its pristine purity, before philosophers reflect on its semantics' or for 'natural language at a stage before we reflect on the generation process associated associated with the concept of truth, the stage which continues in the daily life of nonphilosophical speakers' [45, p.79‑80;p. 80n.4]. Contra Kripke, it seems quite clear that, no matter how reflectively sophisticated we philosophers become, we are still speaking the same natural language we began with. [44, p. 88].

Among the secondary motifs of this paper is that the liar resists a simple solution in part because different variations and sub‑problems play on quite different features of language. So it is worth noting that concealed in Koons' response appears to be not the liar but rather the no less venerable issue of persistence through change. If at some time o has P and at another a property incompatible with P, how can o be the same thing? (Liebniz's law and all that... ). The statue that once had arms now lacks them‑yet it is the same statue!

English constantly gains and loses vocabulary without ceasing to be English. Some of this vocabulary is introduced with specific theoretical purposes in view. It is conceivable that we might augment the expressive resources of English essentially as a result of reflection on the semantic structure of English as it stands at some time, so English at one time might have expressive resources it lacked earlier. What we need is a better sense of what makes such a change natural or reasonable.

Consonant with the exploratory and tentative character of Kripke [45] we should look to make the fixed point a bit closer to an abstract representation of English by isolating diachronic features. In particular, if an extension of the language is to be acceptable, T' must continue to mean 'True'. Not only must 'T' relate to the sentences currently in the language in a certain way but if any new sentence S becomes meaningful due to an acceptable addition to the language, T must relate in that same way to S. One way to capture (part of) this requirement is to require that a disquotation principle be a valid rule of inference. Alternatively, a weaker condition that presupposes less of a conceptual basis can do some of the work we need: no extension of the language can count as preserving the meaning of 'true' if for some sentence S, the biconditional 'T('S') iff S" receives the truth‑value 'False'.

Say we (try to) introduce an operator with the truth‑table of external negation.50 It would be innocuous to add an operator $ with the truth‑table for external negation restricted to sentences of the language as it stood before $  was introduced. But what is at issue here is stronger: $ must have the external negation truth‑table for all sentences of the augmented language, including sentences containing $ itself. It should not be surprising that it might not be possible to obey the constraints given by the core principles of the language (i.e. the truth‑ predicate is to continue to mean 'true', the connectives are to retain their meanings, etc.) and introduce an operator in the stronger, impredicative way.51
      Of the many ways to spell out a conflict between the preceding principles of the language and the new addition, I will choose the simplest. Given the truth‑table for external negation, and the fact that truth‑assignments to sentences containing 'true' are supposed to reflect the truth‑table, for any sentence of the new language S, T('H(S)') is true exactly when H(T('S')) is true. Say we can form a sentence H(T(k)) whose name is k. This is a reasonable enough assumption if the language has the descriptive resources of English. In the case of the language of arithmetic, with Gbdel numbers serving as names of sentences, a standard fixed point theorem has the same effect (cf. [12]). Then in familiar fashion we can form the biconditional T('H(T(k))') iff H(T(k)), and by substitution of k for 'H(T(k))', we have the equivalent T(k) iff H(T(k)) which must be false if it has a classical truthvalue at all (because of the truth‑table for'H' and 'iff', it is self‑contradictory). But given the truth‑table for H, H(T(k)) must have a classical truth‑value, and since k is H(T(k)), T(k) must have a classical truth‑value as well (given the relation between the truth‑value of k and that of T(k)). Consequently, T(k) iff H(T(k)) must have a classical truth‑ value, and so it must be false, which violates a constraint laid out above for what could change about the truth‑predicate while still allowing it to count as the truth‑predicate.

9 THE NARROW PROBLEM REVISITED I: LANGUAGE DYNAMICS

AND NEW SEMANTIC VOCABULARY

Issues similar to those of the last section arise over adding some piece of semantic vocabulary to a language that essentially lacks it. To explore these, we need to flesh out the response to the narrow problem. To spare flipping back and forth, it is well to repeat:

If we analyse

(ß) (ß) is not true

as being neither true nor false then it intuitively follows that the sen​tence

displayed is not true. But the sentence displayed is (ß). So it

seems to follow that (ß) is not true after all. We have now apparently

asserted what we earlier claimed was neither true nor false. ([I], p.

87])

To begin with the final line: '.... (ß) is not true after all.' need not be taken to assert anything, to convey what it succeeds in conveying. A natural use of is to deny that facts are as (ß) says they are. So when we are inclined to use in the course of trying to characterise what is and is not correct, we need not conclude that this inclination reveals to us that (ß) must, in some way, say how things are, in the sense that the utterance of (ß) must be an assertion of the content of (ß).

This account of the narrow problem is compatible with many different conceptions of illocutionary denial. In particular, it is compatible with the spirit, if not the letter, of accounts of the strengthened liar that turn about context change. As we saw in Section 8, one of the functions of uttering a negated sentence is the rejection of a framework of assumptions relative to which the sentence might be assessed.

The notion of denial and its pragmatic features allows us to reflect within a Kripke account further aspects of our actual responses to the paradoxes. There are limits to how much the account of speech acts can be turned to a new paradox, in that to say one is performing a speech act is different from actually performing one.52 But obviously, this paper leaves more to be said. There are additional paradoxes to address, and this paper has treated only one very special case. This might be troubling if the account given here relied just on an account of the paradox as support, but the evidence has come from the use of negation generally. The narrow problem helps to sharpen the discussion and shows that the negation/denial distinction has teeth, but it is essentially an added bonus.

There is one way issues concerning paradoxes that could be generated by 'S is correctly denied' engage the broad motif of this paper: they press hard questions about constraints on language change. What patterns are exemplified when vocabulary pertaining to the theory of speech acts and illocutionary force is added to a language and what complications should we be on the lookout for?" The points at issue are best brought out through responding to an objection levelled against the T. Parsons [56] essay that prefigures this one:

... let us call the sentences that logic requires us to accept 'provable (represented 'P(x)') and those logic forces us to reject 'refutable' (represented R(x)).
Let us use the diagonal lemma to construct a sentence G that is provably equivalent to R(‘G’). Let |--* express the illocutionary force of denial... To derive a contradiction, we then need [this rule]:54
From |--* ( deduce |--* R (('(')) [44, p. 90]

The rule is afforded the following justification:

[The rule] simply enables us to infer the refutability of a sentence, given an actual refutation of it. ([44, p. 91])

On the basis of these principles (plus a few more) Koons derives a contradiction. On this ground, he rejects the Parsons account.


It is important to see where at least one crucial conjuring trick has been played.

Rather than the justification given, it would be more accurate to say that the rule allows one to say that a given sentence is refutable if it is. One point of Parsons' appeal to the force/content distinction is that it should be possible for something to be correctly deniable without it being possible to say that it is. This point is obliterated if one is able to appeal to a sentence predicate like R(x) which holds of exactly the ( such that |--* (.

There are two distinct questions here. First, a descriptive one: Is there in English, a predicate that would serve the way R serves in Koons' reductio? I think the answer is no, but I will not take the point up here, as it is a separate problem.55 The other question is relevant to the motif of the liar and language change: If a language (for which a notion of illocutionary denial can be made out) in fact lacks the analogue of the predicate W is it in general possible to regenerate the paradox by adding such a predicate? Here again we need to know more about about normative aspects of language change.

For orientation, consider the Kripke minimum fixed point language as above, with |K --* representing illocutionary denial for that language. R is not definable in K and so adding it would enrich the language essentially. Can we enrich K to a new language K' by introducing ‘R’? The question is underdefined, as a pattern noted above recurs: there is something boring but possible and something interesting but impossible. Here is something boring but possible: K can be extended to K' with a predicate R such that for every sentence S of the language of K, |K’-- R('S') iff  |K --* S. But no strengthened liar comes of that. What would be interesting (but is not possible) would be if the new predicate R were to capture illocutionary denial in K'. That is, it would be interesting if one could add an R to K, forming K', such that for every S of the language of K', , |K’-- R('S') iff  |K’ --* S. By treating illocutionary denial as absolute, Koons conjures the impression that something interesting and possible is at issue.56
Setting aside the issue of renewed paradox, there is a more general question of diagnosis to address. If there are limits to what a given language can say, in the sense that there are things that could be said that the language lacks the expressive resources to say, then the question of what happens when you augment the language takes prominence. The example of augmenting the Kripke language with new vocabulary points to a problem with a standard conception of how the issues surrounding 'tonk' are to be tamed.57
The discussion of the last section singled out consistency as a constraint upon additions of new vocabulary. Belnap [4], in response to Prior's original article, proposed a stronger constraint: the language generated by adding the new vocabulary should be a conservative extension of the old one. (The constraint needs to be fleshed out with detail about just what is conservative over what and how.) Some version has been widely accepted when this issue has been discussed at all, and such conditions are, I suggest, too strong.

The original suggestion of Belnap [4] was that the new vocabulary should result in a conservative extension 'when added to the basic assumptions concerning deducibility'.58 In later sightings, the condition evolves, but the core idea remains the same. Brandom [9] speaks of 'making explicit' inference licences, and Dummett isolates an intuitive concept of 'harmony' of expressions, suggesting conservativeness as an approximate criterion:

A conservative extension in the logician's sense is conservative with respect to formal provability. In adapting the concept to natural languages, we must take conservatism and non‑conservatism as relative to whatever means exist in the language for justifying an asserti on or an action consequent upon the acceptance of an assertion. The concept thus adapted offers us at least a provisional method of saying more precisely what we understand by 'harmony': namely, that there is harmony between the two aspects of any given expression [essentially: introduction and elimination rules] if the language as a whole is, in this adapted sense, a conservative extension of what remains of the language when that expression is subtracted from it. (Dummett [20, pp. 218‑219)]59
The ideas Dummett is trying to bring out with these remarks are important, but the notion of conservative extension doesn't appear to capture them. The most salient example in this context is the Kripke minimum fixed point over an re. fragment of first‑order arithmetic. The truth predicate resembles a sentence connective in the key respect that much (some would say: all) of its meaning is given by introduction and elimination rules (plus, in the case of the minimum fixed point, a closure clause). The new language with the Kripke truth predicate may well generate additional theorems in the T‑free fragment (and in most natural cases it will).60
In this instance, there is something to the 'harmony'/'making explicit' idea that goes quite deep. There is something the augmentation is trying to capture, and there is a ‘right’ way to capture it, or at least criteria for separating the right ways from the wrong. But it seems unlikely that any syntactic criterion could set a sufficient condition for adequacy or indeed that any syntactic necessary condition stronger than simple consistency will do. We have to make out an idea of acceptable extension which is (roughly) semantic‑dealing with a language's relation to what it is about ‑ but which is difficult to make out if semantic ideas are bound up with a static representation of a language at a time. The question here is of a novel sort: if a language lacks some means of expression, and what is missing can (to some extent) be captured by augmenting the language, how well does a candidate addition capture it?

10 THE NARROW PROBLEM REVISITED II: THE PARADOX MADE

DIFFICULT

The subtitle of this section borrows a rhetorical flourish of Kierkegaard: so much attention is devoted to making Christianity easy, that it is worthwhile to try something different and try to make it more difficult.61 Here the mundane rather than the divine paradox is on the agenda. Two different spirits seem to animate recent work on the liar paradox, which may fairly be called the tentative and the confident. The confident spirit approaches the liar as a problem turning on one or a handful of welldefined principles as presented in the confident theory. The tentative spirit‑which I take to infuse this essay as well as Kripke [45], C. Parsons [55], Herzberger [35; 34], etc.), and others‑takes it that the pressures that make the liar a paradox may demand extensive and subtle preliminary exploration.

Among the ways this essay displays the tentative spirit is in the narrowness of its perspective on the liar. The objective has not been to dissolve every possible variant of the problem, but rather to relate a particular sub‑problem to the use of language more generally. It is taken as granted that cognate puzzles, turning on different features of language, can be discovered. This puts the tentative spirit at a tactical disadvantage, since the proponent of the confident approach can reject the tentative one using a simple recipe: you may have worked out that one, but here's another paradox, and your account has nothing to say about it!62
Consider, in this connection, the response of Burge [11] to roughly the position of this paper: a gap theory attacking the strengthened liar by addressing the behaviour of negation. 63 Burge imposes the general restriction on proposed solutions that they be somehow unified.64
This does not promise a unified account of the paradoxes. There are semantical sentences lacking negation ('This is true,') which, though not paradoxical, are pathological in a way intuitively analogous to the liar. Moreover, it is known that sernantical paradoxes can be produced without negation .... The strengthened liar does not appear to have sources fundamentally different from those of the ordinary liar. What is wrong with the proposed result is that it gives no insight into the general phenomenon of sernantical pathology and offers instead a hodgepodge of makeshift and merely technical remedies. ([11, p. 91‑92])

Burge is right to be dissatisfied with technical remedies whose sole advertisement is that they block the liar reasoning. And he is right to observe that negation cannot be the key to the simple liar. But the general rejoinder ‑ and what appears to be his only basis for rejecting negation‑based accounts of the strengthened liar - that a unified treatment of paradoxes is necessary, is far too strong. Why shouldn't there be‑as this paper suggests there are‑many different sources of the robustness of the liar, not all shared by all cognate paradoxes?

Of course, the conflict between the idea that a unified solution for paradoxes should be sought and the idea that despite surface analogies there are substantial differences between different kinds of paradox has a long history, dating at least to the Russell/ramified type theory vs. Ramsey/simple type theory opposition, so it is worthwhile to devote a few words to arguing that the ordinary liar and this version of the strengthened liar turn on different things.

One reason to expect the strengthened liar to differ from the simple liar emerges from a standard contrast with Russell's paradox. That the pattern of self‑reference exhibited by the Russell and simple liar paradox share at least some important features is evident. But there does not appear to be a 'Strengthened Russell' turning proposed resolutions against themselves as the strengthened liar does. There are several other respects in which the liar seems robust because of features that distinguish it from the Russell paradox. The idea of natural language as in some way universal plays a role in the strengthened liar. Also, some versions of the linguistic paradoxes seem to turn on the idea that in at least certain cases, simple stipulation can make a sentence true ‑'by definition'.65
There is a more direct reason why the demand for a unified solution should carry little weight here: the duality of use in the word 'not' was brought out through a study of negation generally, in contexts where paradox was not an issue. It is not an ad hoc modification grafted on to address a specific, isolated pathology. This suggests a broader moral: rather than make the liar and its cognates simple, we should try to make them more difficult, by extending the range of phenomena seen as involved. Abstract methodological demands like 'keep the solution simple/unified etc.' take on undue weight when all that can be said for competing proposals to block the paradoxical reasoning is that each can he argued to satisfy the methodological demands (plus brute 'logical intuitions' and such) .66 The more considerations from the behaviour of language generally we have to work with the firmer the bases for understanding will be.67 Also, by widening the range of prospective evidence, we augment the potential for using the liar as a diagnostic too]. This second point is illustrated by the liar's use in this paper to illuminate the denial/negation distinction. The heuristic principle is familiar enough in empirical investigation: if two properties normally hold or fail together, you have to look to unusual settings to study them as they come apart. In this paper the liar, along with vague predicates, provided the examples in which the two forms of denial (and the corresponding functions of the notion of sense) come apart, thereby grounding a hairsplittingly fine distinction.

It is well to keep in mind this potential diagnostic role of the liar paradox given the tendency to treat it as an irritant to be ignored whenever it strays into other domains. If the liar conflicts with an overall theoretical picture, one should use that fact rather than shrug it off.68
Much more has to be clarified before we can have confidence that the idea of constraints on language change is under control. There are the standard liar/universality of language questions concerning the classification of the language used in this paper, for example. Furthermore, the changes considered here have been language wide rather than context to context. But the above is a step toward incorporating one aspect of the liar paradox into an area of language use that will support extensive independent study. If our aim is, as I suggest it should be, to make the liar more difficult, that is just what we should want.

11 CONCLUSION‑THE BROAD PROBLEM REVISITED AND A

BROADER ONE INTRODUCED

I will briefly review the bidding before indicating a direction for investigations to

continue. One upshot of the above is that a traditional view is mistaken: there are

at least some cases where the speech act of denial is not to be understood as a kind

of assertion. In a dynamic setting, this distinction emerges naturally: some denials

take place within an established framework of assumptions, and some tacitly re​ject the possibility that even an acceptable change in the framework of assumptions could make a difference to what is denied.69 This can be put more provoca​tively: if we take the inference/embedding connection and the corresponding logical/semantic features of sentences as determining what can be expressed, then there are (at least in a relative, context​dependent way) things we can commit ourselves to that cannot be said.

This emphasis on embedding and logical properties illuminates a potential fissure in the Fregean idea of sense. Many have observed that the Fregean sense of a sentence (content / thought/ proposition etc.) has several significantly different functions: why should we expect all these functions to be tracked by a single bookkeeping entry ?70 Among other things, the content /sense/proposition etc. of S encodes the information conveyed in an assertion of S, it supports the composition of thoughts corresponding to complex sentences embedding S, it serves as the object of propositional attitudes, (various kinds: knowledge, belief, doubt, desire... ) and it supports at least some logical properties of S. Perhaps the classification of sentences in terms of the information they encode will match up well with a classification in terms of logical/inferential properties only in favourable cases, but not with anomalies like the liar.

Two discussions of the workhorse character of sense/content/thought... are particularly noteworthy here. Dummett [18, p. 446‑447] distinguishes sense from what he calls ingredient sense. The latter is what a sentence contributes to the sense of complex sentences in which it is embedded. (Dummett also observes that in a non‑bivalent setting, many natural conceptions of the sense of a sentence may leave the ingredient sense underdetermined.) Taschek [77] distinguishes two functions of sense in Frege and his successors: sense encodes information and it captures the (broadly) logically valid inferences involving the sentence. Taschek points out a tension between these functions that, he suggests, Frege never resolved.

Each of these dichotomies reverberates with a strain in the above. Say, to fix ideas, that we consider a sentence containing 'not' and take the 'information content' and the sense supporting the assertion of the free‑standing sentence to correspond to the Peacocke condition (N). That is, associated with the sentence ~S is a commitment/speech act ‑ the denial of S ‑ undertaken when one utters it in certain circumstances. The other‑possibly distinct‑roles of sense pertain to the use of sentences under embedding, and the logical properties of the constituents of the sentences. This is significant, because it is precisely embedding and logical properties which are crucial to ‑ and captured by ‑ the above test used to distinguish the speech act component of an utterance from the content of it.

This way for there to be something to be said that cannot be said is theoretical, grounded in a breakdown of natural assumptions about how commitments one can intentionally undertake relate to the logical consequences of those commitments. But the theoretical nature of the point should not obscure how natural the diagnosis is in the special case under consideration: it really does seem to us that we must, after all, be able to say 'Really, I mean it's NOT true' and‑just by meaning what we are trying to mean ‑support the inferences that lead to paradox. It seems that our most ordinary conceptions of what it is to mean something run together notions that can come apart, leading to a situation that might best be described as one in which we are convinced there is something we can assert (the external negation of a sentence), but there isn't and we cannot.

Like 'tonk', this version of the strengthened liar highlights the problem of distinguishing, in a principled way, between acceptable and unacceptable additions to a language, but there is this crucial difference: 'tonk', like the non‑self‑ shaving barber, may be shrugged off as somewhat of a curiosity because no‑one has any inclination to say that it must be possible to add to a language an item supporting the 'tonk' inferences, while the prospect of adding external negation does seem to exert a powerful attraction. This suggests that the strengthened liar has a significant potential to be used illuminatingly as a diagnostic tool, so long as we remember to make the problems difficult.
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NEGATION ENDNOTES

1 Though few traces remain in the paper as it now stands, my reflections on the dialectic of the Sophist were significant in the preliminary rummaging that generated this paper. I am indebted to several conversations with James Allen, as well as to Pelletier [60] and McDowell [521.

2 1 am attempting to formulate the issues as neutrally as possible, and so I will typically speak of sentences with content and the use of these, without any attempt to ascertain what content amounts to (beyond those features explicitly stated in the text). The arguments of the text would go through, I expect, for most accounts of structured propositions, or propositions with logical properties.

313oth Descartes and the authors of the Port Royal Logic held affirming and denying to be different mental acts that could be performed on the same idea. cf. T. Parsons [561 for references to the Port Royal Logic. We find Descartes apparently laying out the 'non‑derivative attitude' view of denial in Meditation IV.

Consequently, when I come to examine myself more closely and to consider what are my errors, which alone testify that there is imperfection in me I find that they depend upon two joint causes, namely, the faculty of knowing which I possess and the faculty of choice... by the understanding alone I neither assert nor deny anything but I only conceive the ideas of which I may assert or deny. (Descartes. [1951] P.54)

4Such an argument from conceptual economy has an impressive pedigree. In his 1918 article defending the reduction of denial to assertion and negation we find Frege writing:

Thus the assumption of two different ways of judging must be rejected. But what hangs on this decision? It might perhaps be regarded as valueless, if it did not effect an economy of logical primitives and their expressions in language. On the assumption of two ways of judging we need:

1. assertoric force for affirmatives 2. assertoric force for negatives. .. 3. a negating word like 'not' in sentences uttered non‑ assertorically.

If on the other hand we assume only a single way of judging, we only need: L assertoric force 2. a negating word.

Such economy always shows that analysis has been pushed farther, which leads to greater insight. There hangs together with this an economy as regards a principle of inference; with out decision we can make do with one where otherwise we need two. If we con make do with one way of judging, then we must... (Frege [1984] p.384‑385 italics his)

5Forexample, in the derivation of the Curry paradox of combinatory logic, charmingly rendered into the form of a paradox of the truth‑ predicate in Boolos and Jeffrey [6, p. 186], negation does not appear.

6The Burge formulation was inspired by C. Parsons [55].

131 am indebted to Scott Soames, in unpublished work, for making apparent to me that I should make this more explicit, as well as for some telling examples of cases where constraints on increases in precision will not be representable as a truth‑valueless sentence that must not be called false. Also worth noting is some recent work of Mark Wilson, [78; 79] that dissects some exceedingly intricate cases of language change, constrained by a battery of different considerations, including questions of 

and mathematical method. It seems to me that the cases Wilson studies are similar in many significant respects to the relatively simple cases considered here, though there is much more to be learned before it would make sense to lock ourselves into exploring such complex cases within an elementary theoretical framework emerging from these simple cases.

141 make it explicit that this is a theoretical choice in part as a corrective to a widespread assumption to the contrary in contemporary philosophical treatments of language and logic. It should be noted that negation in natural language does not obviously bear out the logician's prejudice for sentence operators as the representation of choice. It is not obvious that all uses of negation in English can be captured by an appropriately located sentence operator like 'it is not the case that'. The position that the content modifying function of negation is most accurately captured by some version of predicate negation is extensively defended in Horn [36]. For a critical assessment by a linguist, cf. Moser [541. In the philosophical literature, Sommers [701 is the most extensive recent development of this (neo‑Aristotelian) alternative.

7For a recent example of such a descriptive investigation, see [47].

81 do not mean to suggest that the activity of introducing abbreviations is philosophically uninteresting. Quite the opposite, I think it is a very intricate activity indeed‑one whose cognitive importance has been obscured by a tendency invoke the idea that what is 'in principle' expressible in a language is the philosophically significant issue, and the rest is just of psychological significance. But this point will be left for another occasion. 

gThough fictitious, similar cases of 'intentional vagueness' have occurred in the flesh. I discuss an actual example in more detail in [751.

101 discuss this point in more detail in [751.

"Of course, if one takes 'S is false. ' to be equivalent to '‑S is true.' or 'S is not true.' the nature of falsehood will depend on the character of negation.

12 1 have defended the details of this representation elsewhere: cf Tappenden [74; 73].

150f course, many sentences containing 'not' exhibit scope ambiguities, but this need not involve two senses of 'not' as opposed to an indeterminacy in the location of a single 'not'.

16Gazdar's point applies here only indirectly, as he is concerned not with the kind ofpartiality characteristic of vagueness, but rather the related case of presupposition failure.

17For the most extensive development of this point, cf. Atlas [ 1]. See also Kempson [41] and [42].

18Assuming, of course, that there are no higher‑order precedents or statutes in that jurisdiction instructing a judge 'when in doubt, call it a marriage'.

190f course, we would not feel any different about this amendment (except about its literary flair) if it were formulated: 'It is not the case that it is permitted for excessive fines to be imposed, etc.'

20 Indeed, as I explore in (8), it could be that the language cannot have an item supporting such inferences, in that other principles constraining the language could be incompatible with it. In this section, though, I'll just explore the idea that such an item might be in fact absent from the language.

21 CC also Peacocke [58] in which the same point is discussed. In Peacocke's hands, the formulation was levelled at intuitionist negation, but the point fits here too. Lest it be thought that the formulation discussed in the text is idiosyncratic, it should be observed that, although Peacocke's discussion is especially useful for the present discussion, the formulation is not unique to him. Among the places where variations on the 'minimal incompatible proposition' specification of ‑A are put forward are: Brandom [7] and [9, p. 381 ff.] and Harman [32, pp. 118‑120] and [33]. Developing Brandorn's position, Lance [49] is an extended exploration of the logical properties of connectives, including negation, based on a primitive notion of 'incompatibility'.

221 am indebted to Richard Heck for drawing my attention to [82] which discusses Peacocke's discussion of negation and balks at the presuppositions carried by the use of the definite article. Though Wright has no quarrel with the existence presuppositions, he raises doubts about uniqueness. Note also Wright [81] in this connection.

2 3 Note for example the analysis of negation in terms of 'incompatible propositions' ('incompatible' a primitive notion) supporting an argument against negative facts in Demos [ 151, and the response in Russell [65]. Some of these debates are clearly surveyed and discussed in Gale [24] as well as in the encyclopaedic Horn [36].

24 Also, if we take propositions to be sets of possible worlds (as in, for example, [7 1]) it may be a metaphysical question as to whether there is a complement or not. (If the collection of all possible worlds is not a set, the global complement of a given set will not exist. But this need not interfere with the ability to reject a given proposition, though it will interfere with the ability to assert the negation.

2,5 Richard Heck has pointed out to me that for the converse direction to be supported, an additional assumption that S is minimally incompatible with ‑S seems to be required. For the intuitionist/classical

negation debate, of course, this is one of the core points at issue.

26To be fair to Peacocke, I should make explicit that for dialectical convenience I am running together the characterisations that occur in [57]‑which takes the principles [N] and [DN] as basic, with the papers [58] and [59] which argue for these principles on the basis of the 'minimal incompatible' view. I do not know if the difference between [57] and [58]/[59] represents a change of position or merely of perspective.

27 In Tappenden [741] discussed such linguistic activity with reference to the objective of correcting a mistake or warding off a potential mistake. This involves studying‑in Austin's terms‑the perlocutionary effect (i.e. the effect on the hearer intended by the speech act). Here I want to consider the illocutionary force of the act: what commitment need be undertaken by one who attempts to correct a mistake or ward off a potential one?

281 elaborate on this compressed discussion in Tappenden [74].

29The expression 'pragmatic ambiguity' originates, I believe, with Donnellan [ 16]. My use of Horn's terminology and variations on his examples should not be construed as endorsement of the fine detail of his account of negation. I am trying to remain neutral between competing views that save the phenomena considered here.

30These, examples, or variations, occur in Horn [36].

31 These examples are again variations on themes from Horn [36].

32'Ruth managed. . . ' is taken directly from Horn, the others are minor variants of examples from Lakoff [48].

33The linguistics literature may be consulted for a selection of options. Cf. Horn [363, Moser [54] and Lakoff [48].

34 Lakoff brings out this feature by contrast with 'You didn't spare me a trip to Pittsburgh‑you were the one who forced me to go.' in which the information structuring the context is retained, but the claim in that context is contested.

35This too is examined more in Horn [36] (see esp. p. 382) and Lakoff [48] (passim).

36 So in particular, this information about negation supports the core observation of C. Parsons' view as well as that of Burge discussed critically in later sections of this paper.

37My appreciation of the Geach‑Frege argument as a test for content as opposed to force was aided greatly by the deployment of the argument in Brandom [8] and the discussion in Blackburn [5].

38 So that in saying 'A is good.' one is performing an act with the same force as 'Hooray for A.'

‑39The use of embedding and the related logical properties as a test for content gives an additional anchor to the idea that the differences in use of negation is a pragmatic rather than a semantic ambiguity if the ambiguity need not carry over to embedded cases. Although I will not be exploring this point further here, it is worth making explicit that it is not an accident that this works out this way: behaviour under embedding is a standard anchor for working out linguistic ambiguity tests. See for example Kempson [42].

40Here and in the next few paragraphs I am especially indebted to Bob Brandorn for searching cfiticism of an earlier draft.

41 Further explorations and examples in this vein may be found in Dretske [ 17]. Dretske's paper was very helpful to the reflections that prompted this paragraph.

42 In Kamp [39] essentially this phenomenon is taken to be the key in general to the assessment of conditionals with vague instances. My sense, reflected in my remarks in the text, is that it would be better to treat such cases with a more conservative adjustment to the treatment of ordinary conditionals.

43My understanding of the role of such instances of excluded middle was aided by the examination in Wright [80]. 1 discuss such sentences with reference to their effect on contextual assumptions in Tappenden [74].

44 It is worth noting in this connection that in the stronger use (in which the 'not' conveys denial) is one in which the above‑mentioned diagnostic for 'metalinguistic' negation is satisfied. He is a bachelor/He is not married seem to diverge in meaning, but this not doesn't incorporate prefixally: 'He is unmarried.' doesn't convey denial even with stress on the 'un'.

45This symmetry is connected in addition to the rule of double negation.

46 In honour of the author of 'Truth and Modality in Semantically Closed Languages'.

47 Cf. A. Prior, [61; 62] and Belnap [4].

48 Cf. BeInap [4]. BeInap's actually suggests a stronger condition‑that the new vocabulary should result in a conservative extension. I take this suggestion up in Section 9.

49 1 will assume at least some familiarity with the Kripke treatment of truth; since it has been afforded elementary presentations in several easily accessible places, and little of what follows hangs on the details, it did not seem worthwhile to use the space needed to give another elementary presentation here. Among the places where the details are developed in an easily accessible way are: McGee [53, Ch. 4] and Kirkham [43, pp. 282‑294].

50Nothing significant is involved in the appeal to a truth‑table. Tonk can be specified by introduction and elimination rules, which makes it especially interesting, but this point is not essential here.

51 Though I differ on many details, I am indebted to Gupta [30] and Gupta and Belnap [31] for discussing circular specifications of this sort.

52 This point is essentially made by T. Parsons [56, pp. 146‑147].

53The one example lain considering here is simpler than most, as it concerns a 'global' change in the resources of the language as a whole, rather than patterns of change from context to context.

541 omit two axiom schemata and a rule that are not considered here.

55 1 say some words in defence of the claim that it is a separate problem in the next section.

5r'This sort of thing most familiar in discussions of second incompleteness theorem. Indeed, it is essentially the 'disprovability' version of a pattern familiar with provability. Can one add the axiom that 'expresses the consistency' of PA to form a new system in which it is an axiom? Sure thing, but the 'provability' predicate of the old system will not mirror provability in the new, nor will the statement ,expressing consistency' have the same intensional features (as captured in the Hilbert‑Bernays derivability conditions, say). You want to augment the system so that there will be a predicate 'prov' that mirrors provability in the expanded system and which allows consistency to be proven? Well, you can't.

571 am exploring these issues in more detail in a manuscript tentatively entitled 'Exorcising Tarski's Ghost'.

581n the context of that paper, where the assumptions in question were in effect the classical first‑order introduction and elimination rules for connectives and quantifiers the idea that such 'basic assumptions' could be straightforwardly identified was innocuous.

59In this connection cf. also [18, pp. 397‑398] on 'consonance' and the conservative extension requirement, and the discussion of a variation on the theme in (19, pp. 314‑318].

Brandom [9] proposes the conservativeness constraint to a similar end: fleshing out the idea that a piece of new vocabulary 'makes explicit what had been implicit in material inferential practices'. But unlike Durnmett, he is (in effect) suggesting it as a criterion for lacking substantive content (as opposed to other kinds of making explicit that do have such content.) So the Brandom suggestion is roughly of a piece with the one made in this paper. Brandom also observes that, as a general constraint, the conservativeness requirement is too strong.

60Details of why this is so left for elsewhere. cf. 'Exorcising Tarski's Ghost'.

61] arn also indebted to the delightful Linderhohn [51] for the rhetorical twist of this section.

62 This an especially popular strategy with reference to the T. Parsons account. Here are two examples. Koons acknowledges that Parsons account seems to work for the narrow problem and then says, in effect: but hey, here's another one and Parsons has nothing to say about it [44, p. 90]. Simmons [68] puts forward two objections to the Parsons account: a) 'the claim seems to be wrong as a matter of empirical fact' [68, pp. 50‑51] ‑‑the text of this paper may be taken as a response to this one. b) 'But I

think th it this focus on negation is misguided anyway. It is not negation that is the source of the gap theorist's troubles.' and proceeds to devise another paradox that doesn't involve the word 'not' explicitly. Both Koons and Simmons' objections have force only if we assume that there must be a single root cause of all liar‑like paradoxes, and that all subvariations must somehow turn upon it.

63 His target is Fitch [22], a view which is in significant ways different from the T. Parsons view advanced here, but which is the same in all respects relevant to this paragraph and the next few.

64 In this connection the work of Barwise and Etchemendy [3], is also worth mention. It overlaps with this discussion in that it contains a clear distinction between denial and negation and a recognition of the importance of this distinction for understanding the pathologies bound up with the liar. What needs more attention in the account is how their representation of propositions links up with English as it is spoken.

They resurrect an account of truth proposed in Austin [2). The key idea is that sentence use is govemed by two types of convention: descriptive conventions, which pick out a category of fact (a'situation type') and demonstrative conventions, which pick out a particular concrete fact (an 'actual situation'). The utterance is true if the situation picked out by the demonstrative conventions is of the type picked out by the descriptive conventions. The atomic components of situations, (and derivatively some situations), have a polarity of true or false (essentially setting them up as positive or negative facts). The negation/denial distinction is incorporated into this picture as a difference of two types of content: a proposition can say that a given situation is not of a given type or it can say that a given situation is of a certain type (where the type in question has a negative polarity). On examination, however, that does not mark as much of a difference between this account and the one gestured toward in this paper as it might appear, as the 'denial negation' operation on propositions does not embed, and it does not support inferences in conjunction with embedding as the polarity negation does.

Among the subjects on which the Barwise‑Etchemendy‑Austin account might leave the reader wanting more is in its account of just what the demonstrative conventions are. The question is especially pointed in view of the history: prior to the Barwise‑Etchernendy revival, the account of Austin [2] did fell into relative obscurity largely because of the penetrating criticism Strawson (72] presented in the same symposium: what are these demonstrative conventions? What reason do we have to believe they figure in our linguistic activity?

Strawson's emphasis prefigures many of the topics considered here. He acknowledges that in certain simple cases of the sort that Austin stresses the account may seem plausible. For example, 'The cat on the mat.' is true if this particular cat and this particular mat are related according to a pattern that descriptive conventions may associate with the sentence whenever it is uttered. But, Strawson observes, for claims of even slightly more complexity‑negated or universal sentences, for example‑4he plausibility ebbs. What Barwise and Etchemendy have contributed does little to answer Strawson's complaints, which is especially troubling here with reference to the demonstrative conventions supposedly governing uses of negation.

Indeed the idea of demonstrative conventions has been moving backward relative to the idea of convention simpliciter, since Austin's notion has remained unexplicated and unexplored while our understanding of convention has advanced rapidly thanks to the analysis of David Lewis [50] and subsequent work. Are there any activities we engage in that would satisfy the Lewis criteria for the existence of a convention or any of the proposed variants and still do the work that Austin requires of demonstrative conventions? Perhaps, but it is far from obvious.

The discussion of the distinction between the assertive and the denial liar leaves a similar hunger for more. The distinction as set up within the model is undeniably useful for orientation and illustration, but it is not clear how closely it matches our actual patterns of use of negation. This unclarity is especially troubling in that independent investigations of negation (i.e. those which have not taken the liar as a point of reference) have not reliably gravitated toward the distinction Barwise and Etchemendy propose, even in the setting of situation semantics. See for example Cooper and Kamp [14] in which the behaviour of negation bifurcates into a classical negation in restricted contexts and a strong Kleene negation globally.

Furthermore, one is led to ask just what systematic aspect of our use is being indicated by the casual remarks about the role the denial/assertive 'ambiguity' of negation plays in the liar paradox ([3, p. 18; p. 107]). As underscored above, there are several different linguistic phenomena that philosophers tend to sweep together under that expression. (With a handful of exceptions: Ryle [66] and more recently Atlas [1] and Kripke [46] are worth noting.) Of course, the loose philosophical employment is not always out of order. But here we are trying to do more than block inferences: our concern is with expressions like 'not' and 'true' that are interesting largely because of their logical and semantical functions. The objective is to give a theory of these expressions to cover as much of those functions as possible, including those discussed above: the speech acts underwritten, the inferences supported, the relations between free‑standing and embedded sentences that are generated. These are precisely the features of expressions on which the refinements of the different notions of 'ambiguity' turn, and so it is crucial to get a clear sense of just what the 'ambiguity' amounts to and how it is reflected systematically in use. Similarly incomplete is the account of how the expressive resources in a given situation are augmented by the liar reasoning ('diagonalising out'). This is an astute observation, but it should be supplemented with an account of the relation of this kind of augmentation of expressive resources to those kinds that do not involve liar type reasoning. Perhaps such work could be carried out within a framework corresponding roughly to that of Barwise and Etchemendy. Groeneveld [29] (extending the groundbreaking Groenendijk and Stokhof [28]) is a useful formal treatment of circular propositions and context change which begins with the Barwise‑Etchemendy‑Austin representation and develops an account compatible with that beginning. But i) the connections with linguistic practice, actual principles of context‑change and actual conventions of use remain to be worked out ii) it is not yet obvious that a fully worked out theory which best incorporates this stuff will be an extension of the BarwiseEtchemendy‑Austin formal account.

The step forward Barwise and Etchemendy have taken in providing flexible techniques for modelling circular propositions should not be underestimated. But there is much more to be learned; one cannot assume that the philosophical and descriptive account they appeal to is complete, perfectly in order and simply waiting to be completed by the set‑theoretic treatment they provide.

65This point‑ ‑that in certain cases the idea that stipulation can make something true is especially compelling‑is made especially sharply in the Chihara [13] discussion of his 'Sec Lib' example. Stipulation is discussed in connection with a priori truth in Horowitz [37] and [38]. See also my [73] for variations on the theme.

66 it iS useful to take up this point in connection with the principles of level assignment which are the substance of Burge's account of context change. Verity and the rest are specific to the trutb‑predicate leaving no latitude for extending the principles to other areas of language. Negation is in striking contrast: the examination of section 6 brought out that negated sentences serve a context‑changing function. The precise details remain to be developed, but that negated sentences do play such a role is beyond dispute. Cf. the work of Horn, Lakoff, Moser etc. for skirmishes over the details. So if we accept (as we should) that context change matters in the liar we should also recognise that the role of negated sentences in context‑change supports an account of the strengthened liar turning on the pragmatics of denial.

67 Some recent work is worth acknowledging and commending on this score. Koons [44] is an exceedingly illuminating exploration of the liar in connection with general issues of decision theory and mutual belief. McGee [53] also casts his net broadly over the logic of vagueness and truth.

68Consider, as one example, the recent flurry of research into 'deflationist conceptions of truth'. ([21], etc.) One version holds that the meaning of the truth‑predicate is given solely by: for every S, " 'S' is true iff S" is true. What of the obvious sticking point '(3) is true iff (3) is not true.'? This appears to share the intuitive 'rightness' of the 'snow is white' instance. (After all‑ isn't the problem with (3) largely just that (0) is not true iff (0) is true? But this instance cannot be true. This appears to serve up a critical experiment of sorts: if we can understand this case‑where normal assumptions about the connection between (apparent) analyticity and truth break down‑we can clarify how the meaning relations that seem to confer a distinguished status on the Tarski biconditionals are related to the truth‑value of such biconditionals. But the tendency has been in such investigations to shrug off the Tarski biconditionals with liar instances into the basket labelled 'somebody else's problem'. Of course, occasionally one must 'bracket' some problems to make headway with others, but this is not a general excuse for treating potential evidence as an obstacle to be skirted rather than as a source of orientation where little is available to navigate by.

691n support of the suggestion that this distinction emerges naturally in this context, it is worth observing that in McGee [53] a distinction is made between truth and definite truth. Though McGee's investigation runs through quite different byways than this paper does, the distinction drawn is essentially the positive version of the denial/assertion of a negation distinction.

70 The point that the notion of sense within a Fregean semantics carries a lot of weight (perhaps more than any one thing can carry) is, in one form or another, quite familiar. Among the places it can be found are Kaplan [40], [10] and [67]. 1 explore a related point in the appendix to my [76].
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