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Abstract
Here, I take alethic views of understanding to be all views that hold that whether
an explanation is true or false matters for whether that explanation provides under-
standing. I then argue that there is (as yet) no naturalistic defence of alethic views of
understanding in cognitive science, because there is no agreement about the correct
descriptions of the content of cognitive scientific explanations. I use this claim to argue
for the provisional acceptance of afactivism in cognitive science, which is the view
that the truth or falsity of an explanation of cognition is irrelevant to whether that
explanation provides understanding. I conclude by discussing the relation between
understanding in cognitive science and understanding in other domains.

Keywords Cognitive science · Understanding · Afactivism · Alethic ·
(Non-)Factivism

1 Introduction

I take alethic views of understanding to be all views that hold that whether an explana-
tion is true or false matters for whether that explanation provides understanding. Such
alethic views are popular—if not, entirely dominant—in the contemporary debate
about the understanding we gain from scientific explanations.1 Still, there is dis-
agreement about the relationship between the truth/falsity of an explanation and that

1 Here, I am concerned with scientific explanations in particular, but I will often use the term ‘explanation’
below for convenience.
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explanation’s capacity to provide understanding. More precisely, there is ongoing dis-
agreement about whether an explanation must be true in order for that explanation to
provide understanding.

In this paper, I argue that the contemporary debate about the relation between the
truth of an explanation and the understanding provided by that explanation misses
the point in the context of cognitive science, because there is (as yet) no naturalistic
defence of alethic views of understanding in this domain. This is the case, I claim,
because there is no agreement about the correct descriptions of the true—and, hence,
not idealized—content of cognitive scientific explanations. I use this claim to argue for
a provisional acceptance of afactivism in cognitive science, which is the view that the
truth or falsity of an explanation of cognition is irrelevant to whether that explanation
provides understanding. I conclude by discussing the relation between understanding
in cognitive science and understanding in other domains.

2 Alethic views of understanding: strict-factivism, non-factivism,
and quasi-factivism

In the present debate, there are three, alethic views of understanding available: fac-
tivism, non-factivism, and quasi-factivism. Factivists argue that we only arrive at
scientific understanding when we “grasp” a correct explanation (de Regt, 2009b;
Strevens, 2011; Trout, 2002). In this vein, Trout (2007, 585-586) claims that “sci-
entific understanding is the state produced, and only produced, by grasping a true
explanation.” Likewise, Strevens (2013, 1) argues that “An individual has scientific
understanding of a phenomenon just in case they grasp a correct scientific explanation
of that phenomenon.”

In contrast to factivists, non-factivists argue that we can arrive at scientific under-
standing when we “grasp” an explanation that is, strictly speaking, incorrect (Elgin,
2007, 2009). On this view, scientific understanding and truth come apart, because
scientific understanding can be provided by false explanations. A further view—quasi-
factivism—holds that the scientific understanding provided by an explanation is tied
to truth, but that this need not be the truth of the relevant explanation itself, because
the truth of judgements about the explanation are also relevant.

To get to gripswith the factivist, non-factivist, and quasi-factivist positions, consider
the following proposition:

(1) Scientific explanation p provides scientific understanding of x .

Where p is the base of understanding (the thing providing understanding) and x
is the object of understanding (the thing understood) (Rancourt, 2017).2 The first
thing to note is that all participants in the debate about the facticity of scientific

2 Note that the basis of understanding canbe, but neednot be, an explanation; and the object of understanding
can be, but need not be, an explanandum. Doyle et al. (2019), for example, argue that “the ideal gas law is
best interpreted as the object of understanding, with statistical mechanics serving as its proper basis.”
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understanding would (likely) assent to the claim that there are true explanations that
provide understanding.3 Thus, they will all at least assent to the following claim:

∃p∃x(T p ∧U (x, p)) (a)

Where T is the predicate ‘is true’ and U (x, p) is the binary predicate ‘scientific
explanation p delivers scientific understanding of x .’

According to “strict-factivism,” however, the base of understanding—e.g. the sci-
entific explanation p—must be true in order for (1) to be true, and this holds whether
we take p to be a single proposition or to be a conjunction of propositions (Doyle
et al., 2019). So, for the strict-factivist:

∀p∃x(T p ↔ U (x, p) (b)

According to Rice (2016, 85, my italics):

Among philosophers of science, it is widely accepted that understanding is fac-
tive in the sense that (at least some of ) the beliefs (or propositions) within one’s
understandingmust be true (Grimm, 2006, 2012;Mizrahi, 2012; Strevens, 2011,
2013).

This reference to “at least some” leaves open the question of how we are to differ-
entiate factivism from non-factivism, where the latter holds that there are at least some
cases where (1) is true and p is false.4 If p is a single proposition, then we can easily
make sense of the difference between factivism and non-factivism. But if we think of
p as a conjunction of propositions, then the difference is obscured, since p will be
false if only one of its conjunct is false, even if it remains the case that at least some of
its conjuncts are true. In any case, non-factivists defend a claim that strict-factivists
do not; namely:

∃p∃x(∼ T p ∧U (x, p)) (c)

Additionally, the non-factivist will assume what Doyle et al. (2019, 346) call the
“Parity Condition”:

The understanding of x resulting from either not accepting p or accepting amore
accurate proposition instead of p is not better than the understanding provided
by accepting p.

The central idea here is that “p provides understanding of x if and only if understanding
of x results from accepting that p.” So (c) can be modified to:

∃p∃x((∼ T p ∧ Ap) ∧U (x, p)) (c’)

3 I say ‘likely’ here, because, as we will see below, it is possible, but highly unlikely, that non-factivists
could reject this clam.
4 It is possible, but highly unlikely, that the non-factivist could hold that in all cases in which (1) is true p
is false, which would be to reject (a).
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Where A is the predicate ‘is accepted.’
“Quasi-factivists” reject this “Parity Condition” and hold instead that in our eval-

uation of the truth of (1) we should not conflate “understanding a model with
understanding the phenomena represented by a model,” because “a true proposition
describing a more complex relationship between [the model] and reality [can be] the
authentic basis of understanding” (Doyle et al., 2019, 348) (see Greco, 2013; Kvanvig,
2009; Mizrahi, 2012). We can call this putatively “authentic basis” p∗ and think of
it as a judgement about the explanation/model in question. Thus, quasi-factivists will
sometimes appeal to second-order propositions—e.g. p∗—to function as the basis
of understanding and account for how (1) can be true even when p is false and not
(entirely) accepted.

The idea is that p∗ will be a second-order proposition—e.g. that ‘p is approximately
true’ or that ‘p gives us a better grasp of the correct explanation’—, which provides
better understanding in virtue of being more accurate than p. To make sense of this,
consider the following example from Greco (2013, 297):

let p be that it is 3 o’clock. We are happy to say, ‘S knows that p,’ even when p
is strictly false, because it is in fact 3:01. Why? Because p is ‘true enough.’

Here, the quasi-factivist argues that even though p is false and so is not (entirely)
accepted, a second-order proposition about p—namely p∗: ‘p is true enough’—is
true and so is accepted. The idea of quasi-factivism, then, is that when we say that a
false scientific explanation, p, provides understanding of x , we really mean that we
gain understanding of x from some authentic basis, p∗, which makes a true judgement
about p (e.g. that p is true enough). Thus, the quasi-factivist claims that in every case
where (1) is true either:

∃p∃x(T p ↔ U (x, p)) (d)

Or:
∃p∃p∗∃x((∼ T p∧ ∼ Ap) ∧ (T p∗ ∧ Ap∗) ∧U (x, p∗)) (e)

3 Scientific understanding and idealization

There are, then, key differences between the strict-factivist, non-factivist, and quasi-
factivist positions. Still, all accept that most–if not all—scientific explanations do not
represent the world as it really is, because they employ idealizations that are, strictly
speaking, false (Odenbaugh, 2011, 1187). As Rice (2016, 82-83) explains:

idealizations are known to be false assumptions—they deliberately misrepresent
or distort the features of real-world systems. [...] The general idea is that, given
that our best models and theories contain known to be false assumptions, even
if they make accurate predictions we have little reason to believe they are true.

According toWeisberg (2007, 639-646), idealization involves “the intentional intro-
duction of distortion into scientific theories.” The aim of idealization might be to
simplify theories in order to make them computationally tractable (so-called Galilean
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idealization), to facilitate the construction of theoretical models that include only the
core causal factors which give rise to a phenomenon (so-called Minimalist idealiza-
tion), or to facilitate the construction of “multiple related but incompatible models,
each of which makes distinct claims about the nature and causal structure giving rise
to a phenomenon” (so-called Multiple Models Idealization).

In the literature on scientific understanding and idealization, the most discussed
example concerns scientists’ false assumption that systems consist of a number of
identical non-interactingparticles in certain derivations of the ideal gas law in statistical
mechanics (cf. Doyle et al., 2019, formore detail). But idealizations abound in science.
For example, there are idealizations that appeal to entities that do not exists (such as
fully rational agents in economics or frictionless planes in physics) or idealizations
that subtract important worldly elements from their accounts—e.g., long range inter-
molecular forces in thermodynamics.

It is helpful to consider how each of the views on understanding introduced in the
previous section respond to thewealth of evidence for idealization in science. Consider
strict-factivism to begin with. At first blush, strict-factivism may appear to be a non-
starter, because we would then have to accept that scientific understanding is scarce
or non-existent, because most—if not all—explanations are, strictly speaking, false.
However, some have argued that this “idealization argument” against strict-factivism
can be diffused if we accept that idealizations “permit the recovery of true content
even if an agent is unaware of the idealized nature of the model or theory” (Ross,
2023, 761).

The key idea here is that “understanding is an epistemic state that requires a subject”
and that idealizations are useful and convenient “tools for eliciting true beliefs that
facilitate understanding of their objects” (Ross, 2023, 766). One can then argue that
strict-factivism is not undermined by idealization in science, because “only the truths
we extract from [scientific explanations] are elements of the content of our under-
standing” (Lawler, 2021, 6859). For example, that in optimality models in biology
it is only the extracted true beliefs—e.g. ‘Natural selection will tend to favour crows
which optimise calorific gains when foraging over thosewhich are profligate with their
energy—and not the extracted false beliefs—e.g. ‘All crow flight is horizontal’—that
engender understanding.

Non-factivist, on the other hand, take the presence of idealizations as confirmatory
of their view (see Potochnik, 2017). For instance, Doyle et al. (2019, 352) claim to
show that some idealized—and so false—scientific models provide us with scientific
understanding, because they provide uswith four cognitive goods: simpler calculation,
highlighting irrelevancies, explanation, and constructing new models. The upshot,
then, is that non-factivism is bothmotivated andplausibly substantiated by the presence
of idealization in science.

Quasi-factivists demur. They try to circumvent the problem of idealization by shift-
ing the attention away from idealized—and so false—explanations and towards true
judgements about those idealized explanations. Strevens (2013, 512), for instance,
argues that:
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idealizations that appear to make some false assumption about the world—for
example, the assumption that there are no long-range intermolecular forces (in
the ideal gas model) [...]—in fact make true claims about difference-making.
When used to explain the approximate truth of Boyle’s law, for example, the
ideal gas model, when it sets long-range intermolecular forces to zero, is in fact
saying, when properly interpreted, that long-range intermolecular forces make
no difference to the law’s approximately holding.

Strevens’ (2017, 42) view is that “Idealizations help us to understand a phenomenon
bygivingus abetter graspof a correct explanationof the phenomenon.”Moreprecisely,
Strevens claims that idealizations help us to truthfully model those factors—and only
those factors—that make a difference to bringing about the explanandum (e.g. gas
expansion in the case of the ideal gas law). Thus, for Strevens, it is our true judgements
about the truth-tracking features of idealizations that provide the authentic base of
understanding (e.g. p∗) and not the idealized—and so false—explanations (e.g. p)
themselves.

4 Describing science

Myaimhere is not to resolve the debate between strict-, non-, and quasi-factivists about
the implications of idealization in science. Rather, I want to put forward an alternative
position altogether (in the context of cognitive science): afactivism.However, to justify
thismove it is necessary to first defend a specific claim; namely, that given the presence
of idealization in science, we will only be able to make progress in the debate between
strict-, non-, and quasi-factivists when we agree on the descriptions of the content of
the relevant scientific explanations.5

To describe the content of a scientific explanation is to give some account of the
nature and structure of the content of that explanation. For example, onemight argue, in
accordance with the Deductive-Nomological Model, that explanatory content consists
of two “constituents”: an explanandum “describing the phenomenon to be explained”;
and an explanans, which is “the class of those sentences which are adduced to account
for the phenomenon” (Hempel & Oppenheim, 1948, 137). Alternatively, one might
argue, in accordance with the Causal Mechanical model, that explanatory content
consists of (bodies of) information that trace(s) the causal processes and interactions
leading up to the event to be explained (see Salmon, 1984).

These coarse-grained descriptions reflect our attempts to describe explanatory con-
tent in a way that abstracts away from the contextual features of explainers and their
audiences. When I speak of descriptions of explanatory content hereafter, however, I
will be referring to something more specific: our specification of some feature of the
explanatory content—be that a (set of) proposition(s) or body of information—as an

5 I will focus here on scientific explanations for convenience only and I do not deny that there are a range
of other scientific products that could also be described. For example, laws and principles, classification
schemes, methods, practices, measures, devices and materials, model organisms etc.
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idealization or not. I do not want to take a stand on whether these features are part
of a “structural” description of explanatory content or if they are contextual (and it
does not matter for my argument below). But I do want to say that our descriptions
of these features are crucially important for the debate about facticity of scientific
understanding.

There are compelling reasons for thinking that this claim must be true. The first
is that the debate between strict-, non-, and quasi-factivists is about the understand-
ing provided by exactly those things—e.g. idealizations etc.—that form part of the
explanatory content of scientific explanations. It seems evident, therefore, that to
make progress in a debate about the facticity of the explanatory results of science
we must be able to agree on the description of the idealized content of scientific expla-
nations. If this were not true, then it would not be clear that we are discussing the same
understanding-providing thing.

The second—and more important—reason is that the descriptions of the idealized
content of scientific explanations really matter. To make this point concrete, consider
a scientific explanation p, whose content can be given description a or description
b, where a �= b and both a and b take a view on the idealizations undertaken in p.
Furthermore, suppose that we cannot agree about whether to endorse pa or pb, where
both take different views on the idealizations included in explanatory content of p.
The problem, then, is that it is not clear that we mean the same thing when we say that
p provides understanding, because we cannot be sure if we are referring to pa or pb
respectively.

This point brings into focus the problem with recent attempts to defend strict-
factivism by arguing that idealizations are useful and convenient tools for extracting
true beliefs, and that only true beliefs engender understanding (see Lawler, 2021; Ross,
2023). This view implies that we can only make sense of what is understood in any
instance—i.e. the content of understanding—if we can separate out the true and false
beliefs that have been extracted from the relevant explanation. But then it follows that
insofar as we cannot agree about whether to endorse pa or pb, we will be unable to
agree about what is, in fact, understood.

To be clear: it will not help here to say simply that “true [extracted] beliefs that
facilitate understanding of their objects,” because we will not be able to agree on what
the objects are in virtue on not being able to agree on what the extracted true beliefs
are. For illustration, suppose that we cannot agree about whether the extracted belief
that ‘All crow flight is horizontal’ is (pa) or is not (pb) part of the idealized content
of the optimality model proposed by Zach (1978). It follows that we cannot agree
about whether this belief is true or false. According to “extractive” strict-factivism,
therefore, we would not be able to say whether the object understood is, for instance,
<crows that drop whelks and optimise calorific gains>, or <crows that drop whelks,
optimise calorific gains, and only fly horizontally>.6

In this way, the presence of disagreements about how to describe the idealized
content of scientific explanations forces the extractive strict-factivist to accept that, in
those cases where we disagree, we do not know what we understand even when we
can assume that we do, in fact, understanding something (since at least some of the

6 Here, I use <> to denote objects for convenience.
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extracted beliefs are plausibly true). Thus, if we endorse extractive strict-factivism,
then thepresenceof disagreements about how todescribe the idealized content of scien-
tific explanations risks making many instances of understanding mysterious, because
then extractive strict factivism amounts nothing more than a theory of understanding
in abstraction, clinging to the notion of truth, but silent on the non-alethic details about
what is actually understood.

And disagreements about how to describe the idealized content of scientific
explanations also present a problem for non-factivist and quasi-factivist views of
understanding. This is the case because we need to decide between pa or pb to identify
which features of p are idealized. And without identifying which features of p are
idealized, we will not be able to determine, for example, whether it really is the case
that “Idealizations help us to understand a phenomenon by giving us a better grasp of
a correct explanation of the phenomenon.”

Consider as another toy example the ideal gas law. The assumption in the liter-
ature has been that all can agree on the correct description of the idealized content
of this explanation and that the debate between strict-, non-, and quasi-factivists is
simply about whether a particular idealization—e.g. that particles in an ideal gas do
not interact—provides understanding. Strict-factivists hold that the idealization does
not provide understanding, because only extracted true beliefs provide understand-
ing. Non-factivists hold that this “strictly false proposition may provide the greatest
understanding of ideal gases.” And quasi-factivists hold that:

it is not the falsehood, particles in an ideal gas do not interact, that provides
understanding. Rather, a true proposition describing amore complex relationship
between this proposition and reality is the authentic basis of understanding the
ideal gas law (Doyle et al., 2019, 348-349).

But suppose, for illustration, that we could not agree on the correct description
of the idealized content of this explanation, and that some held that the proposition,
particles in an ideal gas do not interact is an idealization (pa) and others held that it
is not (pb). In this scenario, there would be no way to establish either non-factivism
or quasi-factivism without first taking a (disputed) stance on the correct description
(e.g. without making a choice between pa or pb), because establishing (and refuting)
either position requires first that we take a stance on the nature of the proposition(s)
providing understanding.

5 Naturalism and normativity

To an extent, this kind of worry has been pre-empted by Doyle et al. (2019, 345-346),
who complain that debates about the facticity of scientific understanding:

have suffered from confusions about the relevant science, as well as from con-
ceptual confusions [...] the proper corrective [for which] is both naturalistic and
normative: better descriptions of the science, and more careful analytical work.
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Still, their working assumption is that “careful analytical work” will play an equally
important role when it comes to deciding between strict-, non-, and quasi-factivism.

Now, one may argue that there is no way to arrive at descriptions of the con-
tent of scientific explanations without also engaging in normative analysis of some
kind. But even if this is true, we must ensure that this kind of normative analysis
is clearly divorced from the normative analysis that aims to defend strict-, non-, or
quasi-factivism. If we do not keep these two kinds of normative analysis separate,
then we cannot be sure that our descriptions of explanatory content are not tailored
to positions in the facticity debate. For example, descriptions that countenance some
putative, understanding-providing idealization and so support non-factivism.

I do not mean to deny, therefore, that normative analysis can be of value when we
are coming to agree on the descriptions of explanatory content. For example, in the
case of the ideal gas law, where all have come to agree that the proposition, particles
in an ideal gas do not interact, is an idealization. I do, however, want to argue that
the success of normative analysis that aims to defend strict-, non-, or quasi-factivism
will depend upon us first coming to agree on the correct descriptions of explanatory
content, because only then can we be sure that all can accept the conclusions of the
facticity-relevant normative analysis in question.

The point here is that the relevant normative analysis in the facticity debate will
only make sense—and be compelling—against the backdrop of a consensus about
the descriptions of the relevant explanatory content. In terms of the example above,
it would make little sense to engage in normative analysis to defend strict-, non-,
or quasi-factivism while there remains a tension between pa and pb, because this
normative analysis will only be convincing to all when tied back to a description of
the relevant explanatory content that all can accept. Without this agreement, the basis
of any normative analysis that defends strict-, non-, or quasi-factivismwill be disputed
and, hence, the work itself unconvincing.

Note, that I am not arguing that we should abandon philosophy of science alto-
gether. Rather, I am arguing that any normative analysis defending strict-, non-, or
quasi-factivism must proceed from an uncontested normative analysis that specifies
the relevant descriptions of the explanatory content of scientific explanations. Thus,
we have two, separate kinds of analysis aligned to two, separate kinds of debates:
normative analysis aligned to debates about understanding and normative analysis
aligned to debates about how to describe the content of scientific explanations. My
claim is that we cannot hope to successfully (and impartially) carry-out the former
until we have agreement about the latter.7

One may, of course, dispute this point, but then one is forced to admit that it is
perfectly acceptable for our theories of scientific understanding to contaminate our
descriptions of the content of scientific explanations. This, it seems clear to me, is to
challenge the objectivity of science. More specifically, it is to hold that philosophers

7 There is a further question as to whether both kinds of analysis count as instances of philosophy of science
(although the latter surely does), but this is merely a semantic issue that has little, if any, bearing on my
argument.
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of science are within their rights to interpret the products of science in such a way that
coheres with their preferred—and, hence, subjective—account of how those products
provide us with understanding. Such a move strips science of its capacity to function
as in independent arbiter in the dispute and so should be rejected out of hand.

Thus, I contend that all must accept that progress in the debate between strict-, non-,
and quasi-factivists depends upon first coming to an agreement about descriptions of
idealized explanatory content, whether this involves normative analysis divorced from
the facticity debate or not. I call this position conscientious naturalism.8 This kind of
conscientious naturalism might well already be at play in the discussion of the ideal
gas law, because there is no disagreement there about the description of the relevant
explanatory content. The problem, however, is that not all cases are so easy.

6 Idealization in cognitive science

Those writing on scientific understanding and idealization have focused on a number
of examples from science. For instance, the ideal gas law from statistical mechanics.
Notably, however, no one in the debate has yet engaged closely with examples from
cognitive science, which is surprising since all seem to agree that understanding is a
cognitive achievement. As Elgin (2009, 35, my italics) puts it “Understanding, then,
is in the first instance a cognitive relation to comprehensive, coherent sets of cognitive
commitments.”9

There is, perhaps, a reason that no one in the debate has engaged with examples
from cognitive science: because there is little agreement within cognitive science
about where idealization has occurred. Consider the case of mental representa-
tions, which are ubiquitous in (folk-)psychology.10 Coelho Mollo (2020) argues that
“cognitive representations are part of an idealized explanatory model.” This view

8 This term was first coined by Doyle et al. (2019), but my usage is somewhat different to—and more
demanding than—theirs.
9 Elgin defends non-factivism, but quasi-factivists like Strevens (2013) also “analyze understanding [...] as
a certain kind of (externally valid) mental state.”
10 A representation is commonly taken to be an object with semantic properties (content, reference, truth-
conditions, truth-value, etc.), which is just to say that the representation is about something other than
itself and that the representation can more accurately/truthfully etc. stand in for that thing. A number of
objects plausibly fall into this category, including some of the products of science, such as models, theories,
equations, and even, say, X-ray pictures.
Here, I am referring to a subset of all plausible representations: mental representations. There is a long
standing debate about the structure or format of mental representations (cf. Machery, 2009; Prinz, 2002;
Taylor & Vosgerau, 2021), but, for our purposes, it suffices to think of mental representations as mental
objects with semantic properties. Such mental objects—which may include thoughts, concepts, ideas, rules,
schemas, or images—are objects that are constitutive of cognitive or mental systems; e.g. brains/minds.
Thesemental representations are said to be retrieved andusedbybrains/mindswhen theyundertake cognitive
tasks such as, say, categorisation, inductive and deductive reasoning, and perception. With this said, it
may be helpful to note that some of the products of cognitive science—e.g. theories, models—may be
representations that are (allegedly) about mental representations, because these representations are about
the brain/mind.
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is consistent with the position defended by Egan (2014) and would, perhaps, be
accepted by non-representationalists such as Hutto andMyin (2017). However, robust
representationalists—such as Nanay (2019) and Shea (2018)—would deny that rep-
resentations are mere idealizations.

Still, one might argue that little agreement does not equate to no agreement. But
while it is true that there is limited agreement about the presence of idealization in
cognitive science, there is no agreement about the scope of idealization in cognitive
science. To see why, consider the case of Bayesian cognitive science (see Chater &
Oaksford, 2008; Clark, 2013a; Colombo & Hartmann, 2017; Taylor & Sutton, 2021).
According to Chater et al. (2011, 194):

The essence of Bayes is the commitment to representing degrees of belief with
the calculus of probability. By adopting appropriate representations of a prob-
lem in terms of random variables and probabilistic dependencies between them,
probability theory and its decision-theoretic extensions offer a unifying frame-
work for understanding all aspects of cognition that can be properly understood
as inference under uncertainty: perception, learning, reasoning, language com-
prehension and production, social cognition, action planning and motor control,
as well as innumerable real-world tasks that require the integration of these
capacities.

Now, most would accept that the application of Bayes rule in cognitive science is an
idealization, because “the Bayesian analysis abstracts away from mechanism—which
presumably differs in detail between verbal reasoning, perception, and human and
animal learning” (Chater et al., 2011, 196). However, it would be much too quick to
say that we therefore have agreement about the scope of idealization in these cases,
because all Bayesian approaches posit representations (of degrees of belief). Are these
representations idealizations as well? The answer to this question is unclear. So while
all may agree that there is some idealization in the case of Bayesian cognitive science,
there is (as yet) no agreement about the scope of idealization.

And this concern is ubiquitous in cognitive science. Consider explanations in (cog-
nitive) neuroscience. For example, explanations of image compression in the retina
involving first “photoreceptors” and then, after multiple processing stages, retinal
ganglion cells (RGCs). According to Thomson and Piccinini (2018, 200):

While neuroscientists rarely say that individual photoreceptors represent the
visual world in primary research publications (Baylor, 1987; Korenbrot, 2012),
oncewe reach the RGCs, such attributions are pervasive (Li et al., 2014; Roska&
Werblin, 2001; Soo et al., 2011; Wandell, 1995). That is, once we reach neurons
with receptive fields that compactly encode information about a relatively high-
capacity stimulus space, the language of representation is used frequently.

While Thomson and Piccinini are adamant that such neural representations are not
merely idealizations, recent debates in the literature show that this issue is far from
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settled (see Egan, 2014). So, again, we find that there is no consensus about the scope
of idealization in cognitive science.

It is important to briefly address one concern here: that my analysis of cognitive
science is too superficial and that amore extensive discussion is required to substantiate
the conclusion that there is little agreement about where idealization has occurred in
cognitive science. Rebuttals of this kind are cheap and commonplace in the literature.
But the concern carries little weight here, because an extensive discussion of the
intricacies of various cognitive scientific explanations would be superfluous. The point
can be made in only a few words: talk of mental representations abounds in cognitive
science (see Fusco 2023; Ishikawa and Senju 2023; Li et al. 2023; Yu et al. 2023, as
only a few, recent examples) and yet there is no consensus about if—and, if so, to
what extent—this talk counts as an idealization (see Taylor, 2022a, as an account of
how to move beyond this in tractable debate).

7 Alethic failures in cognitive science

What I have said in the preceding section leads to a general problem; namely, that in
cognitive science there is no agreement about the scope of idealization even though
there is agreement that idealization is taking place. If we aim to be “conscientious
naturalists” (as I have argue above that we should), then this is highly problematic
for the debate between strict-, non-, and quasi-factivism in this domain, because there
is no agreement about descriptions of the relevant explanatory content in cognitive
science. In short: when it comes to describing (the scope of) true or false explanatory
content in cognitive scientific explanations, there is no agreement to be found (Doyle
et al., 2019, 363). This is clearly disanalogous to the case of, say, the ideal gas law.

As a result, we are unable to identify which judgements about the idealizations of
cognitive science are true, because there is no agreement about the idealizations in
the first place. For example, we will be unable to determine if the judgement ‘positing
representations (of degrees of belief) allows us to make true claims about difference-
making’ is true. Thus, there is no way to appeal to cognitive scientific explanations to
establish “extractive” strict- factivism or quasi-factivism, because there is no agree-
ment about the scope of idealization in these explanations and, hence, no agreement
about whether it is extracted true beliefs or our true judgements about idealizations
that provide the authentic base of understanding (e.g. p∗) in this context.

And since we cannot agree on the scope of idealization in cognitive scientific
explanations, there is also no way to establish non-factivism, because there is no
way to establish the claim that false cognitive scientific explanations can provide
understanding. This follows because we do not agree about which aspects of these
explanations are false. For example, in the case of Bayesian cognitive science, we
cannot agree on which part of the explanatory content is idealized (and so false)
(cf. Mandelbaum, 2019; Mandelbaum et al., 2020). And without being able to agree
in this regard,we cannot hope to establish the non-factivist claim that false explanations
provide understanding.
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Still, one may argue that progress is possible if strict-, non-, and quasi-factivists
can agree among themselves about the scope of idealization in cognitive science. But
this line of reasoning is confused, because those who come to agree on the scope of
idealization in cognitive science cannot see themselves first and foremost as strict-,
non-, or quasi-factivists, because then there is no guarantee that the descriptions of
cognitive scientific explanations they favour are not biased towards their preferred
position in the facticity debate.11 What we require, then, is an impartial agreement on
the scope of idealization in cognitive science.

The surest route to an impartial agreement on the scope of idealization in cognitive
science is by undertaking a normative analysis of cognitive science. But this is exactly
what philosophers of cognitive science are in the business of doing and, as I have
shown above, the conclusions of this normative, analytic project thus far are clear:
there is no agreement about the scope of idealization in cognitive science. The point,
therefore, is that there is no robust, impartial consensus for the facticity debate to work
from, and we cannot accept a consensus that strict-, non-, and quasi-factivists have
establish for themselves.12

At present, this applies to descriptions of all explanations of cognition, because
there is yet no agreement about which aspects of those explanations are idealized. To
some, this argument may seem much too quick. But my recommendation to them is
take a closer look at the relevant (philosophy of) science, where ongoing and fractious
debates about, e.g., positing representations (cf. Chemero & Silberstein, 2008; Nanay,
2019), explanatory autonomy (cf. Churchland, 2013; Weiskopf, 2017), and the nature
of cognition itself (Kaplan & Craver, 2011; Meyer, 2020) continue unabated. The
point is simple: given the lessons of contemporary cognitive science, the agreement
required to uphold conscientious naturalism is nowhere to be found.

8 Afactivism about understanding in cognitive science

I have argued that we cannot (yet) hope to establish either strict-, non-, or quasi-
factivism by appeal to the relevant cognitive science, because there is (as yet) no
agreement about the scope of idealization in cognitive scientific explanations. As a
result, I claim that the conscientious naturalist should (for now) abandon alethic views
of understanding in cognitive science and provisionally defend afactivism, which holds
that:

Afactivism about Understanding Cognition Cognitive scientific explanation p
provides understanding of x iff p is
accepted, regardless of the truth or
falsity of p.

11 Note, however, that I am not claiming that strict-, non-, and quasi-factivists must necessarily disagree
about the correct descriptions of cognitive scientific explanations, but only that this disagreement must be
resolved prior to engaging in the dispute between strict-, non-, and quasi-factivism.
12 As further support for this point, consider an ardent factivist, who could, contra any agreement between
strict-, non-, and quasi-factivists, take the view that successful scientific explanations involve no idealization
at all.
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In the terms presented in Section 1, afactivism holds that, in cognitive science, in
all cases where (1) is true:

∀p∃x(Ap ↔ U (x, p)) (e)

Here, the use of “all” (e.g. ∀) is provisional, because itmight eventually be possible to
arrive at a consensus about the correct description of (some of) the relevant explanatory
content in cognitive science. In this scenario, afactivismwould be undermined, because
it would be possible to refer to those descriptions to get to work establishing either
strict-, non-, or quasi-factivism (as is putatively the case with the ideal gas law). This
is exactly what conscientious naturalism would dictate, but, as I have shown, this
agreement is nowhere to be found in cognitive science at present and so we will be
unable to establish alethic views of understanding in that domain.

The key idea of afactivism is that we think of the understanding provided by cog-
nitive scientific explanations as having a functional role that does not depend on those
explanation’s truth or falsity, but only on their being accepted. One open question is
what it means to accept an explanation. Here, I follow van Fraassen (1980, 88) by
taking that view that acceptance involves:

a commitment to the further confrontation of new phenomena within the frame-
work of that theory, a commitment to a research programme, and a wager that
all relevant phenomena can be accounted for without giving up that theory.

Furthermore, I follow Doyle et al. (2019) in making a distinction between accep-
tance and belief. On their non-factivist view:

the relevant difference is that it is sometimes rational to accept propositions
known to be false if including these propositions among one’s premises serves
certain context-specific purposes,while it is never rational to believe propositions
known to be false.

The afactivist will accept an almost identical claim, albeit with all talk of falsity (or
truth) removed. So, for the afactivst, it will be rational to accept propositions with
an unknown truth-value if including these propositions among one’s premises serves
certain context-specific purposes, while it will never rational to believe propositions
with an unknown truth-value.13

The purposes I have in mind here may be pragmatic or practical. For instance,
understanding a cognitive scientific explanation may help us to use that explanation
to make better predictions, refine problems to be solved, make better specifications of
the explananda, or control some target system.14

13 Note that this does not imply that afactivists will never believe any explanation, because all scientific
explanations will be constituted by sets of propositions of which some—e.g. human beings have cognitive
systems—will have a determinate truth-value. It will be perfectly rational for the afactivist to believe in
these aspects of any explanation.
14 There is no space here to provide a detailed theory of purposive rationality as applied to acceptance.
But there are some features that we can assume that any viable theory must possess. For example, that it
is not rational to accept an inconsistent set of propositions for the same purpose. When trying to predict or
control the behaviour of an ideal gas, for instance, it would not be rational to accept the proposition that
particles in an ideal gas do not interact if one also accepts the proposition that ideal gases are constituted
by interacting particles.
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As an example, considerBayesian cognitive science yet again.Wehave seen already
that there is no agreement about the extent of idealization in Bayesian exaplanations
of cognition and, hence, that there is no agreement about what is true or false about
these explanations. However, Bayesian explanations have still been said to:

provide a unifying framework for explaining the inferences that people make in
different settings (Griffiths et al., 2010, 36).

And it has been argued that:

the primary ‘added value’ of these [kinds of Bayesian] models is that they bring
perception, action, and attention into a single unifying framework. They thus
constitute the perfect explanatory partner [...] for recent approaches that stress the
embodied, environmentally embedded, dimensions of mind and reason (Clark,
2013a, 201).

Clearly, understanding is involved here; for instance, understanding of unified phe-
nomena or explanatory relationships. But what matters for this understanding is not
the extent of idealized explanatory content, but whether the explanations are accepted
and useful. That is, whether they have “value.”

In the context of cognitive science, therefore, the advantage of afactivism is clear:
it allows us to do what alethic views—i.e. strict, non-, and quasi-factivism—cannot;
namely, take a stand on the understanding provided by cognitive scientific explanations
even when we are faced with explanations that lack determinate truth-values. This is
the case because the question of whether a cognitive scientific explanation provides
understanding will depend only upon whether that explanation is accepted and used.
And whether an explanation is accepted and used is, ultimately, an empirical question
to be decided by studying the practices of cognitive science itself.

Afactivism, then, is not curtailed by conscientious naturalism in the same way as
strict-, non-, and quasi-factivism, because the need to describe explanatory content
is downplayed. Instead, the focus is on cognitive scientific practice itself; that is, the
practice of accepting andusing cognitive scientific explanations.Of course, the studyof
cognitive scientific practice may involve some normative analysis of its own, because
such work may be necessary to establish when an explanation has been accepted and
used, and in what way. But this analysis will be independent of the debate between
strict, non-, and quasi-factivists, since the question of idealized content does not occur.

This appeal to scientific practice is the only science-based methodology that can
gain traction at this timewhen considering understanding in cognitive science, because
the science itself is rife with uncertainty about the alethic status of its explanations. But
this should not cause us to abandon talk of understanding nor to commit ourselves to
an alethic view that cannot yet be naturalistically justified. Rather, we should endorse
afactivism and tie our talk of scientific understanding to non-alethic criteria. A good
naturalist is left with no other choice.
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9 Afactivism, facts, and problems

Afactivism about understanding cognition is the view that a cognitive scientific expla-
nation p provides understanding of x iff p is accepted, regardless of the truth or
falsity of p. For afactivism, then, the focus is on acceptance, which is constrained by
rationality and which should be in the service of context-sensitive purposes. Still, one
may wonder how afactivism differs from other theories of understanding that have
recognised the problems that accrue when we tie understanding to truth. For exam-
ple, Elgin’s (2007, 41) “non-factive account in which felicitous falsehoods figure in
understanding by exemplifying features that they share with facts.”

On closer inspection, however, afactivism differs from Elgin’s account in some
crucial respects. Elgin (200733, 35) states that “Pretty plainly, understanding somehow
answers to the facts” and that “The issue that divides factivists and non-factivists is
not whether understanding must answer to the facts, but how it must do so.” And this
focus on facts is important, because it illustrates that Elgin’s account is still operating
within an alethic paradigm. This is most perspicuous in Elgin’s (2004, 116, my italics)
discussion of acceptance, where she argues that “To accept that p [· · · ] is to take it
that p’s divergence from truth, if any, is negligible. In that case, p is true enough”
(Elgin, 2004, 116) (see also Elgin, 2017).

Thus, for Elgin (2004, 116), “understanding is not indifferent to truth,” because the
justification for idealizations in science is that they “figure in accounts that make sense
of the facts.” On Elgin’s (2007, 38) account, therefore, understanding is “grounded
in fact,” since idealizations are taken to afford understanding only insofar as they
furnish “epistemic access to matters of fact that are otherwise difficult or impossible
to discern.” Afactivismmakes no such restriction about the capacity of idealizations to
provide understanding, because afactivism eschews all talk of facts (and truth/falsity),
since such talk results in an impasse when we cannot agree on the correct descriptions
of idealized content.

Now, Elginmayworry that this “make[s] the world safe for postmodernist claptrap”
by permitting understanding from “flagrantly false” explanations (I will return to this
concern in the section on objections below). But this worry only makes sense if one
insists on viewing the issue through the lens of alethic theories of understanding
(hence the worry about false explanations providing understanding). Afactivism is the
explicit—if provisional—rejection of this perspective (in cognitive science), which
follows from the recognition that all present talk about the (scope of the) true/false
content of cognitive scientific explanations is contested.

Still, one may insist that understanding ought to be tethered to the facts (and,
indirectly, to truth). But, as I have explained above, in some domains (e.g. cognitive
science) this claim—which amounts to a stubborn defence of the alethic paradigm—
leads to an impasse and to the rejection of conscientious naturalism. Moreover, there
are open questions about what facts are and even if we should permit facts into our
ontology at all (see Betti, 2015). And, insofar as talk of facts is tied to truth, there
are further questions about what truth is, as exemplified by long-standing and highly
contentious debates between, say, correspondence (David, 2018), coherentist (Young,
2001), and contextual (Chang, 2012; Massimi, 2018) theories of truth.
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It is notable that anti-alethic positions have already been developed in other
domains. Consider, for example, discussions of scientific success and/or progress (of
which achieving understandingmaybe a part). In that context,Kuhn (1970, 164) argues
that scientific progress has nothing to do with truth, but is rather the increase of “both
the effectiveness and the efficiency with the group as a whole solves new problems.”
Similarly, Laudan (1981, 145) argues that “science progresses just in case successive
theories solve more problems than their predecessors” and Shan (2022, 745) argues
that “Science progresses if more useful research problems and their corresponding
solutions are proposed.”15

These anti-alethic, “functional” theories of scientific progress are based on the
acceptance of problem-definitions and problem-solutions. Afactivism about under-
standing is also based on acceptance that is rational and serves context-sensitive
purposes. It is clear that problem-defining and problem-solving may be one such
purpose, but afactivism does not restrict purposes to problem-defining and problem-
solving alone. Other purposes may include, for example, the making of predictions
or controlling relevant systems (see Taylor, 2022b for a discussion of how theories of
concepts might support such purposes). As such, despite clear affinities, afactivism
about understanding is a more permissive anti-alethic position than the anti-alethic
positions developed to account for scientific progress.

10 Objections and replies

There are three obvious concerns with afactivism. The first is that afactivism pulls
apart understanding and truth, and so leaves open the possibility that understanding
is a mere subjective experience. In response, it is worth stressing that afactivism is a
view about understanding and not about truth. In fact, afactivism remains neutral on
the correct theory of truth. As such, the afactivist need not deny that there are absolute
truths (although they could), because an afactivist could allow for two contradictory
explanations to both provide understanding, while still maintaining that only one of
the two explanations is (approximately) true.

Moreover, the concern that afactivism takes understanding to be mere subjective
experience unfounded. In fact, the afactivist can agree with de Regt (2009a, 587) (and,
e.g., Trout (2007)) that:

the psychological sense of understanding has no epistemic function: a subjec-
tive feeling of understanding is neither necessary nor sufficient for scientific
understanding of a phenomenon.

15 There are different accounts of what problem-solving entails. According to Shan (2022, 746), “Kuhn
suggests that puzzle-solving is an activity of looking for a solution which is sufficiently similar to a relevant
paradigmatic problem-solution, while Laudan argues that a problem P is solved by a theory T if T entails an
approximate statement of P .” In contrast, Shan argues that we can, at best, specify a “common recipe” for
problem-solving, which involves intertwined activities such as experimentation, conceptualisation, hypoth-
esization, and reasoning.
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For the afactivist, understanding has a non-alethic functional role that does not depend
on the truth or falsity of explanations. However, this functional role is still tied to
purposes and not mere subjective feeling, and may even be epistemic if we do not
think that truth has exclusive value in our epistemic lives (cf. David, 2005).

The second obvious concern is that afactivism makes understanding relative to
accepted explanations, such that one individual may gain understanding by accepting
an explanation, but another individual may lack understanding by not accepting the
same explanation. However, it is already widely accepted that the intelligibility and
use of an explanation are crucial for achieving understanding. In this vein, de Regt
(2009a, 595) claims that:

of two peoplewho possess exactly the same theories and background knowledge,
one may achieve understanding of a phenomenon while the other does not.
Accordingly, scientific understanding is not completely objective, that is, it is
not fully independent of the subject.

I follow this line of reasoning and hold that worries of relativism are unfounded, since:

Skills are acquired within a community and assessed by that community, which
guarantees that judgments based on skills are not arbitrary.

In the case of afactivism, the relevant “judgments based on skills” are, of course,
judgements of acceptance. For example, without adequate skill in the mathematics of
imaginary numbers, one is unlikely to be able to accept (and understand) that i2 = −1.

Thefinal concern is that afactivismdoes not directly challenge strict-, non-, or quasi-
factivism, because there must be a fact of the matter about whether understanding
is provided by extracted true beliefs, false explanations, or true judgements about
idealization, even if we tie understanding to acceptance. But this concern is, again,
misplaced, because I have not argued for afactivism by claiming that strict-, non-,
or quasi-factivism are incorrect. Rather, I have suggested that we must provisionally
defend afactivism in the context of cognitive science until we reach a consensus about
the scope of idealization, because such agreement is required to establish either strict,
non-, or quasi-factivism.

Thus,my claim is that afactivism should be endorsed for the timebeing by thosewho
prioritise the lessons of contemporary cognitive science over speculations about what
lessons a mature cognitive science will disclose. Of course, strict-, non-, and quasi-
factivists may argue that they are not worried by our inability to conclusively identify
idealizations at this time, but to take this view is to turn one’s back on conscientious
naturalism as a philosophical methodology. So for those who genuinely aim to to be
conscientious naturalists about our understanding of cognition, afactivism is the only
option available.

11 Understanding cognition and understanding elsewhere

My argument in this paper has been that, for now, we should abandon alethic views
of understanding and provisionally defend afactivism in cognitive science. However, I
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have not argued that we should provisionally defend afactivism elsewhere. The reason
for this is straightforward: our provisional defence of afactivism only makes sense
when we fail to agree on the descriptions of explanatory content and alethic views of
understanding cannot gain traction, but such disagreement is not apparent in all—or
even most—domains.16 In the context of thermodynamics, for instance, all agree on
the idealized content of the ideal gas law.

I amnot, therefore, putting forward afactivismas a general theoryof scientific under-
standing and I accept that even while one provisionally defends afactivism in cognitive
science, one may also defend another view (e.g. strict-, non-, or quasi-factivism) in
another domain (e.g. thermodynamics). It is an empirical question whether or not there
is agreement about the content of explanations in any given domain, which is to be
addressed by, among other things, analysing the explanations produced in that domain
and attending to the practices undertaken in the domain in question.

Now, a strict-, non-, or quasi-factivist might argue that their theories of understand-
ing are general theories of scientific understanding, and so when we establish strict-,
non-, or quasi-factivism in one domain, we establish that theory for all domains. Thus,
strict-, non-, or quasi-factivists might argue that if we can establish either view by
referring to, say, the ideal gas law, then we establish that view tout court. This argu-
ment, however, rests on assumption about the unity of science (and reality) that many
do not share.

Consider, for example, the view that science is disunifed, because higher-level
theories cannot always be derived from lower-level theories (Fodor, 1974). Further-
more, consider the view that reality itself is disunified, because the world is somehow
“dappled” (Cartwright, 1999) or “disordered” (Dupre, 1993). This kind of ontological
pluralism often holds that “there is not only one correct way of carving up the natural
world and that different scientific interests and values lead to different but equally valid
ontologies” (Ludwig & Ruphy, 2021), and has been defended as the proper epistemic
attitude to adopt, because of the complexity of the world or because of the world’s
lack of an ordered structure (Longino, 2006, 2013; Waters, 2017).

While strict-, non-, and quasi-factivists may be quick to reject such views, this
would be unsurprising, because it would allow them to side-step the issues I have
raised in this paper about problematic domains—e.g. cognitive science—where no
agreement about the descriptions of explanatory content can (yet) be found. For the
afactivist, however, there is no good reason to take a stand on the (dis)unity of science
or reality at this time, because there is no pressing need to uphold a view on the general
applicability of strict-, non-, or quasi-factivism.

Thus, the afactivist can adhere to “metaphysical abstinence” in the vein of Ruphy
(2005, 118), who argues that:

philosophical questionings of local scientific methodologies, when based on
empirical considerations, are undoubtedly valuable for scientists, but they are
much less valuable when based onmetaphysical contentions. [...] If philosophers
want their arguments to remain relevant for scientific practice, I am afraid that

16 See Taylor and Williamson (2022) for an account of another kind of disagreement in cognitive science:
disagreement about evidence.
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they must be more modest about the status of these arguments: only temporally
qualified arguments that stay clear of metaphysical contentions can usefully bear
on discussions of the merits and limits of reductionist approaches in science.

The idea, then, is that by taking up afactivism we can remain neutral about the
(dis)unity of science and reality, just as we can remain neutral about whether strict-,
non-, or quasi- factivism is correct in those domains in which we fail to agree on the
descriptions of the relevant explanatory content. This neutrality has value, because it
ensures that the debate about scientific understanding does not get ahead of the science
itself. But the picture that falls out of this neutral stance is, for the time being at least,
one of a patchwork of different routes to understanding; some instances, perhaps,
fitting a strict-, non-, or quasi- factivist model, but others better described in afactivist
terms.
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