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This paper attempts to clarify and critically examine Fodor’s
language of thought (LOT) hypothesis, focusing on his contention
that the systematicity of language use provides a solid ground for the
LOT hypothesis. The usual response to Fodor’s systematicity argu-
ments is to argue that systematicity is much less than Fodor assumes.
And the sort of systematicity that Fodor draws our attention to is a
language-based artifact constructed from a top-level task analysis of
what a cognitive system does. The second tact, which I am willing to
support, is to argue that it is by mastering an external symbol system
that one acquires the systematicity Fodor identifies (more on this
later). But this paper offers something more radical — there is much
more systematicity in language, and this cannot be accounted for by
Fodor’s LOT hypothesi$ The systematicity, | will argue, cannot be
explained merely by what is in the brain, butis inherently connected
to an environment, in the sense that (1) language use depends on
the perceptual and motor skills for detecting and confronting certain
recurring patterns in an environment; and (2) the compositionality
of language use is grounded in our bodily interactions with the envi-
ronment, which provide a set of highly correlated principles that
account for our basic sense of the systematicity and function as a
general guideline for what a particular language will look like (cf.
Johnson, 1987, 1992, 1993).

ARGUMENTS FOR THE LANGUAGE OF THOUGHT HYPOTHESIS

The most straightforward and convincing argument for the linguistic
nature of thoughts concerns the following three basic features of
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language use (see Fodor, 1975, 1980, 1987; Fodor and Pylyshyn,
1988; Fodor and McLaughlin, 1989, among others). First, language
use is productive in that the range of well-formed linguistic expres-
sions we can produce is indefinite. We don’'t memorize them one
by one. There have to be some sort of principles that guide our
linguistic production and comprehension. Second, language use is
systematic in that the ability to understand some sentences is intrinsi-
cally connected with the ability to understand certain other sentences
with semantically related contents. Here, too, some sort of princi-
ples that guide our linguistic production and comprehension must
be in place. Third, certain inferential patterns are embedded in the
ways we use a language. We don't, for example, find people who are
prepared to infer ‘John went to the store’ from ‘John and Mary and
Susan and Sally went to the store’ and from ‘John and Mary went to
the store’ but not from ‘John and Mary and Susan went to the store’.
Some sort of principles that sanction such inferences must figure in
everyday language.

What then are the principles that support the productivity, system-
aticity, and inferential coherence of language use? It is clear that
language use is compositional. Without going into details, we can
assume that principles of compositionality in language use account
for these three features: productivity, systematicity, and inferential
coherence. To illustrate this point, consider the following example.
The sentence ‘John loves the girl’ is systematically related to the
sentence ‘the girl loves John’ in that you don't find a native speaker
who has the ability to understand the first sentence but does not
have the ability to understand the second. The systematicity can be
explained if both sentences are composed from the same constituents
in accord with the same set of compositional rules. Presumably, the
constituents in this example are ‘John’, ‘loves’, ‘the’, and ‘girl’,
which function as invariants in changing contexts and make the
same semantic contribution to both sentences in accord with the
same compositional rules. Moreover, one can produce an indefinite
number of linguistic expressions by combining invariant constituents
in accord with the compositional rules. Also one can infer ‘John
went to the store’ from ‘John and Mary went to the store’, because,
when appropriately analyzed, the first expression is a constituent
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of the second and retains its semantic value under simplification of
conjunction.

These three basic features of language use, according to Fodor,
must in some way exhibit certain features of the thoughts that one
can entertain, and can be best accounted for if we postulate that, prior
to language, one has a mental representation system that is composi-
tional. And the principles of compositionality in everyday language
are derived from, or at least supported by, a mental representation
system that is inherently compositiorfal.

So far this argument does not show that the supposed language
of thought is a different language from the one that we ordinarily
use. In fact it highlights a similarity between the LOT and every-
day language in that both are compositional (Kaye, 1995). But the
similarity stops here. The mental process that operates on mental
representations is supposed to be a symbol-computing process. What
matters in this computational process is the formal structure of
mental representations, which has to be amenable to algorithmic
characterization so that the computational brain can operate on it.
So, in addition to compositionality, the LOT has to have a recursive
representational format. For the brain to process linguistic infor-
mation, the LOT has to be realized in the physical structures or
has to emerge as a distinctive level of cognitive organization from
the interaction of neurons in the brain. It follows that productivity,
systematicity, and inferential coherence are further constrained by a
recursive representational format, which by its nature has predictable
syntactic consequences and thus constitutes an autonomous repre-
sentational scheme, whose structure is impervious to any influence
from peripheral systems and invariant with changing contexts.

THE EMBODIED NATURE OF LANGUAGE USE

Let me clarify what is in dispute. | agree that the systematicity of
everyday language must in some way exhibit (and, in my view,
also structure) certain features of the thoughts we entertain. | also
agree that systematicity depends on compositionality, and language
is compositional. | contend, however, that Fodor underestimates
systematicity of language use, in that the systematicity is to be
located not just within the language system itself, but also in the
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recurring patterns that arise from the process of human-environment
interactions. It follows that the LOT hypothesis is not as well-
established as Fodor intended to demonstrate in his analysis of
systematicity.

Let us start with the following example (cf. Jackendoff and
Landau, 1992; Talmy, 1983):

(1)a. The cupis under the table.
b. ??The table is under the cup.

If we restrict our investigation to the constituent structures of (1a)
and (1b) as suggested by Fodor, it seems unavoidable that we would
be forced to say that these two sentences are systematically related
to each other in that we wouldn't find a native speaker who has the
ability to understand (1a) but does not have the ability to understand
(1b). However, (1b) hardly makes good sense to us.

Let us take a closer look at the above linguistic phenomenon
before examining a number of possible ways that Fodor might
respond. When we say that the cup is under the table, we locate
the cup as directly below the table but some distance away from it.
The table here serves as a reference point that anchors a region within
which the cupis to be located. Given the perceptual and motor capac-
ities we have in detecting and confronting environmental features,
the table, in serving as a reference point, has to be more salient than
the target we are searching for, other things being equal. But if it is
the table that is the target to be located, we can hardly use the cup
as a reference point. In short, language use exhibits some sort of
systematicity sensitive to our perceptual and motor interactions with
the environment (see Langacker, 1991a, pp. 167-180).

Before we proceed, it should be noted that believers in the LOT
hypothesis might not consider the above evidence to be important.
(This might stem from the nature of the dialectic between the genera-
tive grammarians and the cognitive grammarians —that evidence that
seems basic to one side tends to be dismissed as irrelevant or uncom-
pelling by the othe?) The LOT hypothesis, as they propose, can be
considered as part of a set of unifying, explanatory principles, in
which the mind is viewed as operating upon symbolic representa-
tions. If the alignment of target and reference point described above
is indeed adequate, the alignment is to be thought of as a reflec-
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tion of a more fundamental structure of our cognitive ability, which
will eventually explain away the alignment as an incidental product
of our cognitive processes. Some proponents of the LOT hypothesis
might therefore suggest, “Don’t be distracted by incidental products,
concentrate on importantissues.” In my view, if the LOT hypothesis
were not yet sufficiently clear, that might be a cogent reason to stop
the debate. But since the LOT hypothesis is already sufficiently clear
and well developed, it is now profitable to examine whether or not
the alignment is merely an incidental product.

Now, proponents of the LOT hypothesis can respond to the above
analysis of the alignment of target and reference point in one of four
possible ways.

First Possibility

The first way is to argue that the word ‘under’ is in fact ambiguous.
There are two mental lexicons, UNDEBnd UNDER, that account

for the different uses of ‘under’ in (1a) and (1b), and thus dissociate
(1a) from (1b). This response looks implausible, for (1b) does not
make good sense to us and thus is unmotivated in actual usage
events. Itis used here only to demonstrate the point | want to make by
reversing the order of the constituent structure of (1a). We don’t need
to postulate a distinct mental lexicon to legitimize this unmotivated
usage.

Second Possibility

The second way the proponents of the LOT hypothesis can respond
here is to claim that there is indeed only one mental lexicon UNDER,
but the alignment of target and reference pointis part of its semantic
content. The advantage of this second response is that it preserves the
intuition that (1a), but not (1b), makes good sense to us. And we can
generalize this case over an array of the supposed mental lexicons
related to locative expressions, like ABOVE, BELOW, BEHIND,
BESIDE, IN FRONT OF, and so on.

Note, however, that the alignment of target and reference point
not only shows up in locative expressions, but also manifests itself
in other linguistic constructions. For example, a house as a whole is
more salient than the roof which is part of it, and thus can serve as
a reference point relative to the roof. This accounts for the fact that
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the possessive expression ‘the roof of the house’ is well motivated,
but ‘the house of the roof’ is unmotivated. For the same reason, the
alignment of target and reference point also accounts for the fact that
‘the girl’s neck’ is well motivated, but ‘the neck’s girl’ is unmoti-
vated. And so on and so forth. Moreover, we can sometimes reverse
the alignment and use ‘the fleas’ cat’ to say something from the
viewpoint of the fleas’ welfare, althoughitis the expression ‘the cat’s
fleas’ that conforms to the requirement of the alignment (Langacker,
1991a, pp. 167-180). Those linguistic phenomena show that the
alignment of target and reference point cuts across a diverse array
of linguistic constructions and is sensitive to systematic variations
of contexts. It is thus implausible that the alignment is part of the
semantic content of any mental lexicons conforming to Fodor’s LOT
hypothesis.

Third Possibility

The third way that the proponents of the LOT hypothesis can respond
is to argue that, given the pervasiveness of the alignment of target
and reference point, the alignment is part of the compositional rules
that apply to a set of mental lexicons. If this indeed is a case, a LOT
cannot constitute an autonomous representational scheme. Notice
that the structure of a LOT that accounts for our linguistic capability

is impervious to the recurring patterns emerging from our perceptual
and motor interactions with the environment. But the requirement
that a reference point has to be more salient than the target is in large
measure dependent on the perceptual and motor skills we develop
in coping with the environment. That is to say, the compositionality
of language use that respects the alignment is in large measure con-
strained by how we negotiate the environment with our perceptual
and motor skills.

The last point is worth pursuing further. The alignment of target
and reference point is only part of the recent discovery that many
structural patterns of everyday language are based on a small number
of schemas that govern our perceptual and motor interactions with
the environment, plus certain metaphorical cross-domain concep-
tualization. For example, consider the following parallel structural
pattern of spatial and temporal semantic fields (Jackendoff, 1983,
p. 189):
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(5)a. at6:00
from Tuesday to Thursday
in 1976
on my birthday

b. atthe corner

from Denver to Indianapolis
in Cincinnati
on the table

Spatial schemas that govern our experience of places and paths are
mapped onto our temporal experience, and thus motivate a parallel
structural pattern of our linguistic expressions about space and time.
Indeed, a vast number of language usages that reflect such patterns
are highly regimented and do not vary in changing contexts.

Pinker (1989, pp. 370-373) observes that those highly regimented
structural patterns can be used to push speculations about the nature
and evolution of a LOT. Granted that such spatial schemas and
their metaphorical extensions are grounded in how we negotiate
the environment with our perceptual and motor skills, they can be
recruited to new uses in the direction of greater specificity to support
more abstract cognition, and thus become part of an autonomous
representational system, that is, a LOT. Pinker’s speculation fits
the standard explanation of the emergence of novel capabilities in
evolution: old parts can be recruited to new uses or reconfigured to
suit novel tasks. Thus, this speculation can in principle demystify a
fundamental puzzle in the study of the mind: how evolution could
have produced a brain capable of intricate and abstract cognition
given the absence of selection pressure for such ability in the course
of evolutionary history. In short, although the recurring patterns of
our spatial experience are deeply grounded in our perceptual and
motor interactions with the environment, they form a base on which
more specific structural regimentation can be shaped and copied to
the representational format of a LOT.

Notice, however, that under this speculation the syntactic struc-
ture of a LOT is highly sensitive to the conceptual contents of
spatial schemas, such as PLACE and PATH. The regimentation of
those linguistic patterns may simply reflect the fact that those spatial
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schemas deemed to be parts of a LOT are highly entrenched in our
cognitive organizing activity. To render Pinker’s speculation plau-
sible, there has to be a principled way to distinguish those linguistic
structures that have predictable syntactic consequences from those
that are only motivated in virtue of the schemas and their metaphor-
ical extensions.

Itis unlikely, 1think, that there can be such a principled distinction.
There is in fact a diverse array of spatial schemas and metaphorical
extensions that are highly regimented and do not vary in changing
contexts, but they don’t have predictable syntactic consequences
required by the LOT hypothesis. The systematicity of such language
usages are deeply conceptually oriented.

Take the spatial orientation up and down for illustration. One
important environmental feature concerning this spatial orientation
is this: gravity pulls downwards; but things can be piled up, and a
container can be filled up; and if you add more of a substance or of
physical objects to a container or pile, the level goes up. The recurring
pattern that emerges from those sorts of human-environment inter-
actions makes up a spatial schema of up and down, and motivates
a metaphorical organizatiddORE IS UP; LESS IS DOWNMhich
systematically links together a diverse array of language usages by
way of cross-domain mapping (Lakoff and Johnson, 1980, pp. 15—
16):

The number of books printed each year keeps gamddis draft number idigh.

My incomerose last year. The amount of artistic activity in this state has gone
downin the past year. The number of errors he made is increthilyHis income

fell last year. He isindemge. If you're too hot, turn the hedbwn

Note that the range of those metaphorical usages is indefinite.
We don’t memorize them one by one. And we can always produce
novel metaphorical expressions, say, ‘the economy laasched
by the government usintpw interest rates and gsing dollar’,
that are still within the range. Notice that this expression also
exemplifies a very sophisticated reasoning supported by the spatial
schema of up and down and the metaphorical organizAiORE
IS UP; LESS IS DOWNOnN the other hand, certain expressions,
like ‘the price of computerplummetsso you have to pay much
more money to buy one’, are unmotivated and hardly interpretable,
because the implicit inferential pattern embedded in such expres-
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sions violates the metaphorical organizatM@®RE IS UP; LESS IS
DOWN

The actual usages of those metaphorical expressions are indeed
sensitive to contexts, but the underlying schemas and the basic
metaphorical organizations are highly entrenched and do not vary
in changing contexts; they are parts of grammar in the sense that
they are parts of the knowledge that underlies our linguistic compe-
tence and supports the systematicity of language use (Lakoff, 1993).
Given the diverse structural patterns of the sentences permitted by
such spatial metaphors, it should be clear that they do not have the
syntactic consequences required by Fodor’s LOT hypothesis.

It is worth mentioning that Langacker (1982) first labeled his
theory of cognitive grammar “space grammar”. Viewed from the
important role of spatial schemas in grammatical constructions, this
label might not sound so bizarre as it appeared to be. This space, it
should be noted, is not a Euclidean space, but an ecological space
in which we live, with all sorts of invariants that emerge from our
bodily interactions with the environment (see Gibson, 1966, 1970,
1979, Ch. 2). Many linguistically relevant spatial invariants, such as
place, path, trajectory, landmark, ground, figure, region, alignment,
etc., coupled with their metaphorical elaborations, profoundly shape
our grammatical constructions (see Lakoff, 1987; Langacker, 1987,
1991a, 1991b; Talmy, 1983, among others). Those environmental
features, as they emerge from the process of human-environment
interactions, provide a set of highly correlated principles that account
for our basic sense of the systematicity of language use and function
as a general guideline for what a particular language will look like.
Given the spatial schemas we have, it is unlikely that we will have,
say, ‘a table under a cup’.

Fourth Possibility

The above analysis shows that the compositionality of language
use is sensitive to the recurring patterns emerging from our bodily
interactions with the environment. A moderate defender of the LOT
hypothesis can still reply, “Given that our knowledge of spatial
and other real world features affect how we use our language, the
systematicity of language use might not be explained in the way
Fodor has proposed. But, in order to process these structural features
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of the world and to make proper inferences about them, we still need

a language of thought. How else could we construct the necessary
hypothesis and test them? And how could we make sure the highly
regimented, syntactic kinds of systematicity are preserved in our

language and thought®?”

A preliminary comment on this reply is in order. The discussion
of the previous three possibilities shows that the systematicity of
language use does not really support Fodor’'s LOT hypothesis. It
further suggests that general cognitive activity can occur without a
LOT. The defender’s reply puts this suggestion into question. Unlike
the previous three replies, which are made from a defensive position,
this one counterattacks; it demands more working out of the position
on which my argument is based. To avoid disappointment, | should
confessrightaway that | do not have a fully adequate answer. Instead,
| shall simply try to show that the position on which my argument is
based is a coherent, defensible position. (My defence, as one might
expect, is in line with cognitive grammar and connectionism; see
Clark, 1993, for a detailed account of how a connectionist network
can account for structured thought; see Langacker, 1991a, Ch. 12,
on relations between cognitive grammar and connectionism.)

First, the spatial schemas discussed above need not be encoded in
a preexisting symbolic representational system. They can be consid-
ered as emerging patterns from our interactions with the environ-
ment. The idea can be illustrated by the following example. Suppose
you want to find a cup. You do not know exactly where it is. But
you remember that it is on a table in the kitchen room. You go to the
room, find the table, and look for the cup. Now, a pattern emerges
from this process of navigating your way around the environment.
The kitchen room serves as a reference point for you to find the
table, which in turn serves as a reference point for you to find the
cup. Your behavior in the environmental setting shows forth a struc-
tural pattern of an alignment of target and reference point. The point
here is that the alignment is not encoded as a preexisting rule within
the brain, but is constitutively tied to a way of orienting oneself in
an environment (Clark, 1989, pp. 63-66; Rowlands, 1995).

Second, before you go to the room, find the table, and look for
the cup, you might first think about how to find the cup. Again, the
room serves as a reference point for you to find the table, which in
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turn serves as a reference point anchoring a region where you might
find the cup. An alignment of target and reference point constrains
the way you think about the situation. That does not mean you
must have the alignment encoded as a preexisting rule in order to
follow it in your thinking. Instead, it suggests that one can process
information as if one were acting on or manipulating physical struc-
tures in an environment, which in turn suggests that the pattern
can be stored in the brain, and thus, when activated, constrains the
way one thinks. Presumably, the pattern is stored in superpositional,
distributed neural networks (see Clark, 1993, pp. 17-23, on super-
positional storage).

Third, in learning a language, we do not use preexisting, context-
free representational elements to construct some hypothesis about
the relations between the emerging patterns and the language we
learn to use. The relations are not problems to be solved. Instead, in
constraining the way we think, those pattesesupproblems, creat-
ing problem spaces that bias children to entertain certain assumptions
about the nature of linguistic structures and about what kinds of
evidence can be processed as effective linguistic evidence. (See
Clark, 1993, Ch. 9, on how a connectionist network can create new
problem spaces as part of its ongoing activity in an environment.)
The phrase ‘a table under a cup’ is a case in point. My analysis
predicts that a child in early stages of learning a language would
dismiss such a phrase as irrelevant, for it violates an alignment
of target and reference point that is so basic to human cognition.
(This is an empirical prediction, to be sure. | do not claim that it
is already well corroborated.) Note also that the assumptions that a
child may entertain need not be encoded in a LOT. And one does not
need to follow Fodor’s presumption that language learning consists
solely in hypothesis formation and confirmation. The assumptions
can be considered to be activation patterns across a population of
neurons in the brain, which is situated in an environment. And mak-
ing assumptions in learning a language can be considered to be part
of a problem-solving activity, in which the assumptions that can be
“targeted” on effective linguistic evidence are used and accepted by
default. (See Clark, 1997, for a detailed account of the embodied
and environmentally embedded problem-solving activity.)
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Fourth, the problem about the preservation of the highly regi-
mented, syntactic kinds of systematicity, as | take it, comes down to
this: Without a set of internal context-free representational elements,
how can we have combinatorial language systems and structured
thoughts? Language, | agree, is combinatorial. Note, however, that
the combinations that we may anticipate in using words are in large
measure dependent on the construals they symbolize. The spatial
metaphor is a case in point, as shown in the above discussion. We
can further purposefully suspend the symbolic relations in our think-
ing and doing, and use an external linguistic medium as if we were
simply using its physical shape so as to highlight certain patterns
that would be otherwise difficult to detect. For example, we can
train ourselves to see and utilize physical patterns of the following
sort to do logical calculation:

A—B
A
B

This act of suspending requires subtle manoeuvering of perceptual
and motor skills and a reflective act of disengagement from our
surroundings, often with a purpose to form an “objective” view of
what there is or what is to be done. The supposed syntactic regimen-
tation of our language is to be explained in terms of our capability
to detect, reproduce, and manipulate external linguistic entities. The
external linguistic entities make up a discrete combinatorial system
in the way we use them. But the internal resources that are deployed
when we are using the external linguistic entities need not be com-
prised of a system of discrete representational elements. The same
account can be applied to structured thoughts if we further agree
that we have the capacity to model mentally our environment and
the ways we manipulate those external entities. The structuring of
our thoughts might be achieved when we manipulate those linguistic
entities in the mind. In this view, structured thoughts are not some-
thing built upon the supposed representational elements of a LOT,
but are emergent features of the cognitive processes that can exploit
discrete and structural features of the physical environment, includ-
ing the external linguistic entities that our ancestors bequeathed to
us (cf. Bechtel and Abrahamsen, 1991, Ch. 7; Rumelhart, 1992,



LANGUAGE OF THOUGHT AND EMBODIED NATURE OF LANGUAGE USE 249

Rumelhart et al., 1986; Smolensky, 1987, 1988, 1991; Sweetser,
1990, Chs. 4-5; Wgotsky, 1934/1962). Much more has to be done
to make this proposal complete, but | hope it is sufficiently clear for
the present purposes.

Concluding Remarks

| examine four possible ways that proponents of the LOT hypothesis
might respond to the systematicity that reflects the richly structured,
emergent patterns from our interactions with the environment. The
first three are non-satisfactory. The fourth response demands a coher-
ent explanation of the position on which my argument is based. |
show that the position is defensible. Therefore, | conclude, (1) the
systematicity of language use does not really support Fodor’'s LOT
hypothesis, and (2) it is a defensible position that general cognitive
activity can occur without a LOT.
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