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Abstract: According to factive accounts of the norm of belief and decision-making, you should  

not believe or base decisions on a falsehood. Even when the evidence misleadingly suggests that  

a false proposition is true, you should not believe it or base decisions on it. Critics claim that fac-

tive accounts are counterintuitive and badly mischaracterize our ordinary practice of evaluating  

beliefs and decisions. This paper reports four experiments that rigorously test the critic’s accusa-

tions and the viability of factive accounts. The results completely undermine the accusations and  

provide the best evidence yet of factive norms of belief and decision-making. The results also  

help discriminate between two leading candidates for a factive norm: truth and knowledge. 

Knowledge is the superior candidate.
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Introduction

We routinely make assertions, form beliefs and make decisions. These are ubiquitous and un-

avoidable in the course of ordinary human affairs. It is important to do these things correctly. Our  

individual and collective well being often depends on it. Unsurprisingly, then, philosophers are 

* This is the penultimate version of a paper forthcoming in Synthese. Please cite the final, published 

version if possible.
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keenly interested in what such correctness consists in. Over the past decade, an enormous 

amount of work has been done on the norms of assertion, belief and decision (or practical rea -

soning). 

According to the knowledge account of the norm of assertion, you should assert a proposi-

tion only if you know that it’s true. A wealth of observational and experimental evidence sup-

ports the knowledge account (MacIver, 1938; Unger, 1975; Williamson, 2000; Turri, 2014a;  

Turri, 2014b; Turri, 2015; Turri, under review a; Turri, under review b; Turri, Friedman & 

Keefner, under review; for a comprehensive review, see Turri, under review c; see also Benton, 

2014). But critics object that the knowledge account faces intuitively compelling counterexam -

ples. The most common and persistent sort of example features a reasonable false assertion (e.g. 

Douven, 2006; Hill & Schechter, 2007; Lackey, 2007; Levin, 2008). The idea here is that it is  

sometimes reasonable to believe false propositions, and if it is reasonable for you to believe a  

false proposition, then intuitively there is no sense in which you should not assert it. But knowl -

edge requires truth, so you can’t know any such proposition and, hence, knowledge isn’t the 

norm of assertion.

According to the knowledge account of the norm of belief, you should believe a proposition 

only if you know that it is true (Williamson, 2000, pp. 255-6; see also Sutton, 2007; Bach, 2008,  

p. 77). Much less evidence supports this view about belief than its analog about assertion (for  

some discussion, see Huemer, 2007, 2011; Bird, 2007; Littlejohn, 2013; Turri, in press a). Critics 

object to the knowledge account of belief by, again, claiming that it is “completely implausible”  

(McGlynn, 2013, p. 390) and that it faces intuitively compelling counterexamples. Foremost  

among these are cases of reasonable false belief (Conee, 2007; Benton, 2012, ch. 6).
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According to the knowledge account of the norm of decision-making (or practical reason-

ing), you should should act based on a proposition only if you know that it is true (Hawthorne, 

2004, p. 29-30; Hawthorne & Stanley, 2008). Again, less evidence supports this view about deci-

sion than its analog about assertion (for some evidence, see Hawthorne & Stanley, 2008; Mont -

miny, 2013). And, once again, critics claim that it faces obvious counterexamples and is at odds  

with our ordinary practice of evaluating decisions. Foremost among the complaints are, yet  

again, cases of decision based on reasonable false beliefs (Hill & Schechter, 2007, p. 115; Dou-

ven, 2008, pp. 106-7, n. 9).

All three knowledge accounts — of assertion, of belief, and of decision-making — face the 

same objection. In each case, critics object that the account is highly counterintuitive and revi-

sionary. They claim that it faces obvious counterexamples and coheres poorly with ordinary 

practice. The supposed counterexamples focus on reasonable false beliefs. The implication is that  

an account that respects ordinary practice must not require truth. In short, it must be non-factive. 

Critics have developed a variety of non-factive views.

Researchers investigating the norms of assertion, belief and decision-making agree that the 

project is, at least in large part, empirical. As one prominent critic of factive accounts puts it, “the 

project of determining which rule governs the practice of assertion is best conceived not as an a 

priori investigation into the nature of assertion but, rather, as an empirical project.” This implies  

that “any proposal made in the course of” the investigation is “subject to the exact same stan-

dards of evaluation as are employed in the empirical sciences generally” (Douven, 2006, p. 450). 

In short, an adequate theory “must face the linguistic data” (Douven, 2006, p. 450; see also 

MacIver, 1938; Unger, 1975; Williamson, 2000; Fantl & McGrath, 2002, 2007, 2009, 2013;  
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Hawthorne, 2004; Stanley, 2005; Weiner, 2005; Lackey, 2007; Hawthorne & Stanley, 2008; 

Kvanvig, 2009; Turri, 2011; Smithies, 2012; Smith, 2012; Reed, 2013; Turri, 2014b; Coffman, 

2014; Wright, 2014; Pritchard, 2014). More specifically, researchers aim for accounts that pro-

vide charitable and psychologically plausible interpretations of relevant patterns in ordinary  

thought, talk, and behavior. The less one’s theory requires reading error into these patterns, the  

better.

The underlying assumption here is that people are at least implicitly sensitive to the norms  

in question and, consequently, that their normative intuitions can be a source of evidence about 

the content of the norms. Put otherwise, people’s intuitive judgments about cases tend to mani-

fest their competence, resulting in detectable patterns. We can then use these patterns when the-

orizing about the content of the norms. The patterns will make some proposals much less likely 

than others, given what we expect from competent performance. This basic approach is shared  

by much influential work in philosophy (e.g. Locke, 1690, book 4.11; Reid, 1764; Moore, 1959;  

Austin, 1956; Goldman, 1979, 1993; Dretske, 1981; Stroud, 1984; Vogel, 1990; Cohen, 1988, 

2013; DeRose, 1995; DeRose, 2009; Greco, 2010). It is also shared by social and cognitive sci-

entists who appeal to competent speakers’ intuitions to support theories of syntax, experimental  

investigations of the relationship between semantics and pragmatics, and other forms of psycho -

linguistic experimentation (e.g. Chomsky, 1957; Noveck & Sperber, 2004). It also shared by 

legal theorists attempting to justify or motivate changes to aspects of criminal law doctrines  

(Fletcher, 1978; Robinson, 1982; Robinson & Darley, 1998).

A recent series of experiments tested whether critics have correctly described our ordinary 

practice of evaluating reasonable false assertions (Turri, 2013; Turri & Blouw, 2015). People in 
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these experiments considered a simple story about Maria. Maria is a watch collector who owns 

so many watches that she can’t keep track of them all by memory alone, so she maintains a de-

tailed inventory of them. She knows that the inventory, although not perfect, is extremely accu-

rate. One day someone asks Maria whether she has a 1990 Rolex in her collection. She consults  

the inventory and it says that she does have one. At the end of the story, one group of people was 

told that the inventory was right. Another group of people was told that the inventory was wrong. 

Everyone then answered the same question: should Maria say that she has a 1990 Rolex in her 

collection?

The results were absolutely clear. When the assertion would be true, virtually everyone said  

that Maria should make the assertion. But when the assertion would be false, the vast majority 

said that she should not make the assertion. This same basic pattern persisted when people were  

questioned in different ways, in high and low stakes settings, and for assertions with positive and  

negative content. One study in particular demonstrated how much subtlety and sophistication in-

forms ordinary judgments about assertability. Instead of answering “yes” or “no” to whether 

Maria should make the assertion, or rating their agreement with the statement that Maria should  

make the assertion, people performed a much more open-ended task of identifying what Maria 

should say. When the assertion would be true, the vast majority of people answered that Maria  

should assert that she owns the watch. But when the assertion would be false, very few people 

answered that way. Instead the most most common response was that Maria should assert that  

she “probably” owns one, which, on the most natural interpretation of the case, is actually true 

because of Maria’s evidence.

So critics have mischaracterized how reasonable false assertions are actually evaluated.  
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This raises the prospect that critics have also overstated their objections to factive accounts of the  

norms of belief and decision-making too.

The present paper reports four experiments designed to investigate this possibility. The ex-

periments are modeled after the earlier work on assertion. Experiment 1 focuses on evaluations 

of belief. Experiment 2 focuses on evaluations of decision. In each case, the findings demon-

strate that critics have indeed overstated their objections. Factive accounts fit the data very well,  

but non-factive alternatives do not. Experiment 3 proposes one explanation for why critics were  

so badly mistaken. The explanation is that critics falsely assume that the quality of someone’s ev -

idence for a proposition is relevantly insensitive to the proposition’s truth value. Experiment 4  

replicates the findings from the first three experiments and provides initial evidence that a  

knowledge account of the relevant norms better fits the behavioral data than a mere truth account  

does.

Experiment 1: Belief

Method

Participants. Two hundred and one U.S. residents were tested (aged 18-71 years, mean age = 32  

years; 96% reporting English as a native language; 77 female). Participants were recruited and 

tested online using Amazon Mechanical Turk and Qualtrics and compensated $0.30 for approxi -

mately 2 minutes of their time. Repeat participation was prevented.

Materials and Procedure. Participants were randomly assigned to one of four conditions 

in a 2 (Cover Story: Watch/Name) × 2 (Truth Value: True/False) between-subjects design. Partic-
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ipants read a single story about an agent who keeps imperfect but extremely accurate inventory  

of some items of interest. The Cover Story factor varied which story participants read. Some par -

ticipants read about Maria, a watch collector with over ten thousand watches; the question arises 

whether she owns a certain type of watch. Other participants read about Mario, a human resource 

manager for a company with over ten thousand employees; the question arises whether he has an 

employee with a certain name. In each case, Maria or Mario consults the inventory to answer the  

question. Maria reads that she does own a watch of that type; Mario reads that he does have an 

employee by that name. I didn’t expect an effect of Cover Story. I included it as a robustness 

check to guard against effects being driven by superficial features of any one storyline. The Truth  

Value factor varies whether the inventory is right or wrong on this occasion. The Appendix in -

cludes the complete text of the stories.

After reading the story, participants answered a single test question: “What should 

Maria/Mario believe?” Responses were collected on a standard 7-point Likert scale anchored  

with “I definitely do have one” (= +3), “I do have one,” “I probably do have one,” “It’s unclear” 

(= 0), “I probably don’t have one,” “I don’t have one,” and “I definitely don’t have one” (= -3),  

appearing in that order left-to-right across the participant’s screen. Participants never saw the nu-

merical values, only the qualitative anchors. After testing, participants completed a brief demo -

graphic questionnaire.

Results

Preliminary analysis revealed that neither participant age nor participant gender affected re-

sponse to test question. Neither demographic factor entered into any interactions either. Accord -
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ingly, the analyses that follow collapse across these factors. The same is true for Experiment 2  

below.

A one-way analysis of variance revealed no effect of Cover Story on response to the test 

question,  F(1, 197) = 1.34, p = .248, no interaction between Cover Story and Truth Value, F(1, 

197) = 1.60, p = .208, and a main effect of Truth Value, F(1, 197) = 117.88, p < .001. Follow-up 

analysis revealed that mean response was significantly higher in True conditions (M = 2.03, SD 

= 1.07) than False condition (M = 0.01, SD = 1.53), independent samples t-test, t(181) = 10.89, p 

< .001. The magnitude of the mean difference (MD = 2.02, 95% CI = 1.65 to 2.39) was ex-

tremely large, d = 1.62. One sample t-tests revealed that mean response was significantly above 

the neutral midpoint (= 0) in True conditions, t(98) = 18.82, p < .001, MD = 2.03, 95% CI = 1.81  

to 2.24, d = 1.9, whereas it didn’t differ from midpoint in False conditions, t(101) = 0.07, p = .

948, MD = .01, 95% CI = -0.29 to 0.31.

In True conditions, 82% of participants said that the agent should believe “I definitely do  

have one” or “I do have one,” compared to only 18% of participants in False conditions. A chi-

square test for independence (with Yates continuity correction) indicated that the magnitude of  

the difference in frequencies was extremely large, χ2(1, 201) = 80.22, Cramer’s V = .642. The 

mode response in True Watch and True Name was “I do have one.” In False Watch it was “I  

probably do have one.” In False Name it was “It’s unclear.” (See Fig. 1.) 
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Fig. 1. Experiment 1. Distribution of responses to the test question. 3 = “I definitely do have  

one,” 2 = “I do have one,” 1 = “I probably have one,” 0 = “It’s unclear,” -1 = “I probably don’t  

have one,” -2 = “I don’t have one,” -3 = “I definitely don’t have one.”

Discussion

The results show that critics of factive accounts have mischaracterized the natural and intuitive 

view of reasonable false belief. People considered a case where someone forms a belief based on 

information from a reliable source. Changing just the truth value of the source’s information on 

the present occasion radically changes what people think the agent should believe. When the  

proposition is true, people overwhelmingly say that the agent should believe that the proposition  
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is true or definitely true. But when the proposition is false, very few people say that the agent 

should believe that the proposition is true. Instead the most common response is that the agent 

should believe that the proposition is probably true, or even that it’s unclear whether the proposi-

tion is true.

Experiment 2: Decision

Method

Participants. Two hundred new participants were tested (aged 18-66 years, mean age = 32 

years; 96% reporting English as a native language; 84 female). Participants were recruited and 

tested the same way as in Experiment 1.

Materials and Procedure. Participants were randomly assigned to one of four conditions 

in the same 2 (Cover Story: Watch/Name) × 2 (Truth Value: True/False) between-subjects design 

used in Experiment 1. The stories were very similar to those used in Experiment 1. The narrative  

changed slightly so that it lead more naturally to a question about what the agent should decide. 

In the Watch story, Maria’s learns that if she owns a certain watch, then she needs to make an ap -

pointment to revise their insurance policy, which will take several hours; but if she doesn’t own 

one, then she doesn’t need to make an appointment. In the Name story, Mario learns that if he 

has an employee with a certain name, then he needs to make an appointment to revise paperwork 

on file with the immigration office, which will take several hours; but if he doesn’t have one,  

then he doesn’t need to make an appointment. The Appendix includes the complete text of the  

stories. 
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After reading the story, participants responded to a single decision probe: “Maria/Mario 

_____ make an appointment.” Responses were collected on a standard 6-point Likert scale an -

chored with “definitely should” (= +3), “should,” “probably should,” “probably should not,” 

“should not,” “definitely should not” (= -3), appearing in that order left-to-right across the partic-

ipant’s screen. Participants never saw the numerical values, only the qualitative anchors. After  

testing, participants completed a brief demographic questionnaire.

Results

A one-way analysis of variance revealed no effect of Cover Story on response to the test ques -

tion,  F(1, 196) = 1.16, p = .282, no interaction between Cover Story and Truth Value, F(1, 196) 

= 0.55, p = .457, and a main effect of Truth Value, F(1, 196) = 205.11, p < .001. Follow-up anal-

ysis revealed that mean response was significantly higher in True conditions (M = 2.50, SD = 

0.89) than False conditions (M = -0.53, SD = 1.91), independent samples t-test, t(141.63) =  

14.34, p < .001. The magnitude of the mean difference (MD = 3.03, 95% CI = 2.61 to 3.45) was  

extremely large, d = 2.43. One sample t-tests revealed that mean response was significantly 

above the neutral midpoint (= 0) in True conditions, t(98) = 28.05, p < .001, MD = 2.5, 95% CI = 

2.32 to 2.67, d = 2.82, whereas it was significantly below the midpoint in False conditions, 

t(100) = -2.81, p = .006, MD = -0.53, 95% CI = -0.91 to -0.16, d = 0.28.

In True conditions, 88% of participants said that the agent “should” or “definitely should” 

make the appointment, compared to only 22% of participants in False conditions. A chi-square 

test for independence (with Yates continuity correction) indicated that the magnitude of the dif -

ference in frequencies was extremely large, χ2(1, 200) = 88.1, Cramer’s V = .664. The mode re-

11



sponse in True Watch and True Name was “should.” In False Watch it was “definitely should 

not.” In False Name it was “probably should not.” (See Fig. 2.) 

Fig. 2. Experiment 2. Distribution of responses to the test question. 3 = “definitely should,” 2 =  

“should,” 1 = “probably should,” -1 = “probably should not,” -2 = “should not,” -3 = “definitely  

should not.”

Discussion

The results show that critics of factive accounts have badly mischaracterized the natural and intu-

itive view of decision-making. People considered a case where someone has to make a decision 
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based on information from a reliable source. Changing just the truth value of the source’s infor -

mation on the present occasion radically changes what people say the agent should decide. When 

the proposition is true, people overwhelmingly say that the agent should or definitely should per-

form a certain action, in this case making an appointment. But when the proposition is false, very 

few people say that the agent should perform that action. Instead the most common response is 

that the agent should not perform that action.

Experiment 3: Evidence

When explaining their interpretation of cases like the ones tested above, critics of factive ac-

counts appeal heavily to the fact that the agent has “excellent reasons” (Douven, 2008, p. 106, n.  

9) or is “epistemically justified” (Hill & Schechter, 2007, p. 115) or has sufficient “evidence”  

(Kvanvig, 2009, p. 145) to believe certain things. This seems to assume something important 

about evidence. In particular, it seems to assume that, on any particular occasion, the quality of  

evidence is insensitive (enough) to the truth of the matter. For example, suppose that Maria has a  

highly reliable source of information, such as an extremely accurate inventory of watches she 

owns. When Maria consults the inventory, it says that she owns a certain watch. The evidence 

this provides Maria is equally good regardless of whether the inventory is right on this particular 

occasion. Or so critics assume.

Something like this view of evidence is popular among contemporary philosophers (e.g. 

Chisholm, 1989, p. 76; Feldman, 2003, p. 29). For instance, consider the notorious thought ex-

periment involving a radically deceived brain-in-a-vat:

Could you not be floating in a tank while super-psychologists stimulate your brain 
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electrochemically to produce exactly the same experiences you are now having, or 

even to produce the whole sequence of experiences you have had in your lifetime thus 

far? (Nozick, 1981, p. 167)

Commenting on cases like this, one leading epistemologist says that such victims are “justified” 

because they “possess good reason for their beliefs — indeed, precisely the same reasons that we 

ourselves possess for our beliefs about the world.” The super-psychologist’s “machinations” 

cause the victims to have highly misleading evidence, “but this has no tendency to show that  

those reasons are not good ones.” This verdict on the case, we’re told, is “beyond question at an  

intuitive level” (BonJour, 2003, pp. 185-186).

Focusing on less extravagant examples, another leading epistemologist makes the same ba-

sic point. Consider a “typical case” where there is “nothing odd” and “things are exactly as the 

person believes them to be.” Compare that to an “unusual case” where “the person has that very 

same evidence, but the proposition in question is nevertheless false.” The “key thing to note” 

here is that in each case the person “has exactly the same reasons for believing exactly the same 

thing.” Consequently, if the person has a good reason to believe the proposition in either case, 

then the person has a good reason in both cases (Feldman, 2003, p. 29).

The present experiment tests whether this is the natural and intuitive view of evidence.

Method

Participants. One hundred fifty-three new participants were tested (aged 18-66 years, mean age  

= 30 years; 96% reporting English as a native language; 57 female). Participants were recruited 

and tested the same way as in earlier experiments.
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Materials and Procedure. Participants were randomly assigned to one of three conditions, 

Control/True/False, in a between-subjects design used in Experiment 1. Participants read a ver -

sion of the Watch story used in Experiment 2. The story for the True condition was the True 

Watch story from Experiment 2; the story for the False condition was the False Watch story from 

Experiment 2. The story for the Control condition was exactly the same as the others, except that 

it does not specify at the end whether the inventory is right or wrong (i.e. it omits the final sen -

tence).

After reading the story, participants responded to a single question: “How would you rate 

the quality of Maria’s evidence for thinking that she has one in her collection?” Responses were  

collected on a standard 6-point Likert scale anchored with “very good” (= +3), “good,” “some-

what good,” “somewhat bad,” “bad,” “very bad” (= -3), appearing in that order left-to-right  

across the participant’s screen. Participants then went to a new screen where they responded to 

an open knowledge probe: “Maria _____ that she has one in her collection.” Responses were col-

lected on a standard 6-point Likert scale anchored with “definitely knows” (= +3), “knows,” 

“probably knows,” “probably doesn’t know,” “doesn’t know,” and “definitely doesn’t know” (= 

-3). Participants never saw the numerical values, only the qualitative anchors. After testing, par-

ticipants completed a brief demographic questionnaire.

The point of including the knowledge probe is to check how well people’s judgments about 

evidential quality correlate with knowledge judgments. Critics of factive accounts often claim 

that having knowledge-grade justification or something closely related, but not truth or knowl-

edge itself, is the norm of assertion, belief or decision (Lackey, 2007, p. 611; Kvanvig, 2009, p. 

156; Smithies, 2012; Coffman, 2014, p. 37). Thus it would be good to know if people’s judg-
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ments about evidential quality were tracking a conception of quality closely connected to their 

knowledge judgments.

Results

A one-way analysis of variance revealed an effect of condition on the evaluation of evidence, 

F(1, 150) = 40.86, p < .001. Follow-up analysis revealed that mean evaluation was significantly  

higher in Control (M = 2.34, SD = 0.85) than False (M = 0.33, SD = 1.72), independent samples 

t-test, t(73.3) = 7.47, p < .001. The magnitude of the mean difference (MD = 2.01, 95% CI = 1.47 

to 2.54) was extremely large, d = 1.75. Mean evaluation was significantly higher in True (M = 

2.25, SD = 1.06) than in False, t(83.2) = 6.80, p < .001. The magnitude of the mean difference 

(MD = 1.92, 95% CI = 1.36 to 2.47) was extremely large, d = 1.49. Mean evaluation did not dif -

fer between Control and True, t(100) = 0.47, p = .638. One sample t-tests revealed that mean 

evaluation was significantly above the midpoint (= 0) in Control, t(49) = 19.52, p < .001, MD = 

2.34, 95% CI = 2.10 to 2.58, d = 2.70; it was significantly above the midpoint in True, t(51) = 

15.25, p < .001, MD = 2.25, 95% CI = 1.95 to 2.55, d = 2.12; and it didn’t differ significantly 

from midpoint in False, t(50) = 1.39, p = .172.

In Control, 98% of participants agreed that the evidence was good to some degree or other 

(i.e. “very good,” “good,” or “somewhat good”), χ2(1, 50) = 46.08, p < .001; in True, 94% of par-

ticipants answered that way, χ2(1, 52) = 40.69, p < .001; in False, 57% did, χ2(1, 51) = 0.96, p = .

327. The mode response in Control and True was “very good.” In False it was “somewhat bad.”  

(See Fig. 3).

Knowledge judgments and evidential evaluations were strongly positively correlated, 
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Spearman’s correlation, rs(151) = .622, p < .001. (See Fig. 3.) Still, overall, mean evidential eval-

uation (M = 1.64, SD = 1.56) was higher than mean knowledge judgment (M = 1.09, SD = 1.80), 

paired samples t-test, t(152) = 4.40, p < .001.

Fig. 3. Experiment 3. Top panel: distribution of responses for the evaluation of evidence: 3 = 

“very good,” 2 = “good,” 1 = “somewhat good,” -1 = “somewhat bad,” -2 = “bad,” -3 = “defi-

nitely should not.” Bottom panel: distribution of responses to the knowledge probe: 3 = “defi-

nitely knows,” 2 = “knows,” 1 = “probably knows,” -1 = “probably doesn’t know,” -2 = “doesn’t 

know,” -3 = “definitely doesn’t know.”
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Discussion

In this experiment, people were asked to evaluate the evidence someone gets from a source 

known to be reliable. Changing the truth value of the proposition radically changed how people 

rated the evidence’s quality. When the proposition was true, people overwhelmingly said that the 

evidence was very good. But when the proposition was false, very few people said that the evi-

dence was very good. Instead the central tendency was one of ambivalence about the evidence’s  

quality. These results support the hypothesis that many theorists — including prominent critics of 

factive accounts of the norms of assertion, belief and decision — have mischaracterized the natu-

ral and intuitive view of evidence. In particular, they have falsely assumed that “it is beyond  

question at an intuitive level” that the quality of someone’s evidence for a proposition is insensi -

tive to the proposition’s truth value (BonJour, 2003, p. 186).

Experiment 4: Putting It All Together

This experiment begins looking more closely at the relationship between truth and the evaluation 

of beliefs and decisions, on the one hand, and judgments about evidence and knowledge, on the  

other. Until now I have simply evaluated the effect of manipulating truth value on the evaluation  

of belief, decision and evidence. In each case I found that truth value enormously influenced  

evaluations. We now know that truth value influences them. However, the earlier experiments 

weren’t designed to estimate how truth value accomplishes this. This experiment is designed to 

help answer this question. To do so, I will divide participants into conditions that manipulate 

truth value and have them evaluate a belief or decision, just like earlier experiments. But I will  
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also have each participant rate how good the agent’s evidence is and whether the agent has  

knowledge. This enables me to use powerful statistical techniques — linear regression and boot-

strap mediation analysis — to estimate how truth value affects the evaluation of belief and deci-

sion. In particular, it enables me to determine whether judgments about evidence or knowledge 

affect the evaluations when controlling for the influence of truth value. Similarly, it enables me  

to determine whether people’s judgments about evidence and knowledge mediate the effect of  

truth value on evaluations of belief and decision.

Method

Participants. Three hundred new participants were tested (aged 18-71 years, mean age = 32 

years; 95% reporting English as a native language; 112 female). Participants were recruited and 

tested the same way as in earlier experiments.

Materials and Procedure. Participants were randomly assigned to one of four conditions 

in a 2 (Type: Believe/Decide) × 2 (Truth Value: True/False) between-subjects design. Participants  

read a version of the Watch story used in Experiment 2. The story for the True conditions was the 

True Watch story from Experiment 2; the story for the False conditions was the False Watch 

story from Experiment 2.

After reading the story, participants in Believe conditions responded to the same question 

about what Maria should believe as in Experiment 1: “What should Maria believe?” Responses  

were collected on a standard 6-point Likert scale anchored with “I definitely do have one” (=  

+3), “I do have one,” “I probably do have one,” “I probably don’t have one,” “I don’t have one,”  

“I definitely don’t have one” (= -3), appearing in that order left-to-right across the participant’s  
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screen. Participants in Decide conditions responded to the same open probe about what Maria 

should do as in Experiment 2: she “definitely should” (= +3), “should,” “probably should,” 

“probably should not,” “should not,” “definitely should not (= -3). Participants then went to a 

new screen and rated the quality of Maria’s evidence, “How would you rate the quality of  

Maria’s evidence for thinking that she has one in her collection?” Responses were collected on a  

standard 6-point Likert scale anchored with “very good” (= +3), “good,” “somewhat good,” 

“somewhat bad,” “bad,” “very bad” (= -3). Participants then went to a new screen and responded  

to an open knowledge probe: “Maria _____ that she has one in her collection.” Responses were  

collected on a standard 6-point Likert scale anchored with “definitely knows” (= +3), “knows,”  

“probably knows,” “probably doesn’t know,” “doesn’t know,” and “definitely doesn’t know” (= 

-3). Finally, participants then went to a new screen and answered a manipulation check from 

memory: “What was objectively true in the story? Maria _____ have one in her collection”  

(does/does not). The story remained at the top of the screen for all questions except for the ma -

nipulation check. Participants never saw numerical values, only qualitative anchors. After test -

ing, participants completed a brief demographic questionnaire.

Results

The Truth Value manipulation was extremely effective; 94% of participants correctly identified 

from memory whether the proposition was true, χ2(1, 300) = 225.33, p < .001. As can be seen by 

visually inspecting Fig. 4 below, I observed the same basic pattern as in earlier experiments for 

all of the dependent measures. A detailed analysis of the data can be found in an appendix. In the  

main text, I will focus on regression and mediation analyses. A multivariate analysis of variance 
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revealed main and interaction effects of Type and Truth Value on the dependent variables. So I  

analyzed the data for Believe and Decide conditions separately, beginning with the Believe con -

ditions.

I conducted a standard multiple linear regression with response to the “should believe” 

question (“belief evaluation”) as the outcome and Truth Value, evidential evaluation, and knowl-

edge score as predictors. The purpose of this test is to estimate the unique contribution that each 

of these predictors makes to predicting belief evaluation. Preliminary analyses revealed no viola -

tion of the assumptions of normality, linearity, multicollinearity and homoscedasticity. The over -

all model was significant, F(3, 145) = 61.1, p < .001, R2 = .558. Belief evaluation was signifi-

cantly predicted by Truth Value, t(148) = 3.73, Beta = .305, p < .001, and knowledge scores, 

t(148) = 5.32, Beta = .415, p < .001. But belief evaluation was not significantly predicted by evi-

dential evaluations, t(148) = 1.82, Beta = .127, p = .072. Knowledge scores were the strongest 

predictor of belief evaluation. A multiple-mediators bootstrap analysis (Hayes, 2013) (indepen-

dent variable: Truth Value; outcome: belief evaluation; potential mediators: evidential evaluation  

and knowledge score) revealed that evidential evaluation did not mediate the effect of Truth  

Value on belief evaluation, 95% CI for the indirect effect = -0.09 to 0.63. But knowledge scores 

did significantly mediate the effect of Truth Value on belief evaluation, 95% CI for the indirect  

effect = 0.47 to 1.54. The ratio of the indirect effect through knowledge to the total effect of  

Truth Value was surprisingly large (= .43).

I next conducted a standard multiple linear regression with response to the “should decide”  

question (“decision evaluation”) as the outcome and Truth Value, evidential evaluation, and 

knowledge score as predictors. The purpose of this test is to estimate the unique contribution that 
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each of these predictors makes to predicting decision evaluation. Preliminary analyses revealed  

no violation of the assumptions of normality, linearity, multicollinearity and homoscedasticity.  

The overall model was significant, F(3, 147) = 47.69, p < .001, R2 = .493. Decision evaluation 

was significantly predicted by Truth Value, t(147) = 4.57, Beta = .410, p < .001, and knowledge  

scores, t(147) = 3.05, Beta = .272, p = .003. But decision evaluation was not significantly pre-

dicted by evidential evaluations, t(147) = 1.23, Beta = .097, p = .219. Truth Value was the strong-

est predictor of action evaluation. A multiple-mediators bootstrap analysis (independent variable: 

Truth Value; outcome: decision evaluation; potential mediators: evidential evaluation and knowl -

edge score) revealed that evidential evaluation did not mediate the effect of Truth Value on deci-

sion evaluation, 95% CI for the indirect effect = -0.27 to 0.85. But knowledge scores did signifi-

cantly mediate the effect of Truth Value on decision evaluation, 95% CI for the indirect effect =  

0.15 to 1.65. The ratio of the indirect effect through knowledge to the total effect of Truth Value 

was smaller than for belief evaluation (= .30).
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Fig. 4. Experiment 4. Distribution of responses across the four conditions.
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Fig. 5: Experiment 4. Mediation results from Experiment 4. Left panel: belief evaluation. Right 

panel: decision evaluation. Parenthetical values represent the strength of a simple regression be-

tween the two variables; values outside the parentheses represent the strength of the relationships  

in a model used to test for mediation. *p < .01, **p < .001.

It is worth briefly noting some other interesting aspects of the results. A multivariate analy-

sis of variance revealed interesting interaction effects of Type and Truth Value on the dependent  

variables. Follow-up independent samples t-tests revealed that in True conditions, Type of evalu-

ation (i.e. belief versus decision) did not affect mean response to the “should” question, the eval-

uation of evidence, or knowledge scores (all ps > .10). But things were much different in False 

conditions. Mean evaluation of belief (M = 0.21, SD = 1.53) was significantly higher than mean 

evaluation of action (M = -0.76, SD = 2.16), t(133.35) = 3.19, p = .002, MD = 0.97, 95% CI, 

0.37 to 1.58, d = 0.55. Knowledge scores were significantly higher in Believe (M = 0.15, SD = 

1.47) than Decide (M = -0.75, SD = 1.65), t(148) = 3.52, p < .001, MD = 0.89, 95% CI = 0.39 to 

1.40, d = 0.58. Evidential evaluation was non-significantly higher in Believe (M = 0.68, SD = 

1.47) than Decide (M = 0.28, SD = 1.77), t(143.3) = 1.51, p = .134.
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Discussion

This experiment replicated all the main findings from the first three experiments. Once again, 

changing just the truth value of a reliable source’s information radically changed how people  

evaluate an agent’s beliefs, decisions and evidence. More importantly, this experiment began dig -

ging deeper into the underlying causal relationships among these judgments. Even controlling for  

the influence of evaluations of evidence and knowledge judgments, the proposition’s truth value  

affected the evaluation of beliefs and decisions. Controlling for the influence of truth and knowl -

edge, evidential evaluations did not affect the evaluation of beliefs and decisions. By contrast,  

controlling for the influence of truth and evidence, knowledge judgments still affected the evalu-

ation of beliefs and decisions. Moreover, for the evaluation of both belief and decision, knowl-

edge judgments mediated the effect of truth. Overall, these results support the view that truth and  

knowledge are both integrally connected to the ordinary evaluation of belief and decision; the re-

sults do not suggest that evidence is similarly connected.

Conclusion

According to factive accounts, the norms of assertion, belief, and decision-making require at the 

very least truth and perhaps even knowledge. If these views are correct, then you should not be-

lieve, assert, or make decisions based on a falsehood, even when the evidence suggests that it is 

not a falsehood. Critics claim that factive accounts badly mischaracterize our actual practice of  

evaluating assertions, beliefs and decisions. In short, factive accounts are said to be counterintu-

itive and revisionary. To support these claims, critics appeal to intuitions about cases where an  
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agent forms a false belief based on highly reliable evidence or bases a decision on such a belief. 

If these claims are correct and cannot be explained away, then they count against the hypothesis 

that assertion, belief ,and decision-making have factive norms.

But when I tested these claims, a dramatically different picture of our evaluative practices  

emerged. I tested cases where a known highly reliable source provides an agent with evidence 

that a certain proposition was true. When the proposition was true, the vast majority of people  

said that the agent should believe the proposition. But when the proposition was false, only a 

small minority said that the agent should believe the proposition. I also tested very similar cases  

where the agent will decide whether to pursue a course of action. When the proposition was true, 

the vast majority of people said that the agent should pursue the course of action. But when the  

proposition was false, only a small minority said that the agent should pursue the course of ac-

tion.

Overall the results disprove the accusation that factive accounts are counterintuitive or revi-

sionary. Instead the results cohere well with the hypothesis that the norms of belief and decision 

are factive; indeed, they are arguably the best evidence to date for factive norms of belief and de -

cision-making. The effect of truth on these normative judgments was not only statistically signif-

icant but also extremely large. I observed the same basic pattern of results across multiple sce-

narios, for men and for women, and for younger and older participants. These results parallel re-

cent findings which support a factive norm of assertion (e.g. Turri, 2013). They are also consis-

tent with existing findings on people’s intuitions about responsibility and punishment, where ob-

jective facts matter beyond what is reflected in the agent’s evidence about the situation (Robin -

son & Darley, 1998).
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Like prior work criticizing factive norms, prior work supporting factive norms has relied  

largely on appeals to introspective and social observation (e.g. Hawthorne, 2004; Stanley, 2005;  

Hawthorne & Stanley, 2008; Smithies, 2012). Social and introspective observation are natural  

places to start when investigating the norm of an important activity that we’re all familiar with. 

But some caution is warranted because social and introspective observation have some well 

known limitations. As social and cognitive psychologists have shown, not infrequently we mis-

understand the dynamics of social interaction and the source of our own actions and reactions  

(Milgram, 1974, pp. 103–4; Schwitzgebel, 2008; Ross & Nisbett, 2011; Lieberman, 2013, pp. 4-

5). Moreover, researchers have persistently disagreed over what is intuitive or characteristic of  

ordinary practice. And there is no hope that even the most astute introspection or social observa-

tion can discern causal mediation or precisely estimate the unique contributions that multiple  

factors make to an outcome.

Fortunately we can also systematically investigate the matter by established methods of ex-

perimental cognitive and social science. Controlled experimentation supplements introspection 

and social observation; it simultaneously builds on the insights they afford and overcomes their  

limitations, thereby increasing confidence that we have accurately identified the norm.

I also found evidence for an explanation of why critics of factive accounts have gotten  

things wrong. They seem to assume that the quality of someone’s evidence for a proposition is 

insensitive to the proposition’s truth value. They do not argue for this assumption; instead they 

claim that this is the natural and intuitive view. But the intuition is not widely shared. I asked 

people to evaluate the evidence someone got from a reliable source indicating that a certain  

proposition is true. When the proposition was actually true, people overwhelmingly said that the 
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evidence was very good. But when the proposition was false, almost no one said that the evi -

dence is very good; instead they were overall ambivalent on the evidence’s quality. This finding 

has implications beyond the debate over factive accounts of the norms of assertion, belief and de-

cision-making. For example, it also bears on the dispute between internalists and externalists in 

epistemology. In particular, it suggests that internalists have been relying on idiosyncratic intu -

itions about evidential quality when discussing, for example, notorious thought experiments 

about radically deceived subjects such as brains-in-vats (Lehrer & Cohen, 1983; BonJour, 2002;  

Feldman, 2003; for further discussion and relevant results, see Turri, in press b).

There are two main candidates for a factive norm of belief and decision-making: truth and  

knowledge. My findings help to discriminate between the two (Experiment 4). Two findings are 

especially relevant here. First, even when controlling for the influence of truth and evidence,  

knowledge judgments affect the evaluation of beliefs and decisions. Second, while truth has a  

large effect on these evaluations, knowledge judgments mediate its influence. A knowledge ac -

count of the norms of belief and decision can explain the data. Knowledge requires truth, so the 

knowledge account predicts that truth will influence the evaluations and, moreover, it explains  

why knowledge judgments mediate truth’s influence. But the truth account cannot easily explain  

the powerful independent influence that knowledge exerts on these evaluations. Neither can the  

truth account easily explain why knowledge mediates truth’s influence. The knowledge account  

is a much better fit for the evidence on hand.

More general theoretical considerations also support knowledge accounts. It has been estab -

lished that knowledge is the norm of assertion (for a review, see Turri, under review c). If, as  

many researchers suspect, belief is best understood as assertion to oneself (e.g. Sellars, 1963, p. 
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180; Dummett, 1981, p. 362; see also Williamson, 2000; Adler, 2002), then the knowledge ac -

count of assertion entails a knowledge account of belief. Alternatively, suppose, as many other 

researchers expect, that belief is prior to assertion in the order of explanation and assertion is best  

understood as the expression of belief (e.g., Searle, 1979; Bach & Harnish, 1979). In that case,  

the knowledge account of belief could help explain why the knowledge account of assertion is 

true (Bach, 2008). Either way, knowledge accounts of belief and assertion form a natural pair.  

Moreover, for my part, I am suspicious of the idea that one could be adequately positioned to  

properly believe and assert a proposition while, simultaneously, being inadequately positioned to 

make decisions based on it. That is, I find the following combination of claims counterintuitive:  

with respect to a certain proposition, you should believe it, and you should assert it, but you  

should not make decisions based on it. Further investigation of the matter is obviously required.  

But if my suspicion is well founded, then the knowledge account of decision-making comes 

along for the ride.

Nevertheless, however theoretically elegant and satisfying such a unified normative pan-

theon might be, the world is under no obligation to cooperate in such matters. Much more rele-

vant is the empirical evidence presented here.

It might be argued that all my results show is that ordinary practice is deeply confused  

about how we should evaluate beliefs, decisions and evidence. On this approach, the results 

merely show that people are strongly disposed to incompetently evaluate beliefs, decisions and  

evidence. In response, this argument differs fundamentally from the criticism I address in the pa -

per. The criticism I address is that factive accounts are revisionary, which is interpreted as evi -

dence against factive accounts. The argument also rejects an assumption widely accepted in the  
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literature: we should prefer theories that minimize the amount of error we read into ordinary be-

havioral patterns. Of course, critics might propose new arguments to think that factive accounts 

are very bad and, thus, that we should radically revise ordinary practice. Such attempts are to be 

welcomed and should be judged fairly on their merits. But lazy appeals to intuition and armchair 

generalizations about ordinary practice should be excluded from serious discussion and, indeed, 

actively discouraged.

In conclusion, the results from four experiments accomplished three main things. First, they  

undermined the most persistent objections to factive norms of belief and decision. Second, they 

provided the best evidence to date that the norms of belief and decision-making are factive.  

Third, they provided the best evidence to date that knowledge specifically is the norm of belief 

and decision-making.
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Appendix A: Stimuli

Experiment 1 Materials

(Watch: True/False) Maria is a watch collector who owns over ten thousand watches. She cannot  

keep track of all her watches by memory alone, so she maintains a detailed inventory of them. 
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She keeps the inventory up to date. Maria knows that the inventory isn't perfect, but it is ex -

tremely accurate. ¶1 Today someone asked her, “Maria, I was wondering, do you have a 1990 

Rolex Submariner in your collection?” ¶ Maria consults her inventory. It says that she does have 

a 1990 Rolex Submariner. [And this is just another case where the inventory is exactly right: she  

does have one in her collection. / But this is one of those rare cases where the inventory is  

wrong: she does not have one in her collection.]

(Name: True/False) Mario manages human resources for a company with over ten thousand 

employees. He cannot keep track of all their names by memory, so he maintains a detailed inven-

tory of them. He keeps the inventory up to date. He knows that the inventory isn't perfect, but it  

is extremely accurate. ¶ Today someone asked him, “Mario, do you have an employee working  

for you named Rosanna Winchester?” ¶ Mario consults his inventory. It says that he does have an 

employee by that name. [And this is just another case where the inventory is exactly right: he 

does have an employee by that name. / But this is one of those rare cases where the inventory is 

wrong: he does not have an employee by that name.]

Experiment 2 Materials

The stories were exactly the same as in Experiment 1, except for the second paragraph. Below  

are the new second paragraphs.

(Watch) Today her partner informed her, “Maria, I just talked to the bank. If you have a 

1990 Rolex Submariner in your collection, then you need to make an appointment to revise our  

insurance policy, which will take several hours. But if you don’t have one, then you don’t need to  

1 Indicates a paragraph break on the participant’s screen.
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make an appointment.”

(Name) Today his advisor informed him, “Mario, I just got a call from the immigration of-

fice. If we have an employee named Rosanna Winchester, then you need to make an appointment  

to revise the paperwork we filed, which will take several hours. But if we don’t have one, then 

you don’t need to make an appointment.”

Appendix B: Experiment 4 Analyses

A multivariate analysis of variance revealed main and interaction effects of Type and Truth Value  

on the dependent variables. So I analyzed the data for Believe and Decide conditions separately.

Believe conditions. In response to the question of what Maria should believe, mean re-

sponse was significantly higher in True (M = 2.41, SD = 0.84) than False (M = 0.21, SD = 1.53), 

independent samples t-test, t(115.56) = 10.87, p < .001. The magnitude of the mean difference 

(MD = 2.91, 95% CI = 1.79 to 2.60) was extremely large, d = 2.02. One sample t-tests revealed 

that mean response was significantly above the neutral midpoint (=0) in True, t(73) = 24.56, p < .

001, MD = 2.41, 95% CI = 2.21 to 2.60, d = 2.87, whereas it did not differ from the midpoint in 

False, t(74) = 1.21, p = .230, MD = 0.21, 95% CI = -0.14 to 0.56. In True, 83% of participants 

said that the agent should believe “I definitely do have one” or “I do have one,” compared to 

only 17% of participants in False. A chi-square test for independence indicated that the magni -

tude of the difference in frequencies was extremely large, χ2(1, 149) = 80.29, Cramer’s V = .734. 

The mode response in True was “I definitely do have one.” In False it was “I probably do have  

one.”
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Mean evaluation of Maria’s evidence was significantly higher in True (M = 2.39, SD = 

0.77) than False (M = 0.68, SD = 1.47), independent samples t-test, 112.27) = 8.90, p < .001. The 

magnitude of the mean difference (M = 1.71, 95% CI = 1.33 to 2.10) was extremely large, d =  

1.68. One sample t-tests revealed that mean evaluation was significantly above the neutral mid-

point in True, t(73) = 26.61, p < .001, MD = 2.39, 95% CI = 2.21 to 2.57, d = 3.10, and also in 

False, t(74) = 4.0, p < .001, MD = .68, 95% CI = 0.34 to 1.02, d = 0.46. In True, 99% of partici-

pants agreed that the evidence was good to some degree or other (i.e. “very good,” “good,” or  

“somewhat good”; in False, 64% did. A chi-square test for independence indicated that the mag-

nitude of the difference in frequencies was medium, χ2(1, 149) = 29.30, Cramer’s V = .443. The 

mode response in True was “very good.” In False it was “good.”

Mean knowledge score was significantly higher in True (M = 2.31, SD = 0.68) than False 

(M = 0.15, SD = 1.47), independent samples t-test, t(104.76) = 11.57, p < .001. The magnitude of 

the mean difference (M = 2.164, 95% CI = 1.79 to 2.54) was extremely large, d = 2.25. One sam-

ple t-tests revealed that mean knowledge score was significantly above the neutral midpoint in  

True, t(73) = 29.19, p < .001, MD = 2.31, 95% CI = 2.15 to 2.47, d = 3.40, whereas it did not dif-

fer from the midpoint in False, t(74) = 0.87, p = .39, MD = .15, 95% CI = -0.19 to 0.48.

Decide conditions. In response to the question of what Maria should decide to do, mean re-

sponse was significantly higher in True (M = 2.33, SD = 1.20) than False (M = -0.76, SD = 2.16, 

SEM = 0.25), independent samples t-test, t(115.78) = 10.85, p < .001. The magnitude of the 

mean difference (MD = 3.09, 95% CI = 2.53 to 3.65) was extremely large, d = 2.02. One sample 

t-tests revealed that mean response was significantly above the neutral midpoint in True, t(75) = 

16.86, p < .001, MD = 2.33, 95% CI = 2.05 to 2.60, d = 1.94, and it was significantly below the  
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midpoint in False, t(74) = -3.05, p = .003, MD = -0.76, 95% CI = -1.26 to -0.26, d = 0.35. In 

True, 88% of participants said that the agent “definitely should” or “should” make the appoint -

ment, compared to only 24% in False. A chi-square test for independence indicated that the mag-

nitude of the difference in frequencies was extremely large, χ2(1, 151) = 63.15, Cramer’s V = .

647. The mode response in True was “definitely should.” In False it was “should not.”

Mean evaluation of Maria’s evidence was significantly higher in True (M = 2.42, SD = 

0.77, SEM = 0.09) than False (M = 0.28, SD = 1.77, SEM = 0.20), independent samples t-test, 

t(100.87) = 9.63, p < .001. The magnitude of the mean difference (MD = 2.14, 95% CI = 1.7 to 

2.58) was extremely large, d = 1.92. One sample t-tests revealed that mean evaluation was signif -

icantly above the neutral midpoint in True, t(75) = 27.39, p < .001, MD = 2.42, 95% CI = 2.24 to 

2.60, d = 3.14, but it did not differ from the midpoint in False, t(74) = 1.37, p = .174, MD = 0.28, 

95% CI = -0.13 to 0.69. In True, 99% of participants agreed that the evidence was good to some 

degree or other; in False, 56% did. A chi-square test for independence indicated that the magni-

tude of the difference in frequencies was large, χ2(1, 151) = 39.42, Cramer’s V = .511. The mode 

response in True was “very good.” In False it was “somewhat good.”

Mean knowledge score was significantly higher in True (M = 2.08, SD = 1.03, SEM = 0.12) 

than False (M = -0.75, SD = 1.64, SEM = 0.19), independent samples t-test, t(124.39) = 12.68, p  

< .001. The magnitude of the mean difference (MD = 2.83, 95% CI = 2.39 to 3.68) was ex-

tremely large, d = 2.27. One sample t-tests revealed that mean knowledge score was significantly  

above the neutral midpoint in True, t(75) = 17.60, p < .001, MD = 2.08, 95% CI = 1.84 to 2.31, d  

= 2.02, and it was significantly below the neutral midpoint in False, t(74) = -3.95, p < .001, MD  

= -0.75, 95% CI = -1.12 to -0.37, d = 0.46.
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