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A B S T R A C T   

Various approaches have emerged over the last several decades to meet the challenges and complexities of 
anticipating and responding to the potential impacts of emerging technologies. Although many of the existing 
approaches share similarities, they each have shortfalls. This paper takes as the object of its study Anticipatory 
Ethics for Emerging Technologies (ATE) to technology assessment, given that it was formatted to address many of 
the privations characterising parallel approaches. The ATE approach, also in practice, presents certain areas for 
retooling, such as how it characterises levels and objects of analysis. This paper results from the work done with 
the TechEthos Horizon 2020 project in evaluating the ethical, legal, and social impacts of climate engineering, 
digital extended reality, and neurotechnologies. To meet the challenges these technology families present, this 
paper aims to enhance the ATE framework to encompass the variety of human processes and material forms, 
functions, and applications that comprise the socio-technical systems in which these technologies are embedded.   

1. Introduction 

Different technologies can aptly be described as being at various 
stages of their research and development, as well as diffusion stages in 
their lifecycles. Consequently, it becomes difficult to evaluate the social, 
ethical, environmental, and economic impacts across various sectors, 
given this incongruency and asymmetry. This challenge is made even 
more complex given the convergence of these technologies, blurring the 
boundaries of where one technology may end and another begin—to 
say, nothing of the social worlds these technologies shape and are sha-
ped by. This issue has been the core of technology assessment (TA) 
initiatives over at least the past five decades (c.f. [1]) and, in 2012, was 
taken up by Philip Brey in his paper Anticipatory Ethics for Emerging 
Technologies [2]. 

To tackle these issues, Brey evaluated the benefits and pitfalls of 
widely diffused approaches to assess the impacts of transformative 
technologies. In particular, he focused on ethical technology assessment 

(e.g. Refs. [3,4]), the techno-ethical scenarios approach (e.g. Ref. [5]), 
and the ETICA approach (e.g., Refs. [6,7]). He identified several lacunae 
accompanying these approaches and, consequently, proposed an alter-
native framework to address them. Brey offered what he considered to 
be a more effective framework: anticipatory technology ethics (ATE). 

The TechEthos Horizon 2020 project adopted the ATE approach as 
the starting point for evaluating the ethical, legal, and social impacts of 
climate engineering, digital extended reality, and neurotechnologies 
[8]. This paper is the result of work done with the TechEthos project’s 
attempts to use ATE in practice. Explorations of the technologies 
selected by the project highlighted various ways the approach could be 
augmented to meet challenges faced in its original formulation, as well 
as subsequent attempts to build on it (i.e., [9,10]). In particular, this 
paper amends and expands the ATE framework given various conceptual 
privations of the ATE approach in encompassing the variety of human 
processes and material forms, functions, and applications that comprise 
the socio-technical systems in which these technologies are embedded. 
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Enhancements are proposed to fill these lacunae. Firstly, we incorporate 
narrative approaches, including lay and cultural narratives. This tech-
nique facilitates a more comprehensive understanding of the ethical 
landscape, as it engages diverse perspectives and narratives that are 
rooted in varying cultural and social contexts. Secondly, we prioritize 
the incorporation of uncertainty over likelihood. By doing so, we open 
the possibility for a more nuanced exploration of potential values and 
value conflicts. This encourages deeper reflections and discussions on 
the ethical aspects of emerging technologies, fostering broader and more 
inclusive dialogues. Thirdly, we propose the acceptance of some degree 
of ethical opacity. By employing narrative analysis, we are able to reveal 
and interpret the subtler, less transparent ethical implications that may 
otherwise be overlooked in more conventional methods. Finally, our 
enhanced ATE approach is intended to include socially beneficial im-
pacts. This inclusion underscores our commitment to technology 
development that is not just innovative, but also carries the potential for 
positive social transformation. These enhancements aim to create a 
more holistic and inclusive ATE approach, equipping it better to navi-
gate the complex ethical landscape of emerging technologies. 

Our work on enhancing the ATE approach represents a contribution 
to strengthening “ethics by design.” Ethical foresight analysis frame-
works like the ATE approach have been increasingly adopted by tech-
nology developers and firms in order to more effectively determine the 
potential ethical risks that may emerge as a function of their design and 
deployment [11]. Ethical foresight can help design teams to anticipate 
and attempt to avoid these risks, and thus design their systems for 
human values rather than at their expense [12] using ethics-by-design 
approaches, like value sensitive design, to research and development 
of novel technologies [13]. 

In order to realize the enhancements proposed, the paper begins by 
describing the ATE approach in greater detail. The following section 
describes some of the lacunae in ATE as well as some of the requirements 
of the TechEthos project that necessitated enhancing ATE. This is fol-
lowed by a section that describes a more detailed classification to better 
capture the nuances the TechEthos project surfaced, and a discussion 
concerning how the new approach meets the TechEthos requirements. 
The final section considers potential limitations of this enhanced ATE 
approach and fruitful avenues for future research. 

2. Anticipatory technology ethics (ATE) 

Brey, prior to presenting his own ATE framework, describes the 
benefits and pitfalls of three other approaches: (1) ethical technology 
assessment, (2) the techno-ethical scenarios approach, and (3) the 
ETICA approach. He argues that each of these approaches fails to ac-
count for essential elements in engaging in the ethics of emerging 
technologies. As such, his ATE differs from these extant approaches on at 
least three dimensions:  

1. Levels and Objects of Ethical Analysis  
2. Foresight Methods  
3. Methods of Ethical Analysis 

2.1. Levels and objects of ethical analysis 

Similar to the ETICA approach, which distinguishes between the 
various features of a technology, Brey’s ATE provides three levels of 
analysis: (1) technology, (2) artefact, and (3) application (Fig. 1). This 
trio, however, is marketed as unique and more comprehensive given 
that ethical considerations can be undertaken at any given level in 
isolation from other levels. To begin with the highest level, Brey first 
defines technology, wherein individual technologies may be evaluated. 
Technology, according to Brey, “is a collection of techniques that are 
related to each other because of a common purpose, domain, or formal 
or functional features” ([2]; p. 7). Examples of a collection of techniques 
(i.e., a technology) are nuclear power or nanotechnology. Ethical analysis 
can be conducted at the technology level independent of the artefact and 
application levels. This, however, requires the locus of analysis to be 
broader, looking at the generic ethical issue that can be attributed to the 
“features of the technology at large, particular subclasses of it, or tech-
niques within it” ([2]; p. 8). 

One level down from the technology level is the artefact level. Here 
artefacts are defined as the “physical configurations that, when operated 
in the proper manner and in the proper environment, produces a desired 
result” ([2]; p. 8). Examples of such artefacts following our examples of 
the higher technology level (i.e., nuclear power and nanotechnology) 
would be nuclear reactors or nuclear weapons and nanopharmaceutical, 
respectively. Procedures are also crucial at this level, given that it is 
argued that technologies produce artefacts and procedures toward 
useful, practical ends. Here a procedureis understood as, “a sequence of 
actions that, when performed in the proper manner in the proper envi-
ronment using the proper tools, produces a desired result” ([2]; p. 8). 
Ethical analysis at this level looks at the specific features of both the 
artefacts and procedures or those features most likely to emerge. 

Finally, ethical analysis at the application level explores how artefacts 
and procedures are used. Here Brey understands applications as, “the 
concrete use of a technological artefact or procedure for a particular 
purpose or in a particular context, or a specific configuration of an 
artefact to enable it to be used in a certain way” [2]; p. 8). What is 
important here is the context of use since various applications of an 
artefact or procedure can change based on its context. A nano-
pharmaceutical might be used in human and nonhuman animal con-
texts, for healing purposes, or, perhaps more controversially, for human 
augmentation. 

2.2. Foresight methods 

Brey contends that different foresight methods are necessary 
depending on which level one considers a technology (Fig. 2). For 
example, it is argued that at the highest (technology) level, engineers are 
the most suited persons to help ethicists understand the specifications of 
the technologies, the techniques it contains, and those techniques that 
could be feasible in the future. 

The artefact and application levels are best contended with by 
drawing from existing TA assessments of artefacts and applications, 

Fig. 1. Three levels of ethical analysis. Source: Brey ([2]; 7) modified.  
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using future studies approaches to envision impacts, and employing 
empirical investigations like those of expert surveys to determine the 
feasibility and plausibility of forecasted scenarios. This assists in 
formulating sober and tempered imaginative future scenarios. 

Although there is neither one nor a perfect approach to foresight (c.f. 
[14]), various methods may be used to better map how novel artefacts 
and applications might emerge from existing and novel technologies. 
Given that this is an imaginative process, various formulations can yield 
different results. Systematising the forecasting methods can narrow the 
results, but imaginative processes such as these are not exhaustive. Brey 
summarises this facet of his ATE approach by saying: 

an exhaustive futures study of a new technology would consult with 
engineering scientists to chart the internal features and development 
of the technology, and would rely on both existing futures studies 
and expert panels to forecast future artifacts and applications. A 
systematic futures study would consider how the technology may be 
combined with various new and emerging technologies to yield 
possible new capabilities and functionalities not found in current 
artifacts. [2]; p. 11). 

2.3. Methods of ethical analysis 

Brey’s ATE approach is aligned with the ETICA framework, which 
identifies at least two stages for ethical analysis for present and future 
technologies following the imaginative forecasting exercises: the (1) 
identification stage and (2) evaluation stage. He does posit a third, albeit 
optional, stage in which moral responsibility can be assigned to actors in 
the design of the technologies. The identification stage is where cross- 
referencing a technology’s description with ethical principles and 
values is undertaken. Through real cases or conceptual investigations of 
real-world conditions, the technology’s operationalisation in praxis is 
used to determine the negative impacts of that technology.1 

The identification stage is then followed by the evaluation stage, 
where the ethical issues identified are analysed based on their potential 
for realisation, their relation to one another, and, as a consequence, to 
what, if any, value tensions emerge between such issues (c.f. [15]), for 
the problem of ‘moral overload’). For example, in the identification 
stage of the ethical issues of a nanomedicine, it may have been identified 
that the precision of diagnostics may implicate mental health concerns 
given the risk of overdiagnosis viz. the identification of even a single 
malignant cell [16]. This can conflict with other values, such as human 
autonomy, given that these nanomedicine systems permit individual use 
outside professional medical contexts, thus further risking mis- and 
overdiagnoses. 

Ethical tensions like this can arise during the evaluation stage, and 
this stage can lead to a series of outputs. The output can be iterative 
feedback into the design of the technology that can explicitly contend 

with the issues and tensions.2 The output of the evaluation stage can also 
amount to what Brey calls the responsibility assignment stage, where 
moral responsibility can be attributed to the relevant moral actors in the 
design of the technology. For example, [17] provide a comprehensive 
account of meaningful human control that highlights means by which 
we can more accurately trace and track the relevant moral actors in any 
given design and use chain of a system.3 This latter stage is beneficial for 
policymakers and governance specialists in helping them formulate the 
appropriate measures concerning dealing both with the ethical issues of 
the system as well as those who are assigned moral responsibility con-
cerning the use and impacts of the system. 

2.4. Early adjustment 

The ATE approach is not set in stone [9]. considered adjustments as 
part of the ethical analysis done in the SIENNA project.4 For instance, 
the somewhat material term artefact was coupled with the term product 
to further describe the middle level of analysis. Products in this adjust-
ment were understood as physical materials or procedures resulting 
from a technology development processes and intended for use by 
consumers, businesses, governments or future R&D activities, or other-
wise. Such products might raise ethical issues independent of use (e.g., 
concerning ethical issues of humanoid robots), or issues in particular 
contexts of use (e.g., by military agencies in warfare; non-for-profit ac-
tors in healthcare; for profit actors in home care; etc.). To illustrate the 
latter, consider the deployment of an autonomous drone by a military 
agency in warfare. The drone, as a product of AI technology, carries 
inherent ethical considerations, including issues of accountability, 
transparency, and potential biases in its programming. However, when 
this drone is utilized within the specific context of warfare, additional 
ethical complexities emerge. For instance, questions of proportionality, 
discrimination between combatants and non-combatants, and the 
overall moral implications of autonomous decision-making in 
life-or-death situations are brought to the forefront [18]. The military’s 
use of the drone thus surfaces a distinct set of ethical challenges that are 
uniquely tied to this context. Similar context-dependent ethical con-
siderations may arise when technology is used by non-for-profit actors in 
healthcare or for-profit actors in home care, demonstrating the need for 

Fig. 2. Sources of knowledge for foresight at the various levels of analysis.  

1 For an example checklist see (Table 1 of [2]; p. 12). 

2 This approach is aligned with the value sensitive design approach to iter-
ative feedback in design, viz. conceptual, empirical, and technical in-
vestigations [57].  

3 This is an interesting design point that relates to the “tracking” and 
“tracing” conditions of moral responsibility for autonomous systems proposed 
by Santoni de Sio and van den Hoven (2018).  

4 The SIENNA project addressed ethical issues in three new and emerging 
technology areas: human genomics, human enhancement and human-machine 
interaction. These areas all come with major socio-economic impact. They also 
raise issues related to human rights. More information available at: http 
s://www.sienna-project.eu/about-sienna/. 
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a nuanced understanding of ATE. 
Concerning foresight activities, ATE in the SIENNA project was 

coupled with various foresight methodologies such as environmental 
scanning, relevance trees, science and technology roadmapping, multi-
ple perspectives, and, optionally, futures visioning. Likewise, within the 
same project, foresight approaches where stakeholders beyond those of 
engineers or domain experts were considered in order to align the 
approach with more general concerted efforts of Responsible Research 
and Innovation initiatives to include broader stakeholder communities 
([10]; p. 16). However, non-expert stakeholders remained only a 
contingent and optional step, rather than as necessary participants in the 
development of technology ([10]; pp. 46–48, 50, 61–62). 

This enrichment of the original ATE approach is aligned with the 
internal philosophical underpinnings of the methodology, which sup-
ports updating based on necessity. As such, the enhanced ATE frame-
work described in this paper constitutes part of this tradition. Beyond 
these initial revisions to ATE, the TechEthos project surfaced further 
nuances to enrich the work done in SIENNA. The contribution that fol-
lows thus aligns with ATE’s axiomatic design to be updated as novel 
tensions and requirements are discovered through application. 

3. Lacunae observed by the TechEthos project to expand ATE 

TechEthos,5 Ethics for Technologies with High Socio-Economic Impact 
(2021–2023), is a research project funded under the Horizon 2020 
Programme of the European Commission. The project focuses on three 
families of technologies (see Table 3) identified through project activ-
ities as having a potentially high socio-economic impact: climate engi-
neering, digital extended reality, and neurotechnologies [8]. The project 
carries out a series of interdisciplinary analyses to capture these tech-
nologies’ ethical, legal, and policy implications and identify public 
awareness and acceptance of them. Based on the findings of the ana-
lyses, it aims at contributing to their proper ethical and legal governance 
by increasing the likelihood that critical values and principles get taken 
into account from the stage of technology design through deployment 
and beyond. Throughout the project, the TechEthos consortium engages 
with a wide range of stakeholders, including academia, industry, poli-
cymakers, and the public, including members of vulnerable groups in 
society, in order to ensure a broad perspective on the analyses and the 
formulation of recommendations for enhanced governance of these 
technologies. 

In the TechEthos project, we observed several lacunae that needed to 
be confronted with deploying the ATE approach, particularly putting 
values and principles into conversation with technology in such an a 
priori manner. More specifically, we encountered four foundational is-
sues in the original ATE formulation which gave us pause: (1) the 
original formulation requires more meaningful consideration of fore-
sight concepts and activities; such concepts and activities could benefit 
by becoming integral rather than optional in ATE; (2) ATE primarily 
focuses on the inclusion of expert stakeholders, and so could be 
enhanced by identifying and eliciting a broader range of stakeholders 
and publics; (3) ATE could be enhanced by considering how differing 
time horizons directly effects the types and qualities of the impacts of 
any given technology; (4) Finally, the ATE ethical analyses are sig-
nificantly—understandably—concerned with negative impacts, yet do 
so at the expense of exploring also potentially significant positive im-
pacts. Consequently, this also omits tensions related to the subjectivity 
of positive and negative, as well as issues of equity associated with the 
distributions of burdens and benefits of technology. 

In general, we observed these shortcomings across: 1) levels and 
objects of ethical analysis; 2) approach to foresight methods; 3) methods 
of ethical analysis. 

3.1. Lacunae concerning levels and objects of ethical analysis 

The ATE assessment process starts with an ontological assertion 
establishing “technologies” at the highest level for analysis. While this is 
not an issue in and of itself, it bears acknowledging how demarcations of 
such “technologies” might be made, and adopting mechanisms to attend 
to societal contexts and situations from the start. TechEthos was charged 
with and acknowledged a pre-selection commitment to focus on socially, 
ethically, and potentially economically impactful groupings of tech-
nologies (what the project came to term, “technology families”). The act 
of identifying and constructing technology families in this way explicitly 
acknowledges social contexts and societal concerns in a manner distinct 
from, say, from a functional perspective [19], or simply as classified by 
scientists and engineers (We address this, in section 4.1, by developing a 
glossary in which things like “goals” and “desirability” are made explicit 
from the start). 

A degree of ambiguity related to the demarcation of levels and the 
language used to describe the objects of analysis at each level also made 
the application of the ATE framework difficult in the context of 
TechEthos’ work. Imprecisions make it difficult to ascertain the rela-
tionship between one level and the next, and one object of analysis and 
the next. While overlaps in analytical levels will, of course, always 
occur, the analytical foci at each level vary. This issue made it difficult to 
conduct a standardised analysis across multiple, diverse collections of 
technology families and technologies – a main priority of the TechEthos 
project. 

Finally, the original formulation of the ATE is concerned primarily 
with assessment of potential intended and unintended consequences. 
“Consequences”, as used in Ref. [2]; often seem implicitly negative. 
Nevertheless, a focus on ethical assessment of negative consequences 
alone misses the chance to: a) interrogate issues of distributional justice6 

that look at burdens and benefits associated with technological de-
velopments; b) interrogate the power dynamics that may perpetuate 
certain inequalities associated with technology development (for 
example by arguing that the benefits of a particular technology 
outweigh the risks); c) interrogate the inherent contingency of desir-
ability at play in either situation. 

3.2. Lacunae concerning foresight methods 

In the original ATE framework, analytical concerns extend to “pre-
sent and future” states of technologies, artefacts, and applications. For 
future-oriented concerns, futures studies methods, including fore-
casting, technology assessment, expert survey and discussion, or sce-
narios, are invoked. Imagination and creativity, as well as speculation 
about potential combinations of technologies, are emphasised as 
important in this original ATE constellation. 

Within these contexts, ATE focuses on “likelihood” from the 
perspective of expert assessment when it comes to potential unintended 
consequences of technology development or artefact application. The 
focus on “considered likelihood” in the original ATE begs the vital 
question of human perception (i.e., considered likely by whom? based 
on what evidence? in light of what motivations?). These considerations 
would be central to make explicit in ethical analyses—particularly ones, 
as in TechEthos, needing to consult broader stakeholders and publics. 
The 2021 enhancements to the ATE coupled it with foresight method-
ologies such as ’Vision in Futures,’ in which scenarios are created to 
tease out important ethical issues. However, such exercises are 

5 https://www.techethos.eu. 

6 1 It should be noted that while the ATE approach indeed encompasses as-
pects of distributive justice, its primary representation is within the confines of 
ethical checklists. These checklists, though beneficial in their application, 
possess inherent limitations. Consequently, the depth and complexity associ-
ated with issues of distributional justice may not be fully captured by these 
checklists, potentially constraining the breadth of ethical engagement. 
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presented as optional communication tools to surface potential issues to 
avoid, rather than as integral to foresight activities in ATE. Such visions 
are explicitly negative, and presented in explicit contrast to scenarios, in 
order to better anticipate ethically undesirable developments ([10]; pp. 
63–64), rather than surfacing positive and negative developments to 
consider in tension. 

Of further concern, its original form, regarding future considerations, 
ATE does not explicitly account for uncertainty or ambiguity regarding 
foresight activities. Research on decision-making under conditions of 
uncertainty shows how context influences perceptions of uncertainty, 
including normative uncertainty [20]; the emotional valence of cer-
tainty appraisals [21]; as well as the way notions of delay may be 
(erroneously) substituted with notions of risk [22]. When employing 
reference to future states, ATE’s focus on likelihood ignores, problem-
atically, the nuances that accompany grappling with uncertainty, the 
ethical issues it raises, and the ethical issues surfaced by grappling with 
uncertainty head-on. For example, in constructing uncertainty as a po-
litical device [23,24]. By glossing over questions of uncertainty in favour 
of questions of likelihood, the original ATE left underexplored issues of 
governance of science and technology inherently associated with un-
certainty [25] and the interesting and essential ethical dilemmas such 
governance surfaces. 

3.3. Lacunae concerning methods of ethical analysis 

In the course of our work on TechEthos, we observed that ATE shows 
a preferential focus on expert technical and policy perspectives to elicit 
possible, “social consequences that may cause harm, violate rights, 
affect well-being, or cause unjust distributions of goods” ([2]; p.10). This 
can be contrasted with the explicit mission and approach of TechEthos: 
to engage not only experts but also broader stakeholder groups and 
publics on the potential future social and ethical issues associated with 
the technologies studied. Opening up [26] to a greater plurality of 
perspectives in the anticipatory ethical analysis is a now-established 
way of proceeding, found in frameworks ranging from participatory 
technology assessment [27], real-time technology assessment [28]; 
anticipatory governance [29]; responsible innovation [30], and many 
more, with a long tradition (c.f., [31]). 

Ultimately, innovation creates, “new social practices and even in-
stitutions that transform how human beings interact with the world 
around them” [32]. Thus, innovation as a future-creating activity cannot 
be detached from a careful study of the narratives it re-activates or 
brings to the forefront of creating meaning in society. As laypeople and 
experts frame innovation in stories, tell and share stories, and make 
judgements of technological futures based on such stories, recurrent 
technological-cultural narratives structure their imaginaries (e.g., see 
Ref. [33]). Experts and publics embrace narrative creation and thus need 
to be better accounted for in an enhanced ATE framework. 

In addition to narrative analysis, virtue ethics [34] can inform the 
ethical motivation of the stakeholders. The personal qualities of tech-
nologists and innovators have a significant bearing on ethical judgement 
[32]. Under uncertainty about the future use of technology, ethical 
judgment is dominated by personal trust in the symbolic figures asso-
ciated with this technology, called “technology evangelists”. Such 
engineers-turned-messengers are often ambivalent figures. Whether one 
examines them using the archetypes of innovators, e.g., Prometheus, or 
in purely socio-economic terms, their impact on ethical judgment is 
unambiguous [35]. Analysing the families of emerging technologies in 
separation from the judgment on the individuals who, in the public eye, 
“incarnate” technologies and act as flag-bearers would thus benefit from 
more participatory and deliberative and inclusive processes featured 
above. 

Based on TechEthos project requirements and this literature, we have 
been able to highlight several lacunae in the original ATE approach; they 
are summarized in Table 1 below. 

4. The TechEthos approach to ATE 

The original formulation of ATE provides a robust framework for 
assessing the ethical implications that might emerge with new or 
emerging technologies. Despite the strengths of ATE, its application 
within the TechEthos project unveiled certain lacunae that called for 
further refinement. Guided by considerations of ontological precision, 
epistemic justice, and social justice, we propose a series of modifications 
to the levels and objects of ethical analysis, the methods of foresight 
included, and the methods of ethical analysis themselves. This triad of 
enhancements not only addresses the lacunae observed in the original 
ATE but also dovetails with the primary objectives of TechEthos, which 
centre around providing guidance for ethically designing technologies. 
In so doing, our refined ATE not only enhances the ethical assessment of 
technologies but also enables the subsequent development of compre-
hensive ethics-by-design guidelines. In doing so, we turned to extensive 
work in the literature of value sensitive design researchers, like Ibo van 
de Poel and Batya Friedman [13,36], where operationalisation proceeds 
by:  

1. describing the object of study at the level of interest with sufficient 
detail on “contexts of use” (i.e., technology family, technology, 
technique, application, use case), as illustrated in Fig. 3.  

2. identifying a moral value or principles of concern in this situated 
context;  

3. describing real-world conditions necessary for the “realisation or 
frustration” of these values and concerns; 

4. determining the evolving meanings of positive and negative in-
teractions among the technologies and values in contexts, along with 
necessary conditions for the realisation of desirable directions of 
development. 

In addition, we draw upon extensive work in domains of participa-
tory technology assessment [27,31] as well as critical studies of science 
and technology well suited to illuminating tensions among social groups 
with different values [37]—and the politics associated with appeals to 
expertise in governance [38]. 

4.1. Enhancements to levels and objects of ethical analysis 

During the TechEthos project, we determined that the original set of 
ATE terms required further nuance to describe the full range of human 
processes and material forms, functions, and applications that comprise 
the social-technical systems in which technologies are embedded. To 
arrive at this nuance, we first generated a revised glossary of terms to 
assist with a more precise demarcation of analytical levels and objects 
(Table 2) (see Table 4). 

Next, we set out to apply these terms consistently in a coherent 
generalisation of the “levels” of analysis (see Fig. 4). This revision aimed 
to elaborate levels without reference to technology, artefact, or appli-
cation so that future applications of ATE can similarly accommodate 
general application across a diversity of innovation contexts. 

At the highest level, we propose to focus on families of technologies: 
collections of technologies sharing common goals, or formal or func-
tional features. For example, a technology family bound by the term 
“climate engineering” might include technologies with the common goal 
of advancing carbon dioxide removal. At the middle, second and third 

Table 1 
Lacunae in ATE.  

Lacunae 

Meaningful consideration of foresight concept/activities 
Thoughtful inclusion of non-expert stakeholders and publics 
Clear explanation of time horizons to consider when adopting the approach 
Considering impacts beyond those that are negative  
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levels, we propose focusing on specific technologies, which may 
combine various techniques or domains sharing formal or functional 
features and goals. Continuing the example of climate engineering, 
“carbon capture and storage” technologies could be used to describe a 
collection of techniques related to fixing carbon dioxide in stable forms 
for long-term storage. At the lowest two levels, we propose to focus on 
techniques in specific applications and use cases. At these levels, ma-
terial artefacts, products and actual procedures come in. Concluding the 
example of climate engineering, solid or liquid direct air capture tech-
niques7 (used in specific industrial locations) might constitute analytical 
focus at this lowest level. We aim to carry forward the ATE framework’s 
postulation that these lowest levels is where the proverbial rubber meets 
the road. Paraphrasing [2]; as more elements of an application or use 
case and be specified in a chosen context, more issues of interest to an 
ethics analyst may arise. 

Finally, we aimed to elaborate more consistently on a broad typology 
of ethical concerns that could be associated with each level. Drawing 
upon the original ATE framework, we noted a consistent thread of 
concerns related to the character or unintended consequences of 
analytical foci at each level. We combined these generalised levels of 
analysis and analytical concerns, using the TechEthos glossary, in a 
matrix to generally represent a diverse “landscape” of ethical concerns 
potentially covered by an enhanced ATE framework for assessment. 

To augment the original landscape of ethical concerns covered by 
ATE, we removed reference to “likelihood” and instead focused on 
“desirability.” Doing so allowed us, first, to give the levels and object of 
analyses a balance to the potentially implicitly negative/undesirable 
term “consequences.” In addition, the terms “desirable” and “undesir-
able” provide a more substantial warrant for engaging the diverse 
public, stakeholder, and expert groups and drawing explicit analytical 
attention to tensions related to potentially conflicting values of different 
parties. Such concerns can be surfaced for intended users and non-users 
alike, allowing for casting an even broader analytical net. The proposed 
landscape of ethical concerns associated with the enhanced ATE 
framework is presented in the table below. 

We note that the TechEthos proposal for an enhanced ATE frame-
work is a more radically situated approach to anticipatory ethical 
analysis. Ultimately, this is accomplished by creating space for explicitly 
social, constructed aspects of technology families, technologies, and 
techniques at all levels (e.g., goals, desirable or undesirable effects, 
morally controversial developments, uncertainties and risk 

perceptions). Practically, this affords ATE more robust means to engage 
the broader array of social, and ethical issues in the process of pursuing a 
better grasp a) of the social realities within which these analytical ob-
jects are designed and deployed and b) the ethical issues that arise in 
such contexts. 

4.2. Enhancements to foresight methods 

For the TechEthos project, we were particularly interested in 
addressing the making of narratives during technology development. 
One tool employed was creating contrasting future scenarios, intending 
to elicit diverse perspectives on future social and ethical issues. Each 
contrasting scenario needed to adhere to considerations of plausibility, 
of whether the worlds created to provoke reflection sustained internal 
logic within the social, technical, economic, environmental, political 
and value dimensions of the scenarios [40]. Instead of pinpointing the 
most likely scenarios, this approach focused on multiple plausible fu-
tures with different ethical aspects emphasised in each. Thus, in the 
enhanced ATE, we suggest replacing the concern of “likely futures” with 
questions of “plausible futures” capable of stimulating reflection on 
social, ethical, environmental, economic, and other impacts. 

In discussing the proposed revision to “levels of analysis,” we dis-
cussed how focusing on desirability and undesirability, rather than 
likelihood, revealed the subjective dimensions of social and ethical is-
sues associated with technology development. Replacing “likely futures” 
with “plausible futures” affords a similar enhancement to our ability to 
surface potential ethical problems when applying ATE. This move allows 
us to draw upon rich work in science and technology studies on the 
subjective and political dimensions of time in research and innovation 
[41,42]. Specifically, removing a focus on likelihood opens space for 
nuance in the analysis of potential ethical issues with, for example, 
deploying arguments about urgency as a tactic to exert power in social 
and technological configurations still in the making [37,43,44]. 
Focusing on the present and future states considered likely or unlikely 
begs the question of “according to whom?” (and invites participatory 
inquiry about said question). By instead focusing on plausible scenar-
ios—where the internal coherence of the world rests on configurations 
of variables presented—we can better interrogate, as ethical problem-
atics, claims about urgency (or likelihood) in the present and future. 

We combine the focus on plausibility with the narrative method 
during scenario construction. The narrative method (and narratology in 
the ethics of technology) shows why one cannot reduce the ethical 
judgment to an analytic "consideration", let alone to a quantitative 
measure of likelihood [45]. The narratological approach takes footing 

Fig. 3. TechEthos level and objects of ethical analysis. Dotted lines from the Technique Level down to the Application Level and Use Case Level signify that not all 
technologies will have application or use cases as a condition of their readiness level. 

7 https://www.iea.org/reports/direct-air-capture. 
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from moral opacity, which reflects that not all moral problems and 
considerations are always present to the moral subject transparently 
[46]. Williams explains, “We must reject any model of personal practical 
thought according to which all my projects, purposes, and needs should 
be made, discursively and at once, considerations for me” ([47], p. 222). 
An analytic framework for ATE runs here into its most fundamental 
limits. Framed through narratives, however, the enhanced ATE can 
accommodate some lack of transparency in ethical argumentation. Ab-
stract propositional reasoning does not constitute a realistic moral 
judgment model, but it is also far from how stories are built and told by 
lay audiences. Trust and emotional projections are legitimate parts of 
such narratives. Adding a narratological approach to ATE allows for 
greater flexibility in addressing the unspeakable (tacit) components of 
moral reasoning. 

Narrative framings have their temporality, which is not the linear 
time of history [48], and ethical reflection operates within a culture that 

connects repeating motives across their particular instantiation in 
technologies or objects [49]. Narrative framings help explicitly reveal 
how public perceptions of established and new technologies are shaped 
by societal debates involving claims about said technologies [50]. The 
technological innovation of concern to ATE thus implies more than a 
new set of techniques or devices: it is also concerned with the narratives 
that fill these new objects or practices with meanings. For example, [51] 
and [52] identify dominant technoscientific narratives across a range of 
technology involving motifs ranging from being overwhelmed (nega-
tively) by success; tempting irreversibility and catastrophe through 
hubris; alienation and powerlessness; and injustice and exploitation. By 
focusing on plausible contrasting scenario narratives, instead of likely 
scenarios, the ethical tensions embedded in these and other “lay ethics” 
narratives can be more richly interrogated to inform the development of 
ethical codes, standards, guidelines, and frameworks. 

Fig. 4. TechEthos level and objects of ethical analysis applied to the technology families being analysed in the project. More details are in the TechEthos proj-
ect website. 
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4.3. Enhancements to methods of ethical analysis 

In the original ATE, ethical analysis depends on a “cross-reference” of 
ethical values and principles with “technology.” In Ref. [2]; the process 
of “operationalisation of the value or principle” in specific “real-world 
conditions” of application is where ethical issues are best identified. 
Although it is not fully explicit in ATE’s original formulation, the steps 
involved in this process seemed to be:  

1. identifying a moral value or principle of concern;  
2. describing real-world conditions necessary for the “realisation or 

frustration” of these values and concerns;  

3. describing the object of study at the level of interest with sufficient 
detail on “contexts of use”;  

4. determining the “likelihood” of whether the object of study will have 
a “negative impact” on moral values or principles and necessary 
conditions for realisation. 

Approaching such a “cross-referencing process”, ATE advocates what 
has since become a somewhat controversial approach to handling 
ethical issues by “checklist.” While checklists have massive benefits in 
routine settings, for example, hospital administration [53], their 
“fitness” for settings of uncertain, ambiguous scientific and technolog-
ical development is contested and may be better served in other ways 
[54] c.f., [55]. Specifically, attending to the ambiguities within partic-
ular contexts, as well as value conflicts by juxtaposing castings of 
“desirable” and “undesirable” by different groups, an enhanced ATE 
could advance a more nuanced set of ethical concerns to address with 
various interventions in policy and practice. 

The evaluation of technologies via narrative analysis raises critical 
questions concerning transparency that had to be addressed in TechE-
thos. Ethical opacity does not allow for completely analytical insight 
into values and decisions made based on those values, especially on is-
sues that are emerging and not fully present. For example, the motif of 
novelty is one of the defining features of technological innovation. It 
elicits a variety of reactions. An immediate impression upon the 
perception of novelty leads to quick rationalisation and spontaneous 
ethical judgment. The spectrum of such spontaneous reactions typically 
lies within the narratives of lay ethics. As time goes by, spontaneity 
yields a more seasoned, empirically grounded and reflected assessment. 
The motif of novelty and the associated judgment evolved in the his-
torical time of technological development. However, they also depend 
on the past and future projections made by the present generation of 
technology developers and users: What would our ancestors say if they 
lived to see it? Are we breaking away from their tradition? What will 
future generations say, and how will they judge us?. 

Also, engaging with ethnographies8 gave the project an insight into 
who has the knowledge about the actions, intentions, and thoughts of 
the technological innovators. What kind of individuals are they? What is 
being disclosed and kept private? Can trust be established given the 
constraints of secrecy and opacity? Research in TechEthos has allowed 
us to establish an unambiguous connection between the judgment 
concerning artefacts, devices, or techniques and that concerning the 
manufacturers, evangelists, flag-bearers and other symbolic individual 
actors involved in the fabrication and use of technologies. 

Based on our experience with TechEthos [56], we suggest, instead, 
the following steps, which cut through the different levels, as our pro-
posed enhancement to the method of ethical analysis in ATE: 

Table 2 
TechEthos Glossary to support the enhancement of the ATE framework.  

Term Definition Source 

Object A material entity—physical, chemical, 
biological, organismal, or otherwise 

TechEthos 

Procedure A sequence of actions using objects in an 
environment 

[2] +
TechEthos 

Technique Use of a procedure with a specific object to 
realize a specific goal 

[2] +
TechEthos 

Approach A collection of techniques that share a goal 
and sequence of actions but not necessarily 
the same object 

TechEthos 

Formal features of a 
technique 

Describing the elements of the 
technique—the object, environment, 
actions, or goals 

TechEthos 

Functional features 
of a technique 

Describing the contributions of the elements 
of the technique to the desired result 

[39] 

Domain of 
techniques 

A collection of techniques sharing similar 
goals 

TechEthos 

Technology A collection of techniques sharing formal or 
functional features and goals 

[2] +
TechEthos 

Device Ready-to-use technologies comprised of one 
or several techniques or procedures. 

TechEthos 

Technology family A collection of technologies sharing 
common goals, or formal or functional 
features 

TechEthos 

Application An application is the carrying out of the 
procedure of a technique 

TechEthos 

Use case A use case is the carrying out of the 
procedure of a technique in a particular 
context 

TechEthos  

Table 3 
Landscape of ethical concerns in the proposed enhanced ATE framework.  

Ethical concerns 
related to … 

Levels of analysis 

High Middle Low 

Main goals or features 
… 

… of 
technology 
families 

… of 
technologies 

… of technique (or 
application or use 
case, as appropriate) 

Desirable or 
undesirable 
unintended side- 
effects for intended 
users … 

… of 
technology 
families 

… of 
technologies 

… of technique (or 
application or use 
case, as appropriate) 

Potential contribution 
to enabling future 
morally 
controversial 
developments if … 

… technology 
families are 
purposed to 
different goals 

… technologies 
are purposed to 
different goals 

… techniques (or 
application or use 
case, as appropriate) 
are purposed to 
different goals or with 
different procedures 

Unintended side- 
effects for non-users 
(desirable or 
undesirable), when 
considering 
uncertainties and 
risk perceptions … 

… of 
technology 
families 

… of 
technologies 

… of techniques 
(procedures, actions, 
or goals) in 
application or use 
case, as appropriate)  

Table 4 
Lacunae in ATE and modes for enhancement.  

Lacunae Potential Tools/Variables for Enhancement 

Meaningful consideration of foresight 
concept/activities 

Narratives approaches, including lay 
narratives, cultural narratives 

Thoughtful inclusion of non-expert 
stakeholders and publics 

Incorporation of uncertainty, rather than 
likelihood, to better surface potential 
values and values conflicts; use of 
ethnography 

Clear explanation of time horizons to 
consider when adopting the 
approach 

Acceptance of some degree of ethical 
opacity that via narrative analysis 

Consideration of potential impacts 
beyond negative ones 

Including socially beneficial impacts  

8 Which were done digitally due to the covid pandemic. 
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1. Describe objects of interest, procedures, techniques, approaches, 
applications, use cases of interest, etc. (e.g., natural language pro-
cessing; virtual reality; digital twins in training or health);  

2. Investigate core philosophical notions and dilemmas that serve as 
conceptual scaffolding for the ethical issues (e.g., Is there an inherent 
preference for material reality over virtual reality?);  

3. Identify values and principles (e.g., transparency, dignity) and return 
to step 2 for clarification if necessary; 

4. Use narrative analysis to demarcate both transparent ethical con-
siderations and morally opaque presuppositions in technological 
judgment concerning the values and principles identified in step 3 (e. 
g., “Be careful what you wish for”, “The rich get richer, the poor get 
poorer”);  

5. Ethnographically engage with critical stakeholders associated with 
technologies based on narratives instead of an addition to open- 
ended questions.  

6. Formulate a set of operationalised design questions to be asked 
regarding the implementation of techniques (or applications and use 
cases) (e.g., does the XR system take stock of the potential changes of 
behaviour in its users? Who profits from the changes in behaviour 
and how are the changes incited?). 

5. Timeline of ATE enhancements 

Here we provide a graphic marking development of ATE, its variants, 
main contributors, and the funding bodies supporting said research. 

6. Conclusions 

In this paper, we have proposed an advanced and expanded 
approach to Philip Brey’s Anticipatory Technology Ethics (ATE), aimed at 
better addressing the nuanced realities of emerging technologies. We 
started with a comprehensive discussion of Brey’s original ATE frame-
work and highlighted areas for augmentation based on our experiences 
in the TechEthos project.Our exploration of ATE within TechEthos sur-
faced new needs for a more in-depth technology assessment - a crucial 
aspect of ethics-by-design. To address these needs, we proposed a more 
comprehensive framework of ATE that offers further nuanced ways of 
distinguishing levels and objects of analysis, better reflecting the 
ontology of emerging technology families like climate engineering and 
digital extended reality. 

Moreover, our proposal takes a step further in addressing not only 
ontological but also epistemic and social justice considerations within 

the ethical analysis of technologies. This refined approach is not only 
aligned with the theoretical flexibility that Brey envisioned for ATE but 
also acknowledges and incorporates broader societal discourses and 
considerations. This enriched ATE approach aims to serve as an 
enhanced tool for creating ethics guidance that can inform ethics-by- 
design approaches. With the increasing interest in ethical foresight 
analysis among firms and designers, an enhanced ATE approach can 
assist in surfacing and evaluating potential ethical impacts and risks of 
novel technologies. 

In conclusion, this paper positions our proposed revision of ATE 
within ongoing conversations about the ethics of technology, situating it 
in current discourses that are increasingly mindful of social justice and 
the necessity of bridging gaps between experts and laypeople. As a next 
step, we see value in empirical evaluations of this revised approach, as 
well as its application in practical scenarios involving diverse stake-
holders, from policymakers and engineers to laypeople and citizen 
groups. Through this work, we aim to foster a more inclusive and 
nuanced dialogue on technology ethics, opening up new avenues for 
research and practice. 

7. Positionality statement 

The authors of this paper all represent diverse academic backgrounds, 
spanning from philosophy, sociology, law, science and technology 
studies (STS), and physics. This variety of expertise not only enriches our 
understanding of Anticipatory Technology Ethics (ATE) but also brings a 

multidisciplinary lens to our research and approach. Our collective 
experience and contributions to the TechEthos project, working across 
different work packages, facilitated an organic cross-pollination of ideas 
and perspectives. As we navigated through the project’s conceptual and 
empirical investigations, we observed that the existing ATE approach 
needed further refinement and elaboration. This realisation aligned with 
the philosophical precedent set by Brey’s advancement of ATE within the 
SIENNA project. In our work within TechEthos, we grappled with the 
nuances distinguishing different technologies. As we delved deeper, we 
found that the existing language used to discuss these technologies often 
led to confusion and miscommunication across disciplines. Therefore, 
this paper seeks not only to further nuance ATE but also to propose a more 
effective method for discussing and evaluating technology across various 
fields. Through this endeavor, we aim to improve the clarity of interdis-
ciplinary communication and collaboration, a crucial component of 
technology ethics research. 
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