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Advancing the debate on the consequences of
misinformation: clarifying why it’s not (just) about
false beliefs
Maarten van Doorn

Centre for Language Studies, Radboud University, Nijmegen, Netherlands

ABSTRACT
The debate on whether and why misinformation is bad primarily focuses on the
spread of false beliefs as its main harm. From the assumption that
misinformation primarily causes harm through the spread of false beliefs as a
starting point, it has been contended that the problem of misinformation has
been exaggerated. Its tendency to generate false beliefs appears to be limited.
However, the near-exclusive focus on whether or not misinformation dupes
people with false beliefs neglects other epistemic harms associated with it.
Specifically, I show that misinformation also causes trouble for the epistemic
goods of truth attainment, intellectual autonomy and debate pluriformity.
Moreover, for each of these goods, I argue that emphasizing error-avoidance
exacerbates, rather than mitigates, the harms caused by misinformation. These
oversights and dilemmas show that prioritizing error-avoidance in the fight
against misinformation is not a neutral default policy or necessarily a net
positive. A shift in focus away from the spread of false beliefs as the main harm
ofmisinformation is needed to better understand and counter its negative effects.

ARTICLE HISTORY Received 19 June 2023; Accepted 13 November 2023
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Over the past few years, the spread of misinformation has become a
major issue of concern. False or misleading content in various forms
has been linked to significant political events such as the Brexit referen-
dum, the 2016 US elections, and protests against COVID-19 containment
measures. This has led to increased (research) attention from various dis-
ciplines for misinformation and its effects.
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Misinformation, as I understand the term in the present paper, ‘stands
for false or misleading information that has a systematic or structural
quality to it, or that is not transparently presented as non-veracious’
(De Ridder 2021, 4). This definition distinguishes misinformation from
inaccurate but sincere testimony. With an honest mistake, the falsity or
misleadingness is an accident and does not result from structural features
of the way the information is produced and spread. How does misinfor-
mation connect to related concepts such as fake news or disinformation?
Disinformation is typically taken to pick out misinformation that is delib-
erately deceptive (e.g. Alsmadi and O’Brien 2021; Søe 2021). It is thus a
subset of misinformation. Fake news, in turn, is a subcategory of disinfor-
mation. It refers not to all deliberatively deceptive misinformation, but
only to disinformation that specifically and purposefully ‘mimics news
media content in form but not in organizational process or intent’
(Lazer et al. 2018, 1094).1

Especially after 2016, it has been urged that misinformation dissemi-
nated on social media is sufficiently prevalent to constitute an urgent
crisis (Aral and Eckles 2019). Misinformation is said to dupe people into
believing false things. With this assumption, it is a small step toward
the second and larger thesis that misinformation is a cause of aberrant
behavior. As Adams et al. (2023, 21–22) point out,

the logic behind studies drawing a causal connection between misinformation
and behavior is that misinformation is pivotal to motivating negative behaviors.
In other words, if claims that were factually inaccurate had not been encoun-
tered, the harmful behavior would not have occurred.

It is often supposed that harmful consequences ofmisinformation hinge
on this exposure-belief-behavior link. Epistemically, then, current discus-
sions about the problem of misinformation tend to focus on misinforma-
tion’s tendency to generate false beliefs (which may or may not cause
behavior). We can see this, for instance, in the idea that ‘false stories are
only a problem to the extent that they are believed’ (Coady 2019, 50).

However, convincing evidence of such a causal connection between
misinformation exposure and belief in misperceptions has been hard to
come by (Adams et al. 2023). It seems that laypeople are able to discern
fake from true news (Allen et al. 2020; Bago, Rand, and Pennycook 2020;

1As far as I can see, the argument of this paper does not depend on surrounding semantic subtleties
(Pepp, Michaelson, and Sterken 2022; Vraga and Bode 2020). It is consistent with other conceptual
understandings of how fake news, misinformation, and disinformation relate that circle in the
literature.
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Pennycook and Rand 2019, 2020, 2021). The general finding from studies
showing participants real and fake headlines and investigating whether
theydeem the formermoreplausible than the latter, is that perceived accu-
racy is typically a function of headline veracity. Moreover, even well-
designed surveys have been found to overestimate the prevalence of mis-
beliefs (Graham 2023). This sheds doubt on the premise that misinforma-
tion is dangerously effective at duping people with false beliefs.

Especially on stricter definitions of misinformation (fake news, imposter
sites, conspiracy theories), these empirical results, together with the
assumption that acquiring false beliefs is the main harm of misinforma-
tion, would make it seem like its detrimental effect is only minimal.
Accordingly, several authors argue that we have not been able to estab-
lish misinformation as a cause of undesirable behavior via changes in
belief along the lines that would be needed according to theoretical
accounts underlying the current debate on the consequences of misinfor-
mation. On these views, the problem of misinformation has been exag-
gerated (Altay, Lyons, and Modirrousta-Galian 2023). Perhaps, these
authors suggest, fears about the infodemic are best seen instead as a
technology-induced moral panic instead (Anderson 2021; Carlson 2019;
Jungherr and Schroeder 2021; Marwick 2008; Mitchelstein, Matassi, and
Boczkowski 2020; Nyhan 2020; Simons 2018).

A common reply from those who believe otherwise holds that misinfor-
mation doesn’t need to fool many people to be problematic. For example,
some Sandy Hook ‘truthers’ – conspiracy theorists who allege that the
mass shooting was a false flag operation – have escalated their harass-
ment of parents who lost children at the elementary school beyond
online trolling to confronting and threatening them in person (Robles
2016). (Relatives of) survivors of other mass shootings have also been
victims of this kind of activity (Raphelson 2018). Moreover, they
contend, elections are often decided on small margins – again indicating
that misinformation doesn’t need to dupe many people to be of major
consequence nonetheless (e.g. Van der Linden 2023, 9).

Whatever the cogency of these arguments, the scientific discussion on
how worrisome misinformation is nowadays largely consists of arguing
over the normative importance of the small number of participants
who, in the studies cited above, fall for the misinformation and whether
the alternative moral-panic account can be made sense of (e.g.
Habgood-Coote 2023).2

2One notable exception is De Ridder (2021).
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This debate, I believe, is overly narrow in focus. While avoiding false
beliefs is a worthwhile epistemic goal, there are other valuable epistemic
aims too. These have largely been ignored in the study of and debate on
misinformation’s effects, which have been proceeding under the assump-
tion that falsehood avoidance is the obvious and perhaps only relevant
epistemological criterion. While that might be intuitive, I argue in this
paper that we should question the normative primacy of falsehood avoid-
ance. The focus on whether or not misinformation dupes people with false
beliefs, has allowed important subtle consequences to fly under the radar.
Widening our normative view of the effects of misinformation reveals
these overlooked repercussions. It also reveals important and unexplored
tensions between epistemic goods in assessing whymisinformation is bad
and in the epistemology of social media more broadly. This oversight
might explain why the current debate on why misinformation is bad has
seemed unproductive to many (e.g. Jungherr and Schroeder 2021).

In the next three sections, I make concrete the claim that misinforma-
tion is associated with other epistemic harms than generating false beliefs
by showing how it also jeopardizes the epistemic goods of truth attain-
ment, intellectual autonomy and debate pluriformity. I also argue
there’s a trade-off between avoiding error and these three other episte-
mic goods we’d plausibly want the virtual epistemic environments that
we are constructing for ourselves to foster. In each case, prioritizing
error-avoidance is not a neutral default policy or necessarily a net positive.
Rather, it comes at a cost, as it makes other valuable epistemic goods
harder to obtain. In section 1, I argue that misinformation endangers
truth attainment and show how prioritizing falsehood avoidance endan-
gers truth attainment. In section 2, I argue that misinformation imperils
intellectual autonomy and point to a similar dilemma between attaining
falsehood avoidance and securing meaningful intellectual autonomy. In
section 3, I argue that misinformation threatens debate pluriformity and
that prioritizing falsehood avoidance as a response can plausibly under-
mine democratic values. Section 4 then concludes with implications for
studying the consequences of misinformation and responding to fake
news in light of these additional epistemic harms and their complicated
relationship with falsehood avoidance.

1. Falsehood avoidance versus truth attainment

In 2020, the World Health Organisation’s director-general declared,
amidst the outbreak of Covid-19, that ‘we’re not just fighting a pandemic;
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we’re fighting an infodemic’ (Zarocostas 2020). Bad actors have filled the
media environment with false or misleading information (Benkler, Faris,
and Roberts 2018). Increasingly, people’s good-faith efforts at acquiring
justified beliefs are being subverted by epistemically hostile environ-
mental features exploiting our cognitive vulnerabilities – think of seduc-
tively clear belief systems like conspiracy theories, communities
structured as echo chambers, gamified user interface design on social
media and fake institutional credentialing systems (Nguyen 2023).

Let’s accept for the sake of the argument that our online world is
indeed aptly characterized as a polluted informational landscape.3 In
such an information environment, it seems clear how to maximize
error-avoidance: don’t believe anything you read on the internet. For all
the pieces of information you’re likely to encounter there, its a priori
odds of being wrong or misleading are too high, and you – as a non-
expert – cannot tell which is which. It’s best to hunker down, epistemi-
cally. Otherwise, you risk knowledge by making it more likely you will
end up believing falsehoods.

Accordingly, if error-avoidance is the epistemic value responsible epis-
temic agents ought to care about, then the problematic impact of episte-
mic pollution can so be minimized quite straightforwardly. After all, in
such a polluted epistemic environment, the goal of avoiding falsehood
might still be achieved – exactly in this defensive-conservative way. Just
drastically reduce your internet activity. In this spirit, for instance,
Goldman (2008, 117) has appealed to error-avoidance in support of the
claim that traditional newspapers are epistemically better than blogging,
because the traditional media are superior at filtering out false claims. Tra-
ditional reporters’ filtering practices, according to Goldman, ‘reduce the
number of errors that might otherwise be reported and believed’.

In a similar attempt to shield us from online falsehoods, we’re often
warned that the heterogeneity of information sources, weakened
power of gatekeepers, and information flows shaped by algorithms
make digital communication environments particularly vulnerable to mis-
information. Numerous sources, including journalism, government state-
ments (such as the EU’s High Representative of the Union for Foreign
Affairs and Security Policy in 2018), recent court rulings (such as Ger-
many’s supreme court in 2021), and politicians criticizing digital infra-
structure providers, caution that digital information environments are
often unreliable and prone to manipulation.

3But see Simon and Camargo (2021) for a critical perspective on the infodemic metaphor.
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Such characterizations of information encountered in digital communi-
cation environments as unreliable and manipulative have recently been
studied under the heading of disinformation discourse. Its potential nega-
tive effects have been raised by several scholars (Benkler, Faris, and
Roberts 2018; Hameleers 2023; Jungherr and Schroeder 2021). Disinfor-
mation discourse may produce a sensitivization toward misinformation,
but it could also distort the way accuracy is detected. It could lead to
an overestimation of the threat and prime general distrust even for fac-
tually correct news, ultimately making people more skeptical toward all
information sources (Altay, Lyons, and Modirrousta-Galian 2023; Van
der Meer, Hameleers, and Ohme 2023). This would mean these efforts
against misinformation reduce its power to generate misperceptions at
the cost of increased skepticism in true information.

Notably, these suggestions about error avoidance clashing with truth
attainment are empirically confirmed. People exposed to disinformation
discourse lower their credibility assessments of information irrespective
of its factualness (Jahng 2021; Van Duyn and Collier 2019). Clayton et al.
(2020), for instance, find that exposure to a general warning about mis-
leading information on social media decreased belief in the accuracy of
true headlines. Exposure to mainstream media coverage of misinforma-
tion predicts lower levels of trust in scientists (Hoes et al. 2022) and
growing up around public debates about ‘fake news’ can lead to differ-
ences in media trust evaluations among generations (Brosius, Ohme,
and de Vreese 2022). Yet other experimental research demonstrates
how informing participants about deepfakes may not enhance their
ability to successfully spot manipulated videos but induce them to
believe the videos they watched were fake, even when they were real
(Ternovski, Kalla, and Aronow 2022). Well-intentioned coverage of the
dangers of deepfakes might thus have an unintended consequence: if
voters are warned about deepfakes, they may begin to distrust all political
videos. In short, the heightened salience of misinformation as a persistent
societal threat can have an unintended spillover effect by decreasing the
perceived credibility of factually accurate information. In this way, disin-
formation discourse intended to reduce the extent to which misinforma-
tion sows false beliefs actually hinders the uptake of true beliefs.

Interestingly, recent empirical evidence suggests a similar tension
between truth-attainment and error-avoidance when it comes to some
misinformation interventions such as inoculation strategies (e.g. Roozen-
beek and Van der Linden 2019). These popular interventions might not
improve discrimination between true and fake news, but instead make
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people more skeptical overall, i.e. they elicit more ‘false’ responses to all
news items (Modirrousta-Galian and Higham 2023). Studies demonstrate
that while tested interventions are successful at reducing belief in false
information, they simultaneously increase skepticism in the credibility
of factual information (Hoes et al. 2022). Rather than increasing truth dis-
cernment, participants exposed to the intervention appear less likely to
believe false content simply because they are less likely to believe all
content (Lawson and Kakkar 2022; Maertens et al. 2021). And so individ-
uals exposed to it may become more likely to perceive accurate infor-
mation as inaccurate; avoiding error but missing out on the truth as
well. Indirectly, then – mediated by the focus on avoiding false beliefs –
misinformation causes trouble for acquiring true beliefs.

So while dominant interventions and the coverage of misinformation
in news media aim to prevent the spread and endorsement of misinfor-
mation, they may inadvertently prime individuals to approach all infor-
mation with heightened levels of suspicion and skepticism. With trust
in the newsmedia being low low, disbelieving true news is an increasingly
salient problem. For example, just as believing false content advocating
for the superiority of Ivermectin in treating COVID-19 seems problematic,
so too is not believing true content about the benefits of MRNA vaccines.
In such cases, there seems to be a trade-off between falsehood avoidance
and knowledge acquisition. We avoid error but also forgo valuable knowl-
edge. It’s not obvious, therefore, that the extent to which misinformation
interventions and warnings decrease misperceptions, justifies the
increase in skepticism towards true information they cause.

By contrast, much of the theorizing on whether and why misinforma-
tion is bad, focuses on whether people believe false propositions because
of it, and whether they act (maliciously) on those beliefs as a conse-
quence. The focus of most research is on preventing people from
sharing misinformation, such as fake headlines, or mistaking it for the
truth. This approach ‘implies the normative claim that users should not
believe or share false content, but that whether they believe or share
true content is inconsequential’ (Guay et al. 2023, 4). But that claim over-
looks a subtle distinction, based onWilliams James’ famous notion of ‘two
ways of looking at our duty in the matter of opinion…We must know the
truth; and we must avoid error’ (James 1978, 17–18). As James notes, these
aims are distinct. For example, some epistemic practices help us reject fal-
sehoods, but they do so by leaving us in ignorance (i.e. suspended judg-
ment) – which is distinct from accepting a truth. Such practices fulfill our
duty to avoid error, but they violate our duty to know the truth.
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Sometimes systems diverge in truth-seeking and error-avoiding merits
without growing apart in average instrumental veritistic value. For
example, consider two hypothetical educational systems that use
different approaches to teach history. Educational system A might
emphasize the importance of accurate information and eliminate any
information that is deemed potentially false, to prevent students from
developing false beliefs. However, this system may result in students
having fewer true beliefs and lacking opinions on many claims. In con-
trast, educational system B may expose students to a greater number
of claims, including many true ones, but also some false ones. While
this system would allow for the formation of more true beliefs, it would
also increase the likelihood of error. Clearly distinguishing error avoidance
from truth attainment suggests the need to rethink efforts against misin-
formation and prioritize delivery strategies that do not hinder the uptake
of true information. While it is important to address false information,
related efforts must be carefully designed to avoid eroding trust in accu-
rate information.

As Coady (2011, 160–161) likewise points out in reply to Goldman’s
(2008) error-avoiding argument for the superiority of traditional media
over blogging: even if it were true – which Coady argues it is not – that
the blogosphere leads people to believe more falsehoods than they
otherwise would, ‘it would not follow that its overall impact on them
would be harmful, even from a narrowly epistemic point of view’. After
all, error-avoidance and truth-attainment are distinct epistemic goals
that may come into conflict. If the filters Goldman appeals to work well,
those who confine themselves to filtered media might avoid encounter-
ing falsehoods. But inevitably, they will also miss out on valuable knowl-
edge. A focus on avoiding falsehoods can thus inadvertently jeopardize
other essential epistemic states of individuals within social systems, like
the acquisition of true beliefs. People could become predictably skeptical
or indifferent when they feel avoiding error is the main epistemic value
responsible agents ought to pursue.

In this section, I’ve argued that misinformation (indirectly perhaps)
makes it harder to acquire true beliefs, and that focusing on error-avoid-
ance as the main epistemic aim responsible agents ought to care about
worsens rather than mitigates this problem. An objection to the argument
of this section might observe that several well-cited studies have reported
finding relatively little (e.g. Allen et al. 2020) or declining amounts (Allcott
et al. 2020) of misinformation on Twitter and Facebook. If that’s so, it
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might seem premature to conclude that misinformation indirectly under-
mines true beliefs, as suggested in section.

Such studies often opt for a narrow definition of misinformation, such
as known fake news sites, and then conclude that article links from known
fake news sites represent a small proportion of most people’s media diets,
because not a lot of people share or click them (Guess, Nyhan, and Reifler
2020). During the 2016 U.S. election, for instance, this method was used to
estimate that 6.7% of political URLs shared by individuals on Twitter came
from fake news sites (Grinberg et al. 2019) and 8.5% of users shared at
least one link from fake news sites on Facebook (Guess, Nagler, and
Tucker 2019).

However, themajority of news consumption on social media likely tran-
spireswithout the audience sharing or clicking on the link to visit the actual
source website, but by them scanning the article (Pennycook and Rand
2021). As they require engagement for detection, counting engagement
with URLs leading to noncredible publishers might therefore not be a
valid indicator of the prevalence of misinformation. And of course, such
fake news represents only one category of misinformation – exposure to
more sophisticated misinformation representing a larger portion of
people’s information diets. Even if explicitly false content is rare on social
media relative to true content (Grinberg et al. 2019; Guess, Nyhan, and
Reifler 2020), true claims can be highly misleading as well. Defining misin-
formation as known fake news sites might thereforemisrepresent its scale.

A second reason studies operationalizing misinformation as article links
to problematic web domains probably underestimate its prevalence, is
that they exclude image posts. Recent research, namely, has uncovered
that image posts are common and likely to mislead (Yang, Davis, and
Hindman 2023). According to one Facebook-based estimate, images
account for about 40% of posts on political pages and public groups
focused on U.S. politics, and about 20% of them contain misinformation.
The bias toward studying text-based misinformation might thus have
obscured the substantial visual misinformation on platforms. At least then,
conclusions of low misinformation levels on platforms seem premature.

2. Falsehood avoidance versus intellectual autonomy

Thanks to the Internet, many people have access to a range of news
sources, saying mutually incompatible things. As a result, they might be
able to develop their critical faculties, which in turn helps them make
better choices about what and whom to believe. This, Coady (2011,
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291) reminds us ‘is a good thing from an epistemic point of view as well as
from the point of view of their general wellbeing’. On the contrary, Coady
(2011, 290) claims, ‘excessive concern with falsehood avoidance is an epis-
temic vice. It is a form of epistemic timidity or incuriosity’. These points I
will take up in this section. Error-avoidance clashes not just with truth-
attainment, but also with epistemic curiosity or self-development, as it
promotes indifference and intellectual self-doubt.

Compared to the point in the previous section – that striving for error-
avoidance increases distrust in legitimate sources and skepticism toward
true information – this highlights a subtly different way in which empha-
sizing falsehood avoidance conflicts with other epistemic goods by elicit-
ing more conservative epistemic behavior. The former point was that
prioritizing falsehood avoidance tends to lead people to miss out on
knowledge by judging true information and reliable sources as false
and unreliable. The point of this section is that falsehood avoidance
clashes with other epistemic goods not because agents mistake truth
for falsity, but because it may also encourage suspended judgment
(ignorance) and generalized indeterminacy.

Consider how sowing uncertainty about what is true and what is not has
become a primary aim of state-sponsored propaganda. Writing about
Russian operations, Pomerantsev (2015) notes, ‘The aim is… to trash the
information space so the audience gives up looking for any truth amid
the chaos’. The goal, Tufecki (2017, 246) writes about similar strategies
adopted by the Turkish government, has been to create ‘an ever-bigger
glut ofmashed-up truth and falsehood to foment confusion anddistraction’
and ‘to overwhelm people with somany pieces of bad and disturbing infor-
mation that theybecomeconfused andgiveup trying tofigureoutwhat the
truthmightbe-or even thepossibility offindingoutwhat is true’. Bothaim to
inundate and overwhelm audiences and induce cynical views toward
people’s opinions and truth in general (Paul and Matthews 2016). This
way, the cumulative effect ofmultiple contradictory, complicated and disor-
ienting messages may lead to seemingly insurmountable uncertainty.

This contamination of the testimonial pool with inaccurate and unreli-
able information reduces the average reliability of testimony from sources
and people in our surroundings, thus making it more challenging to
acquire justified testimonial beliefs (Harris 2022).4 So while it’s rational

4Misinformation causes problems for the successful giving and uptake of testimony on both reductionist
and antireductionist views in the epistemology of testimony. Reductionists maintain that knowledge
from testimony requires the hearer to possess positive evidence of the testifier’s reliability (Hume 1993;
Fricker 2006). Misinformation presents a challenge for reductionists by making it more difficult to
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to defer to trustworthy sources – who must be both sufficiently compe-
tent on the relevant subject and sufficiently benevolent toward me – it
is very difficult to recognize trustworthiness accurately. Markers of com-
petence and benevolence are unreliable, and susceptible to strategic
manipulation. In a polluted epistemic environment, we are likely not in
a good position to correctly assess whom to trust, that is, which agents’
beliefs and behavior should influence ours. How am I, from a first-
person perspective, to react to this realization?

Philosophers have identified several criteria laypeople might use to dis-
tinguish reliable experts from unreliable ones (Anderson 2011; Blancke,
Boudry, and Pigliucci 2017; Goldman 2001; Guerrero 2017). Prominent
candidates include identifying credentials or consensus agreement or
comparing track records and argumentative capacity. However, today
individuals evaluate expertise in an epistemically contaminated setting.
Deceivers, charlatans, and frauds are promoted by doubt merchants,
commercial interests, and media captivated by ‘balance’ and sensational-
ism. This renders the criteria less useful from the first-person perspective
of non-experts. Skilled climate denialists possess credentials, for instance,
and we, as laypeople, lack the expertise to discern the merits of argu-
ments in the debate surrounding their allegations of technique misuse
or statistical errors. The capacity to refute arguments and the semblance
of possessing this ability, moreover, can diverge. Many scientists who
have debated creationists discovered that well-prepared debaters can
appear dialectically superior to neutral audiences by seemingly respond-
ing to every objection, even if their rebuttals are mere distractions. Claims
of consensus also provide limited aid, as they are not sufficiently indepen-
dent of other concerns. If data that conflicts with the consensus view is
suppressed (deliberately or just because it’s difficult to publish), the con-
sensus will not have much evidential value. Examples abound in social
psychology of former consensuses that turned out to be wrong for
exactly this reason (Francis 2012). So even though citizens depend on
expert testimony for their knowledge on many politically relevant
complex issues, sophisticated misinformation – think not just of fake

obtain such positive evidence. In cases where misinformation mimics the form of credible sources,
easily ascertained facts about the report’s pedigree and appearance may not suffice as positive evi-
dence for reliability. On the other hand, antireductionists argue that knowledge or justified belief
based on testimony does not require positive evidence about the source’s reliability (Reid 1983;
Burge 1993). Instead, there is a default entitlement to trust what one is told, which is defeasible. Unfor-
tunately, misinformation produces misleading defeaters that hinder the successful uptake of testi-
mony. The awareness of the presence of credible-looking but unreliable sources creates a partial
defeater for the default entitlement to trust, making it more challenging to acquire justified testimonial
belief, even if one is not taken in by misinformation.
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news but also of mimicry of expertise, dubious predatory journals, indus-
try funding and other sources of epistemic pollution –, makes the task of
distinguishing reliable from unreliable testimonial sources too difficult for
ordinary people to reasonably be expected to accomplish it. This brings
us back at square one. How should responsible epistemic agents act in
light of this realization?

If the primary normative criterion is error avoidance, it seems I must try
to prevent what I read that’s not from an extremely obviously legitimate
source to have any bearing on my beliefs at all. Along these lines, Battaly
(2021) has argued that being an ‘epistemic loner’ might be virtuous in
hostile epistemic environments, as it will protect you from certain false-
hoods. The appropriate reaction to most of our inquiries, if we are to
above all avoid error, is the intellectual analog of shielding our eyes.

Cultivating suspended judgment (i.e. ignorance) avoids false beliefs,
but it might not be a good thing from amore inclusive epistemic perspec-
tive. By emphasizing the dangers of digital communication environments
in public discourse, we might end up aiding rather than preventing disin-
formation actors sow the seeds of doubt. Indiscriminate warnings against
digital disinformation raise the problem perception of disinformation as a
societal threat, contributing rather than halting negative downstream
effects (Jungherr and Rauchfleisch 2022). Jones-Jang, Kim, and Kenski’s
(2021) panel study, for instance, found that higher levels of perceived
exposure to misinformation predicted higher levels of political cynicism
at a later point. Other evidence suggests that exposure to visual disinfor-
mation did not mislead its participants but left them uncertain about its
truthfulness, leading to reduced trust and, the authors argue, ‘contribut-
ing to a climate of indeterminacy about truth and falsity’ (Vaccari and
Chadwick 2020, 2). Rather than enabling our critical faculties, the informa-
tional freedom on the internet seems now to have done the opposite and
created an environment in which doing so is quasi-impossible, possibly
harmful, and actively discouraged by elite disinformation discourse and
the large emphasis on avoiding deception in the debate on the conse-
quences of misinformation. This means there’s a tension between the
epistemic virtues of error avoidance and intellectual autonomy.

The latter virtue consists in the capacity to provide reasons for one’s
belief and consider alternatives to them (Tanesini 2021). Tanesini (2021,
3) suggests that answerability as a form of responsibility for one’s
beliefs provides the means to flesh out the idea that to exercise intellec-
tual autonomy is to have one’s own reasons for one’s beliefs. For the intel-
lectually virtuous agent,
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[h]er views and opinions are her own because they are based on reasons that
are also her own. Her reasons to believe some testifiers (but not others) are
her own in the sense that they reflect the quality of her judgment about
whom to trust.

In this sense, we might still say that to be autonomous is to be answerable
for one’s beliefs since they reflect the quality of one’s judgment, even if
those beliefs rely on testimony by others rather than independent
research.

Ideally, if we must defer, we’d do so on the basis of the right kind of
epistemic reasons, filtering testimony based on cues to competence
and consensus. But if avoiding error is our primary goal, we should
not try to assess whether such reasons for belief obtain. In our polluted
epistemic environment, it might be expected, that, for any given testi-
mony, people who attempt this end up with more false beliefs than
those who don’t. Even if they also have more true beliefs than them.
So if avoiding error is our main goal, we should retreat epistemically
and be distrustful of our epistemic abilities. Such dispositions to
retreat and self-silence, however, form the habit of excessive self-dis-
trust (Medina 2013, 27–28). They are among the manifestations of the
vice of intellectual timidity (Tanesini 2021), and likely atrophy one’s
intellectual abilities. Intellectual timidity predisposes people not to
have an opinion (i.e. to remain ignorant) on many subject matters.
These individuals then will not have beliefs for which they are answer-
able. They tend not to see themselves as an equal coparticipant in a
shared practice of inquiry, whose word, depending on the domain,
should sometimes be taken to be authoritative, and always be taken
seriously. In today’s polluted and hypercomplex informational environ-
ment, a narrow focus on falsehood avoidance then emerges as an epis-
temic practice that can undermine individuals’ epistemic agency (cf.
Fricker 2007): ‘By depriving people of the courage necessary to have
a view for which one is answerable, intellectual timidity renders them
mute’ (Tanesini 2021, 19).

Inquiry always involves a substantial element of trust in our own intel-
lectual faculties and in the opinions they generate, the need for which
cannot be eliminated by further inquiry (Foley 2001). Such self-trust mani-
fests itself in feelings of confidence, in dispositions willingly to rely on the
deliverances of one’s methods and to assert what is believed on their
basis, and in modulating self-reflection (Jones 2012). While not uncontro-
versial, numerous philosophers have argued for intellectual self-trust as
cornerstone for any theory of rational belief (Enoch 2010; Foley 2001;
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Lehrer 1997; Van Doorn 2023). Others have emphasized the connection
between intellectual autonomy and reason-based agency (Vega-Encabo
2021). Prioritizing error-avoidance, however, would now seem to result
in a progressive loss of intellectual self-trust that in turn reduces the
ability to form beliefs for which one is answerable because they reflect
the quality of one’s own judgment. When this happens, agents might
stop seeking their own reasons for their beliefs because they judge
their critical abilities as not reliable enough to then fulfill their duty to
avoid error.5 Insofar as we find this kind of intellectual autonomy valuable,
this gives rise to a normatively relevant tension with the current emphasis
on circumventing error.

Because we are so cognitively small, to cope with the world, we must
trust each other, and that trust makes us profoundly vulnerable. It can be
exploited, even when we have done our due diligence. This way, the epis-
temically bad effects of misinformation extend well beyond individuals
who consume misinformation and end up with false or misleading
beliefs. Misinformation also has subtle and pernicious indirect effects:
acquiring knowledge and justified belief through testimony becomes
more difficult. And if error avoidance is the main epistemic value respon-
sible agents should care about, this predicament gives rise to a tension
with intellectual autonomy. A singular focus on falsehood avoidance
may result in intellectual timidity, frustrate cognitive development, and
deprive us of dispositions needed to form reason-based opinions and
be answerable for our beliefs.

3. Falsehood avoidance versus democratic values

In the previous section, I argued that emphasizing falsehood-avoidance
when evaluating the consequences of misinformation risks overlooking
the fact that this makes it difficult to be intellectually autonomous
agents. Given a polluted epistemic environment, there seems to be a
trade-off between safeguarding intellectual autonomy in the sense
specified in the previous section on the one hand, and minimizing error
on the other. Earlier we explored another tension – between error-avoid-
ance and truth attainment – and in this section, I argue for a third one: a
focus on error-avoidance can also conflict with ensuring a pluralistic
public debate.

5As Manson (2012, 258) notes, it’s no coincidence that, historically, ‘epistemic restraint may seem to be
tied up with a theological anti-scientism, or perhaps various forms of anti-intellectualism.’

14 M. VAN DOORN



Recent research has begun to investigate individual differences in the
extent to which people see misinformation as a danger to society, par-
tially in an attempt to explain the popularity of alarmist narratives on mis-
information. One study found the third-person effect – the perception
that (distant) others are more vulnerable to misinformation than the
self – to be the strongest predictor of perceived danger of misinformation
(Altay and Acerbi 2023). The belief that others are more easily swayed and
manipulated than we are – that they are gullible – was more than any
other investigated factor strongly and positively associated with per-
ceived danger of misinformation. Concerns about misinformation are
thus significantly driven by a perceived inability of distant others to
spot it.

If misinformation concern is often explained by a perception that
others are gullible, it might go hand in hand with support for anti-demo-
cratic regulations such as reducing freedom of speech. After all, if people
believe misinformation is a problem because other people are gullible, it
stands to reason that they also believe that reducing (other’s) exposure to
misleading material is an apt countermeasure.6

Indeed, one of the most prevalent consequences of the third-person
effect is individuals’ endorsement of government intervention and
control of media, such as through censorship (e.g. Hoffner et al. 1999).
This is primarily due to the tendency of individuals to overestimate the
media’s impact on others, leading to diminished trust in others’ capacity
to avert presumed negative consequences (Davison 1983; Perloff 1999).
The assumed adverse impact on others has proven to be a strong predic-
tor of public endorsement for government intervention regarding media
restrictions (Cohen et al. 1988; Gunther 1995), limitations on pornography
(Lo and Wei 2002), and curbing unfair election coverage (Salwen 1998).
Focusing on fake news specifically, Cheng and Chen (2020) find that
people who presume fake news has more effect on others, are more in
favor of corporate corrective actions, media literacy interventions, and
governmental regulation, as they aim to minimize the potential harm of
fake news on others and society. Likewise, Jungherr and Rauchfleisch
(2022) find that one-sided warnings about the dangers of misinformation
increased respondents’ support for heavily restrictive regulation of
speech in digital communication environments. The way it exacerbates
the beliefs that others (who are more gullible than us) are at risk and

6More generally, the legitimacy of democratic decisions should decrease as a function of the perceived
irrationality of (other) people (Stafford 2022; [Redacted]).
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therefore increases support for epistemically paternalistic policies is
another neglected harm of misinformation that extends beyond duping
people with false beliefs.

However, like in the previous sections, the extent to which this harm
gets instantiated depends on our normative priorities. From the perspec-
tive of error avoidance, support for restrictive regulation seems a good
thing. It will likely reduce the number of misleading ideas people are
exposed to and thus the number of false beliefs they end up with. Yet
at the same time, restrictive regulation coming at the cost of political
expression is potentially detrimental for democracy and democratic
discourse.

Liberal democracy depends on the free exchange of competing, con-
trasting, contentious, and sometimes offensive views. The dynamic inter-
play between these varying viewpoints and groups is a vital aspect of
democracy. It exposes a range of opinions and interests, demonstrates
their comparative significance, and facilitates public negotiation among
them (Dahl 1989). This is a crucial feature in democracies’ perceived
problem-solving capacity. But for this to work, people living in democra-
cies need to accept the possibility of good-faith political conflict between
rational agents (Sullivan and Transue 1999). A dominant belief that misin-
formation is a serious threat because others are gullible is not compatible
with this (Altay and Acerbi 2023). The discourse on disinformation seems
to have the potential to undermine this vital acceptance by delegitimizing
the existence of conflicting opinions and portraying dissenting views as
products of manipulation. Consequently, it could erode support for the
fundamental principles of liberal democracy. But we need to broaden
our view beyond error-avoidance to see this harm.

Of course, heavily restrictive regulation on speech platforms probably
would help social media users to avoid error. But the empirical data indi-
cates that, actually, the fact that a policy focused on error-avoidance rec-
ommends such regulations gives us reason to think we should not
prioritize error-avoidance but rather broaden our view of the harms of
misinformation. Studies do not generally indicate that heavily-regulated
information supply enhances political results (Gentzkow and Shapiro
2008). For instance, Djankov et al. (2003) demonstrate that, in a substan-
tial sample of nations, state-run media correlates with diminished demo-
cratic governance, reduced press freedom, and inferior health outcomes.
While these findings represent correlations rather than causal parameters,
the authors deduce that the evidence endorses a model in which govern-
ments typically possess media outlets for their own enrichment or
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empowerment, rather than to address inadequacies in the information
landscape. Even in Western democracies, state intervention frequently
fails to yield better outcomes. Prat and Strömberg (2005) offer evidence
that the introduction of private television in Sweden led to heightened
political knowledge and increased political engagement compared to a
public television monopoly.

In conclusion: while falsehood avoidance can be an essential factor in
maintaining the integrity of information, overemphasizing it could stifle
diverse perspectives and pluralistic debate. If that’s right, then it’s impera-
tive to not only track whether misinformation exposure dupes people into
false beliefs, but also investigate whether and how it erodes support for
democratic values.

4. Implications

The debate on the epistemology of social media and the consequences
of misinformation has mainly focused on minimizing the prevalence,
reach, and impact of untrue statements. However, as I’ve shown in
this paper, that undesirably narrows our normative scope. Recognizing
that this problematic prioritization underlies the debate on the conse-
quences of misinformation not only elucidates the current unproductive
shape of the debate, but also paves the way for a clearer framework for
diagnosing the adverse effects of misinformation. This matters because
assessing the epistemic consequences of social systems requires a
clear specification of the epistemic goods that well-functioning episte-
mic systems promote. And if the bad effects of misinformation are not
exhausted by duping people with false beliefs, then showing that it is
not always effective at doing so is not to show that misinformation is
not a problem.

To recapitulate, I’ve argued that the normative primacy of falsehood
avoidance overlooks other epistemic harms associated with misinforma-
tion such as those related to truth attainment, intellectual autonomy,
and debate pluriformity. Moreover, I’ve argued, getting clear on these
epistemic harms reveals the singular focus on error-avoidance to be coun-
terproductive. By concentrating on error-avoidance, we unwittingly
amplify the detrimental effects misinformation has on truth attainment,
intellectual autonomy and debate pluriformity.

To appropriately understand and fight misinformation, future research
needs to address these challenges. Misinformation studies often zero in
on how people interact with false content. The focus of most
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interventions is on preventing people from believing and sharing misin-
formation. The underlying assumption being that social media platforms
are better, the less inaccurate they make their users’ beliefs (Rosen and
Lyons 2019; Silverman 2019). This assumption is overly narrow and risks
overlooking other epistemic harms associated misinformation, thereby
underselling its full impact and the breadth of strategies needed to
combat it (or so I’ve argued). To broaden their scope, instead of concen-
trating solely on the spread of false beliefs, researchers could also inves-
tigate the impacts of misinformation on truth attainment, intellectual
autonomy and debate pluriformity.

Concretely, rather than centering on the minority who engage with
untrustworthy sources, a more productive approach would be to
address the sizable segment of individuals who display excessive skepti-
cism towards credible sources and infrequently engage with news (Allen
et al. 2020). While the threat of misinformation is real, it’s more common
for individuals to be uninformed than misinformed (Li and Wagner 2020).
It’s plausible that misinformation exposure plays a role here, as perceived
prevalence of misinformation is associated with a more restricted media
diet and lower trust in the media (Shapiro 2020) and with a lower willing-
ness to share reliable news on social media (Yang and Horning 2020). The
findings discussed earlier on efforts against misinformation reducing
people’s trust in true and verified information suggest existing misinfor-
mation mitigation approaches are in need of redesign. Understanding
the distinction between avoiding falsehoods and grasping the truth
calls for a reassessment of our strategies against misinformation. Addres-
sing incorrect information is vital, but it’s equally important that such
endeavors don’t undermine confidence in and engagement with factual
data. To counter the ways in which misinformation endangers truth
attainment, it’s imperative to get a clearer sense of the mechanisms
involved. This implies designing misinformation interventions that do
not increase general skepticism, are not primarily aimed at those duped
by fake news and primarily seek to increase the uptake of reliable infor-
mation. This is different from the usual target group and aim. It’s an
open empirical question how existing interventions can be improved
such that they do not reduce trust and increase skepticism towards
reliable information.

Similar implications apply to the epistemic harms related to debate
pluriformity. Many civilians perceive misinformation as a serious threat
to society. This perception fuels support for restrictive regulation of
digital communication environments. An overlooked avenue for empirical
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research, therefore, is what communication strategies work best in alert-
ing people to online misinformation without jeopardizing their support
for key democratic values such as free (online) speech. Warnings about
misinformation should therefore be developed and tested with an eye
for more indicators of effectiveness than just how successfully they
reduce belief in false information. The extent to which exposure to
these well-intended intervention influences attitudes towards reliable
information and online censorship should also be treated as normatively
relevant.

People don’t merely absorb information passively. They are active,
interpretative, and they domesticate technologies in complex and unex-
pected ways (Livingstone 2019). People are more skeptical than gullible
when browsing online (Fletcher and Nielsen 2017). A refined approach
to misinformation research should therefore, thirdly, also take into
account how misinformation alters our capacities as active epistemic
agents. Rather than solely assessing susceptibility to fake news, it’s
imperative to investigate how misinformation impacts our ability to
discern, interpret, and engage in informed discourse as responsible and
appropriately autonomous epistemic agents.

This admittedly sounds a bit vague, which is unavoidable given that we
lack a more developed idea of what it means to be that kind of agent in
today’s hostile epistemic environment. This is where philosophers can
contribute. What does it even mean to be a responsible epistemic
agent if – in times of an infodemic – there’s more to that than avoiding
error? We need richer conceptions of what virtuous, yet active cognitive
agency could look like here. For example, Nguyen (2022) argues we can
develop our cognitive agency by embracing a sense of playfulness in
our digital interactions, fostering a critical yet open-minded approach
to online content. This perspective encourages individuals to navigate
the digital realm with curiosity, treating it as a space for exploration
rather than just a battleground of truths and falsehoods. This is an
example of an epistemic stance appropriately autonomous agents can
take to adapt to the complex digital information landscape, moving
beyond mere error-avoidance.

Recent advancements in epistemology have underscored the virtue of
intellectual humility – emphasizing the need for individuals to recognize
their cognitive limitations and the potential gaps in their knowledge – as
a potential antidote to misinformation (Whitcomb et al. 2017). Cultivating
intellectual humility could, for example, counter overconfidence and so
reduce belief in conspiracy theories that allow the believer to ‘understand’
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all kinds of complicated events (like climate change). However, people
made aware of their limited knowledge also may abandon previously
held beliefs that were, in fact, justifiably grounded – albeit often based
on testimonial evidence rather than personal comprehension (Levy
2021). After all, the intellectually humble person will moderate her confi-
dence if she’s unable to offer grounds for her assertions (Kidd 2016), but
since most of our beliefs are justified by testimony rather than personal
understanding, the realization that we don’t understand the mechanisms
should lead us to rethink the grounds for our belief, rather than lowering
our confidence in it (Levy 2023). This tendency to be conciliatory when
we shouldn’t, could make us more susceptible to misinformation. Mis-
leading evidence can more easily take root when we have low confi-
dence after being persuaded that testimonial evidence isn’t good
enough to ground conviction. This is another example, I think, of how
explorations in normative epistemology about what virtuous cognitive
agency and appropriate intellectual autonomy look like in a hostile epis-
temic environment can contribute. In this case, highlighting the norma-
tive dimensions of testimonially based convictions could strengthen our
resilience against misinformation. Philosophy, then, can be a part of the
solution by promoting better theories. This way forward starts with
recognizing that while the focus on the acquisition of false first-order
beliefs and the proliferation of explicitly false content may have its
uses in bringing attention to some problems with our online lives, it
also profoundly restricts the way we think about the epistemology of
the internet, neglecting other important epistemic harms associated
with misinformation.
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