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ABSTRACT
Functionalism of robot pain claims that what is definitive of robot pain is functional role, defined as the causal 
relations pain has to noxious stimuli, behavior and other subjective states. Here, the author proposes that the 
only way to theorize role-functionalism of robot pain is in terms of type-identity theory. The author argues 
that what makes a state pain for a neuro-robot at a time is the functional role it has in the robot at the time, 
and this state is type identical to a specific circuit state. Support from an experimental study shows that if the 
neural network that controls a robot includes a specific ‘emotion circuit’, physical damage to the robot will 
cause the disposition to avoid movement, thereby enhancing fitness, compared to robots without the circuit. 
Thus, pain for a robot at a time is type identical to a specific circuit state.

Robot Pain
Simon van Rysewyk, Graduate Institute of Medical Humanities, Taipei Medical University, 

Taipei City, Taiwan

Keywords: Emotion, Neuro-Robot, Pain, Role-Functionalism, Type-Identity Theory

INTRODUCTION

Is robot emotion possible? Currently, there are 
two main programs of scientific research inves-
tigating this question. One main line is a type 
of psychological behaviorism and assumes that 
emotion behavior can be explained in a robot 
without reference to subjective or mental events 
or states. According to this approach, the sources 
of robot emotion are exogenous (in the envi-
ronment), not endogenous (in the head) (e.g., 
Adolphs, 2005; Canamero, 2005; Dautenhahn 
et al., 2009; Picard, 2000). Much work in this 
research program aims to build able robots to 
display emotional sensations behaviorally under 
specific circumstances without sensing them 
endogenously, or robots that attribute sensations 
to human beings based on visual observation of 
behavior rather than empathic understanding, 
conceived as an endogenous state type shared 
at the time of observation.

Behaviorist robot emotion faces several 
challenges. One challenge is that some sub-
jective features of sensations have qualitative 
character, or ‘qualia’, broadly characterized as 
the properties of sensation states that type them 
in qualitative or sensed aspects (e.g., Chalmers, 
1996; Jackson 1982; Tye, 2000). Type states of 
pain differ in sensed qualities from type states of 
pleasure, or in ‘what it is like’ to personally ex-
perience them. Thus, to have a pain is not only to 
produce appropriate pain behavior under certain 
circumstances, but it is to personally experience 
a ‘like-this’ sensory quality to the pain (e.g., as 
something burning or sharp). Two subjects in a 
psychophysical experiment presented with the 
same stimulus and showing the same behavioral 
responses may nonetheless have quite differ-
ent qualitative experiences. Stimulus-response 
identity does not entail experiential identity, 
and such identity cannot be ensured other than 
by describing the experiential states and how 
these are experienced. In the same way, a purely 
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behaviorist robot may display pain behavior, 
yet completely lack pain qualia.

Some philosophers claim that what is de-
finitive of individual sensation qualia (‘quale’) is 
functional role, described as the causal relations 
a sensory quale type has to stimuli, behavior 
and other subjective states (e.g., Armstrong, 
1968; Fodor, 1975; Lewis, 1966; Maley & Pic-
cinini, 2013; Putnam, 1975; Pylyshyn, 1984; 
Shoemaker, 1984). A role functionalist may 
define a pain as a sensory qualitative state that 
is reliably caused by noxious stimulation, to 
cause the desire to make it stop, to cause dis-
traction regarding concurrent projects or plans 
and their completion, and to cause changes in 
preferences among alternative states of affairs. 
According to role-functionalism, only beings 
with subjective qualitative states that fulfill 
these causal roles can be in pain.

In normal adult humans, there appears to be 
a specific type of nervous-endocrine-immune 
biological activity that best fits these functional 
roles (van Rysewyk, 2013). Thus, normal hu-
mans can be in pain by noxious stimulation 
of the nervous-endocrine-immune ensemble. 
Since sensations that are physically very differ-
ent may still feel the same, role-functionalism 
allows beings with different physical composi-
tions to have sensory qualitative states as well. 
If there are biological states of feathered mites 
or non-biological states of robots that also fit 
these roles, then these beings can be in pain. 
Pain qualia can be realized by multiple types 
of physical states in multiple types of beings 
(e.g., Aizawa, 2008; Fodor, 1975; Putnam, 1975; 
Pylyshyn, 1984).

Role-functionalism is the current alternate 
program to psychological behaviorism in robot 
emotion research (e.g., Acerbi & Parisi, 2007; 
Breazeal & Brooks, 2005; Parisi & Petrosino, 
2010; Pérez et al., 2012; Ziemke, 2008). In 
this article, I propose that the results of Parisi 
& Petrosino (2010) and philosophical theory 
both support my claim that what is definitive of 
robot pain and emotion generally is not simply 
functional role, as interpreted by role functional-
ists, but a tandem product of functional role and 
type-type identity; that is, what makes a state 

pain for a robot at a time is the functional role 
it has in the robot at the time, and this state is 
identical to a state of a specific type of circuit 
added to a robot’s neural network. In the next 
section, I describe in detail the experiment con-
ducted by Parisi & Petrosino (2010), including 
its theory, methods, and results related to pain.

Role-Functional Robot Pain

Parisi & Petrosino (2010) test the hypothesis that 
functional role is definitive of robot emotion, 
not behavior. The authors introduce two further 
sub-hypotheses: (1) robot emotion requires 
robots to have different motivations at a time 
that compete with one another for control of the 
robot’s behavior; (2) robot emotion requires the 
neural network that controls the robot’s behavior 
to have a circuit which engages the robot to take 
faster and more correct motivational decisions. 
The study involved five different simulated 
Khepera robots which were required to satisfy 
two different motivations: (1) eat and drink, 
(2) eat and avoid a predator, (3) eat and find a 
mate, (4) eat and care for their offspring, or (5) 
eat and rest in order to recover from physical 
damage and pain. The authors predicted that 
adding the emotional circuit to the neural net-
work will lead to better motivational decisions 
and higher fitness in each simulation, compared 
to robots without the circuit. I will focus in this 
paper on the pain robots (‘5’).

Sub-Hypothesis 1: Emotion 
Changes the Disposition 
of Motivation

Imagine a monkey perceiving a thorny berry 
bush. The monkey approaches the bush, picks 
berries and eats them. What causes this event? 
According to psychological behaviorism, 
exogenous sensory stimuli and an organism’s 
interactions with, and reinforcement from, the 
environment cause this event type (e.g., Re-
scorla, 1990; Skinner, 1953). Parisi & Petrosino 
(2010) suggest this explanation is half right, 
since a behavioral change also implies certain 
things about an animal’s motivations, not only 
sensory stimuli. After all, the monkey likely 
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approaches the bush because of hunger. For 
example, the monkey probably wants the hunger 
sensation to stop. If the monkey is satiated, it 
will behave indifferently toward the bush, and 
likely disregard it. So, the question is: can the 
mere presence of an environmental sensory 
stimulus imply anything about the monkey’s 
wants and motivations? Parisi & Petrosino 
(2010) answer in the negative because it is not 
clear how there can be a sensation of wanting 
to avoid a hunger stimulus, or of wanting to 
eat. Instead, it appears that animal behavior is 
the joint effect of environmental sensory im-
pingement and a change in the disposition of an 
animal’s motivations. It follows from this view 
that what is definitive of hunger is a specific 
type of sensory qualitative state which causes a 
compelling motivation that such sensing cease.

The same argument effectively applies 
to understanding the role of sensory qualia in 
emotion. Consider two separate pain events in 
an animal. Suppose that these events are quali-
tatively identical, that share all the same sensory 
pain qualia, yet which are not equally painful. 
How? If the same pain state is clustered with 
different wants and motivations, this second 
pain state may not be equally painful. If Parisi & 
Petrosino (2010) are right, an emotion sensation 
implies motivational change. But, as the present 
imagined case shows, the mere presence of a 
quale cannot imply anything about the animal’s 
motivations. It follows that the mere presence 
of a quale cannot guarantee any particular ef-
fect on motivational state. That is, no emotion 
quale is itself emotional because it alone cannot 
guarantee any motivational difference. In the 
event of pain, a pain sensation must arouse the 
disposition to avoid before the effect is ‘pain’ 
(Clark, 2005). Like the role functional definition 
of hunger suggested above, what identifies pain 
is a particular type of sensory qualitative state 
which causes an immediate and compelling 
motivation to avoid such sensing.

Accordingly, the way to effect robot 
emotion is to wire the perception of sensory 
qualities directly into the robot’s motivational 
functions. Sensing in that way will cause an 
immediate motivational change. Parisi and 

Petrosino (2010) assume a simple mechanism 
for controlling which specific motivation will 
cause the robot’s behavior at any given time: 
all the robot’s motivations have a quantitative 
level of intensity and the motivation which 
wins the competition is the motivation which 
currently has the highest level of intensity 
(Parisi, 2004; Ruini et al., 2010). The current 
level of intensity of a motivation may depend 
on a number of factors such as the particular 
environment in which the robot has evolved, 
including environmental stimuli, the role of 
the motivation in the robot’s overall adaptive 
pattern, and the state of the robot’s body.

The pain robots are in an environment of 
1000 x1000 pixels with four food patches of 
40 pixel diameters which they eat in order to 
survive. They nonsexually reproduce at regu-
lar intervals. At random intervals, the body of 
these robots may receive some physical damage 
which can vary in intensity and which persists 
for an irregular time. In the event of pain, the 
robots must rest or reduce their speed in order 
to heal, even when very hungry. If they do not 
rest or reduce movement speed due to pain, 
their fitness is proportionally reduced. If they 
decide to search for nutrients, they have to 
move very quickly, despite pain. The robot’s 
life is five epochs, each epoch a maximum of 
2000 time-steps.

Artificial Neural Network 
in the Robots

The robots in Parisi and Petrosino (2010) are 
controlled by an artificial neural network. The 
architecture of the neural networks consists of 
input units representing information from the 
exogenous environment (food, water, predator, 
mating partner, offspring-care zone), from the 
endogenous environment (hunger, thirst, pain), 
internal units, and motor output units which 
encode the speed of the robots wheels (Figure 
1). In contrast to classical symbolic theories 
of mental processing, information such as 
‘pain’, ‘motivation’, and ‘behavior’, is stored 
non-symbolically in the weights, or connection 
strengths, between the units in neural network, 
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according to the activation function. The neural 
network in the study is a standard network with 
activation level between 0 and 1 for all the net-
work’s units and a sigmoid activation function 
for the internal units and the motor units.

The neural network in the pain robots is 
informed of physical damage and of its sever-
ity by a continuously activated pain sensor. 
Reduction in fitness due to physical damage 
is in proportion to damage severity and to how 
the robot responds to pain (e.g., by reducing its 
movement speed). When a robot senses pain, 
the sensing will cause a compelling and specific 
motivational change: either the robot ceases 
all movement, or the robot reduces movement 
speed to search for nutrients. In the study, a 
pain sensation was characterized to cause the 
disposition to minimize or avoid all movement 
before the result is ‘pain’.

Sub-Hypothesis 2: Emotion 
Requires an Emotion Circuit

To test the study hypothesis that functional role 
is definitive of robot emotion, Parisi & Petrosino 
(2010) compared two different populations of 

robots for each of the five types of robots. The 
control population of robots in each type had the 
neural network described above. To the neural 
network in the experimental population was 
added an ‘emotional circuit’, which consists of 
one or two ‘emotional units’ to which some of 
the input units send their activation. These units 
send their activation either to the internal units 
(Figure 2a) or to the motor units (Figure 2b).

The emotional unit in the experimental pain 
robots receives activation from the pain sensor 
which informs the robots to stop moving when 
there is pain. The pain sensor has an activation 
of 1 for maximum physical damage/maximum 
pain and an activation of 0 for zero physical 
damage/no pain. The activation threshold of 
the emotional unit is represented in the robot’s 
inherited genotype together with the connec-
tion weights of the robot’s neural network. The 
authors expected that the emotional circuit will 
arouse a specific motivational effect such that 
an experimental pain robot with the circuit will 
avoid moving in the event of physical damage 
concurrent with hunger, thereby enhancing 
personal fitness. Thus, concurrent and equally 

Figure 1. Artificial neural network architecture for control-group robots no emotional circuit 
(Parisi & Petrosino, 2010)
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severe pain and hunger should cause pain 
robots with the emotional circuit to avoid all 
movement, even when nutrients are available, 
as per the study hypothesis.

Pain Robot Results

Comparison of the two pain robot groups 
shows that pain experimental robots with an 
emotional circuit had higher fitness (Figure 3) 
than pain control robots without an emotional 
circuit (Figure 4).

The experimental pain robots moved only 
when pain was very low, and proportional to 
food distance. That is, corresponding pain and 
hunger matched in severity reduced average 
movement velocity in all pain robots relative 
to nutrient distance. When corresponding pain 
and hunger were each severe in pain robots 
with the emotional circuit linked with the mo-
tor units, they avoided all movement (Figure 
5). Per hypothesis, painfulness must arouse an 
aversion before the result is ‘pain’ (Clark, 2005).

Parisi and Petrosino (2010) interpret these 
findings to imply that the pain robots with an 
emotional circuit have pain states because 
these states are the activation states of their 
emotional circuit and these emotional states 
have a functional role in their behavior (e.g., 
they avoided moving entirely when disposed 

to seek nutrients). Linking the perception of 
sensory qualities into the robot’s motivational 
functions causes a change in the disposition 
of a robot’s motivation. I claim the only way 
to understand this interpretation is in terms of 
type-identity theory, a philosophy of mind. In 
the next section, I introduce mind-brain identity 
theory, and type-identity theory.

Mind-Brain Identity Theory

Mind-brain identity theory asserts that what is 
definitive of sensation is that sensation things 
(e.g., states, processes, properties) are identical 
with brain things (e.g., states, processes, proper-
ties), not merely correlated with them, caused 
by them, realized by them, or constituted by 
them (e.g., states, processes, properties) (e.g., 
Churchland, 1989; Feigl, 1958; Hill, 1991; 
Place, 1956; Smart, 1959; van Rysewyk, 2013).

There are two main versions of the mind-
brain identity theory: token identity theory and 
type-identity theory. Token identity proposes 
that individual sensation states, or tokens of 
sensation states, are identical with individual 
brain states, or tokens of brain states. For ex-
ample, the pain I currently feel in my left thigh 
is identical with a particular state of my brain. 
The other main version of the identity theory 
asserts that an individual sensation state is a 

Figure 2. Artificial neural network architecture for experimental-group robots with an emotional 
circuit connected to (b) the internal layer or (2) to the output layer (Parisi & Petrosino, 2010)
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Figure 3. Best and average fitness in pain experimental robots (Parisi & Petrosino, 2010)

Figure 4. Best and average fitness in pain control robots (Parisi & Petrosino, 2010)

Figure 5. Average movement velocity of very hungry pain experimental robots when food was 
near, at medium distance or far away (Parisi & Petrosino, 2010)
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sensation type identical with a brain state type. 
So, in addition to implying that my current pain 
is identical with a specific brain state, it implies 
that the state being a pain is identical with a type 
of brain state. This means that assertions of type 
identity are logically stronger than assertions 
of token identity, and have accordingly greater 
explanatory potential to offer an understanding 
of sensation state-brain state relations.

In what follows, I focus on type-identity 
theory, and accordingly view ‘pain’ and ‘state’ 
as naming universal types, which may occur in 
the same creature at different times, or which 
many different creatures may share, and not 
as naming particular tokens, which may only 
occur exactly once in the world (if any) (Jack-
son, 2012).

To illustrate type identity with an actual 
case, assume two subjective type states, S1 
and S2, robustly connected, respectively, to 
two neurobiological type states, P1 and P2. 
Thus, some cutaneous wounds initially gener-
ate a highly localized ‘first’ pain (S1) that is 
followed by a poorly localized ‘second’ pain 
(e.g., stubbing a toe) (S2). This experience is 
called ‘double pain sensation’ (Campbell & 
LaMotte, 1983). The temporal ordering of S1 
and S2 is robustly connected with nociception: 
firing of Type II Aδ nociceptors leads to the 
‘first’ acute pain response to noxious heat (P1). 
Compression block of myelinated peripheral 
nerve fibers eliminates first, but not second, 
pain (Torebjörk & Hallin, 1973). The first of 
the double pain sensations reaches the central 
nervous system (CNS) on the neospinothalamic 
tract and activates the ventroposterolateral and 
ventroposteromedial nuclei of the thalamus 
and then primary somatosensory cortex (Wil-
lis & Westlund, 1997) (P1). Alternately, a low 
dose of local anesthesia applied to peripheral 
nerves blocks the C-fibers before the Aδ-fibers 
(Johansson et al., 1990). Under this condition, 
the slow conducting pain information is blocked 
(paleospinothalamic tract), and only the fast 
conducting pain information by Aδ-fibers is 
carried to the CNS. The second of the double 
pain sensations (S2) reaches the CNS on the 
paleospinothalamic tract to activate brainstem 

nuclei and then the parafasciculus and centro-
median mechanism in the intralaminar thalamic 
nuclei (Willis & Westlund, 1997) (P2).

Type-identity theory denies the claim made 
by property dualism and epiphenomenalism 
that though pains are brain states they still 
have fundamentally nonphysical, psychical 
properties (e.g., Chalmers, 1996; Jackson, 
1982). Briefly, there are five reasons to prefer 
type identity to dualist theories (van Rysewyk, 
2013). The first reason is that type identity 
possesses greater explanatory power (Place, 
1956). Type-identity theory observes the robust 
empirical correlations between subjective states 
and specific neurobiological states and between 
subjective states and specific behavioral states 
(e.g., facial expressions) reported in the neuro-
sciences and psychology. Thus, when a func-
tional neuroimaging study strongly correlates 
a cognitive operation with a brain region (e.g., 
perceiving human faces with cortical activity 
in the fusiform face area), or when an event-
related potential study identifies a cognitive 
operation with a change in electrical potentials 
(e.g., age-differences in human face perception 
correlated with a N170 event-related potential), 
type-identity theory claims that the neural 
operation is the cognitive operation: increased 
activity in the FFA is the visual perception of 
human faces; increased activity in the N170 is 
the age-difference in human face perception.

Type-identity theory asserts that it offers 
the best description and the best explanation 
for these robust correlations. That is, the best 
way of describing and explaining the robust 
correlation between pain qualia and specific 
neurobiological states is to assert that pain is 
type identical with those states. According to 
a kind of abductive inference called Inference 
to the Best Explanation, it is appropriate to 
prefer descriptive theories that offer the best 
explanations of phenomena in their domains, 
all other things being equal. Thus, if a theory 
provides the best explanation of all the data 
that are relevant to pain, then we are allowed 
to believe that descriptive theory, relative to the 
alternatives (e.g., dualism). Since type identities 
are thought by type identity theorists to satisfy 
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this stipulation much better than dualism, type 
identity philosophers infer that type-identity 
theory best describes the mind.

The second reason to prefer identity theory 
is that type identity is the only theory that 
fully respects philosophical intuitions about 
the causal powers of qualia. For example, we 
believe that pains are causally responsible for 
such behaviors as facial grimaces, limb- guard-
ing, crying out, and also for much of our talk 
and thought about pain. We attribute important 
causal powers to pain, but neuroscience indi-
cates that these causal powers also reside in 
the biological operation that is type identified 
with pain. Accordingly, if pain is distinct from 
that biological operation, we will be required to 
infer either that pain is epiphenomenal, having 
no causal powers in its own right, but merely 
appearing to have them because of its relation 
with the neurobiological state (Jackson, 1982). 
In itself, epiphenomenalism is not an attractive 
view. It obliges us to believe that subjective 
states, even though they are caused by neuro-
biological operations, have no effects on the 
world. This seems a very strange kind of causal 
power. For example, if pains don’t cause pain 
behavior how can it be that your telling me that 
you are in pain gives me any reason for sup-
posing you are? Moreover, if pain is absolutely 
epiphenomenal, then a search for fundamental 
type identities of pain will fail. In fact, if pain 
is completely epiphenomenal, then it cannot 
have evolved by natural selection.

Third, type identity sees only one category 
of states where other mind philosophies see two. 
The view of reality that type-identity theory 
offers is simpler, and more coherent, than the 
view that is offered by property dualism, which 
proposes that qualia are ontologically unique 
states, having no descriptive and explanatory 
role in physics, biology, or any other natural 
science. Whereas type-identity theory sees 
only a single state – a quale that is a neurobio-
logical state – property dualism sees two. All 
other things being equal, I think it is reasonable 
to say that simpler theories are preferable to 
complex ones.

Fourth, type-identity theory is supported 
by the causal closure thesis, according to which 

every physical effect has an immediate sufficient 
physical cause (e.g., Papineau, 2009). This thesis 
comprises three requirements: every physical 
effect has a cause which is physical, immedi-
ate, and sufficient. The first requirement says 
that for any physical effect, there will always 
be a prior physical cause. The second require-
ment that the physical cause be immediate is 
needed to exclude the possibility of physical 
causes which produce their physical effects 
only via nonphysical intermediaries. Finally, 
the third requirement that the physical cause be 
sufficient is needed to establish that it causes 
the physical effect by itself and not solely in 
virtue of its conjunction with some ontologically 
unique nonphysical cause such as a nonphysical 
quale. While the causal closure of the physical 
lies below the surface in type-identity theory, 
causal closure plays an essential descriptive and 
explanatory role in it: if causal closure were 
not true, then some physical effects would not 
be determined by prior physical causes at all 
(e.g., brain states), but by ontologically unique 
subjective causes such as nonphysical qualia.

Finally, type-identity theory can be trans-
lated into psychometric terms and treated like a 
hypothesis that can be empirically assessed and 
compared with token identity theory and other 
philosophies of mind. For example, Kievit et 
al. (2011) formalize type-identity theory using 
a measurement model called an effect indicator 
model in which a hypothetical but not directly 
observable concept is estimated by observed, 
measurable subjective and neural variables. In 
this model, the measured subjective and neural 
variables correlate with each other perfectly 
because they have a common cause: the hypo-
thetical concept. As I hope to show in this paper, 
robots are yet another way of formulating and 
empirically testing type-identity theory (Parisi, 
2010; Parisi & Petrosino, 2010).

Role-Functionalism as a Route 
to Mind-Brain Identity Theory

With type-identity theory introduced, I will now 
present an argument to theorize role-function-
alism of robot pain in terms of type-identity 
theory. Recall that role-functionalism defines 
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sensations in terms of functional role, charac-
terized as the causal relations a sensation has 
to stimuli, behavior and other subjective states. 
Thus, what makes a state pain for a creature at a 
given time is that it has the pain-functional role 
in the creature at the time; in biological creatures, 
likely a brain state involving interdependent 
nervous, endocrine and immune activity (van 
Rysewyk, 2013). From that sentence of two 
clauses we obtain the following two premises, 
respectively:

1.  What makes a state pain for a creature at a 
given time is that it has the pain-functional 
role in the creature at the time;

2.  The state which has the pain-functional 
role for a creature at a given time is a brain 
state involving interdependent nervous, 
endocrine and immune activity;

From these premises in conjunction with 
the prior stipulation that ‘pain’ and ‘state’ name 
types, not individual tokens (Jackson, 2012), I 
infer by transitivity the following conclusion:

3.  Therefore, a state pain for a creature at 
a given time is type identical to a brain 
state involving interdependent nervous, 
endocrine and immune activity.

This conclusion presents a type-identity 
theory and not a token identity theory because 
in ‘A state pain for a creature at a given time 
= a brain state involving interdependent ner-
vous, endocrine and immune activity’, which 
is a type-type identity; ‘a brain state involving 
interdependent nervous, endocrine and immune 
activity’ describes a type of event, which holds 
irrespective of whether any creature is currently 
in pain. For a creature at a given time to be in 
pain is to have a particular instance of the type 
of state in question at the time.

In the same way, the behavior of the ex-
perimental pain robots observed in Parisi & 
Petrosino (2010) presents a type-type identity. 
The philosophical rationale of their study can 
be conveyed in the form of my argument just 
stated; namely:

1.  What makes a state pain for a robot at a 
given time is that it has the pain-functional 
role in the robot at the time;

2.  The state which has the pain-functional 
role for a robot at a given time is a neural 
network state involving activity of an 
emotional circuit;

3.  Therefore, a state pain for a robot at a given 
time is type identical to a neural network 
state involving activity of an emotional 
circuit.

As in conclusion 3, the inference 3* in-
troduces a type-identity theory and not a token 
identity theory because in ‘A state pain for a 
robot at a given time = a neural network state 
involving activity of an emotional circuit’, 
which is a type-type identity, ‘a neural network 
state involving activity of an emotional circuit’ 
refers to an event type. Even if the emotional 
circuit linked to internal units was redesigned 
at a time during the experiment to instead link 
with motor units, pain robot states before and 
after that time would be, if true, type-type identi-
ties, since a specific robot-design is a type, not 
a token. To claim that pain for a creature at a 
given time is what has the pain functional-role 
for the creature at the time is not to claim that 
the creature is in pain at the time. Again, it is 
only to claim that for the creature to be in pain 
at a time is to have an instance of the type of 
state in question at the time. When roboticists 
such as Parisi & Petrosino (2010) create the 
design formulas for pain in a robot, they are 
creating for a type. The same logic applies to 
robot sensation and emotion generally.

My interpretation of Parisi & Petrosino 
(2010) is strongly supported in the conclusion 
of the entire study in their own words: ‘The 
robots endowed with an emotional circuit can 
be said to have emotions or emotional states. 
Their emotional states are the activation states 
of their emotional circuit and these emotional 
states have a functional (beneficial) role in their 
behavior’ (Parisi & Petrosino, 2010, p. 9, my 
italics). Thus, the argument stated in Parisi & 
Petrosino (2010) can only be understood as 
implying a type-identity theory.
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CONCLUSION

This paper addressed robot pain to exemplify 
robot emotion. I argued that role-functionalists 
concerning robot emotion and sensation can and 
should make an additional type-type identity 
claim that subjective states are brain states. 
Making that extra claim means that what makes 
a state pain for a creature at a given time is that it 
has the pain-functional role in the creature at the 
time; in biological creatures or non-biological 
systems such as robots, what is type identical 
to this functional-role is a brain state.

To create pain robots it is necessary to 
work with machines that have more than one 
dispositional motivation; competition between 
the motivations must result in an overriding 
aversion, or some disposition to avoid, if the 
result is to be painfulness. The emotional circuit 
succeeded in arousing a compelling aversion, 
despite concurrent hunger. Thus, the pain 
robots in Parisi & Petrosino (2010) have pain 
because it is possible to describe the functional 
role that pain states have in their behavior and 
to type-identify the specific part of the neural 
network causing their behavior that makes pain 
states possible.

Neuro-robots can be used to empirically test 
philosophies of mind and emotion because they 
permit researchers to examine the representa-
tions in the robot’s brain (i.e., artificial neural 
network) to establish if the behavior of the robot 
and its organs and systems are due to sensory 
input rather than sensory input per se. The results 
of these examinations can be integrated with 
ecological and evolutionary data on organisms, 
especially data of brain-body relationships, the 
results of behavioral and neuropsychological 
experiments, and philosophical theory.

This novel suggestion could enable a 
powerful functionalist-type-identity-based 
research program, productively extending the 
traditional brain-focus of type-identity theory to 
address the broader phenomena of embodiment, 
and concepts in Artificial Intelligence such as 
morphological computation. An important test 
of this program will be its ability to reproduce 
not only the results of experiments and psycho-

metric models but also other empirical facts 
such as psychiatric and psychological disorders, 
intra- and inter-individual differences in emo-
tion and pain, and social phenomena, such as 
pain empathy.
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