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Abstract— Cognitive systems anticipate, assimilate, and adapt. generate and use knowledge which can be deployed not just for
They develop and learn, predict, explain, and imagine. In this prediction, looking forward in time, but also for explanation,

chapter, we look briefly at the two principal paradigms of Cog- |ooking back in time, and even for imagination, exploring
nition, cognitivism and emergence, to determine what embodied " !
counterfactual scenarios.

form each entails, if any. We highlight one specific emergent . . . .
approach to embodied cognition — enaction — and discuss the ~ The hallmark of a cognitive system is that it can function

challenges it poses for the advancement of both robotics and effectively in circumstances that were not planned for explic-

cognition. ity when the system was designed. That is, it has a degree
Index Terms— Cognition, robotics, embodiment, cognitivism, Of plasticity and is resilient in the face of the unexpected [4].
emergent systems, enaction, development, autonomy. This adaptive, anticipatory, autonomous viewpoint reflects the
position of Freeman andifiez who, in their boolReclaiming
|. INTRODUCTION Cognition [5], assert the primacy of action, intention, and

&gjotion in cognition. In the past, however, cognition was

ployed in the empirical study of cognition. In this introductor)y'ewe.d Inavery dlfferem I|ght-as a symbo]-processmg moQuIe
chapter, we will explore the basis for the relationship betwef%[n mind concerneq .W'th rat_lonal planning and reasoning.
these two areas, with the specific goal of teasing out exac I%day, however, this is changing anq even proponents of these
what role robotics plays in cognition research and whether 5 rly approaches now see a much tighter relationship between

not it is a necessary role. To do this, we briefly identify thgercep_tlon, aqt_lon, and cogmtpa_.g.see [6].' [?D'
dSo, if cognitive systems anticipate, assimilate, and adapt;

different approaches that have been taken to modelling a ey devel dq dict lai di .
realizing cognitive systems and the relevance of embodimédpt 'Y C€Velop and leam, predict, explan, and imagne,
question is how do they do this? Unsurprisingly, many

to each approach. We then examine what it actually mea :

to be embodied and identify different forms of embodimen pproaches have been taKen to address this problem. Among
By considering the different pairings of modes of cognitio 1ese, however, we can discern ‘W_O _broad cl_assesccblge .
and modes of embodiment, we can reveal the different rolg'é'v'St appr_oach based on symbolic information pracessing
of robotics in cognition research. We focus on one particuI5‘?'0reserﬂ""t'onal systems, and Hraergent systenapproach,

pairing which forms the cornerstone of enaction,afar-reachiﬁg]br"?‘cmg connectionist systems, dynamical systems, and
enactive systems, all based to a lesser or greater extent on

paradigm of adaptive intelligence founded on generative ( = .. | f self ization I81. 19

self-constructed) autonomous development and learning [Rﬂgc'p ets ptse -orgarr:lza lon [8], [ ]oit the classical and sl

[2]. Our goal here in highlighting enactive systems is not to Ognitivist approaches correspond 1o the classical and St
mmon view that cognition is a type of computation [10],

present a comprehensive review of the field but to identi that i boli tonal lated. structured
its chief tenets and anchor the important relationship betwe rocess that IS Symbolic, rational, encapsulated, structured,
nd algorithmic [11]. In contrast, advocates of connectionist,

cognition and robotics in a significant research paradigm. cal d i A h it
We conclude with an overview of the challenges facing bo namical, and enactive systems approaches argue in 1avour

robotics and cognitive systems in pushing forward their relat®4 2 p05|t|or_1 that treats cognition as emergent, self-organizing,
and dynamical [12].
research agendas. . _—
Although the use of symbols is often presented as definitive

difference between the cognitivist and emergent positions,
Il. COGNITION :
» o o . they differ more deeply and more fundamentally, well be-
Cognitive systems anticipate, assimilate, and adapt; they,q 3 simple distinction based on symbol manipulation. For
develop and they learn [3]. Cognitive systems predict futuggample, each adopts a different stance on computational
events when selecting actions, they subsequently learn fr%’ﬁbration, representational framework, semantic grounding,

what actually happens when they do act, and thereby they,noral constraints, inter-agent epistemology, embodiment,
modify subsequent predictions, in the process changing h@Wcention, action, anticipation, adaptation, motivation, and
things are perceived and what actions are appropriate. Tth‘tonomy 3].

cally, they operate autonomously. To do this, cognitive systemscognitivism asserts that cognition involves computations

This work was supported by the European Commission, Project IST-00429§fined over intemal re.presentations of knOV_Vledgei in a pro-
RobotCub, under Strategic Objective 2.3.2.4: Cognitive Systems. cess whereby information about the world is abstracted by

In recent years, robotic systems have increasingly been



perception, and represented using some appropriate symbetizergent systems approach to cognition, is a physically-active
data-structure, reasoned about, and then used to plan and abbuly capable of moving in space, manipulating its environ-
the world. The approach has also been labelled by many as tivent, altering the state of the environment, and experiencing
information processing(or symbol manipulation) approach tothe physical forces associated with that manipulation [24]. But
cognition [8], [11]-[17] there are other forms of embodiment. Ziemke introduced a

For cognitivists, cognition is representational in a stronfjamework to characterize five different types of embodiment
and particular sense: it entails the manipulation of explidi25], [26]:

symbolic representations of the state and behaviqur of thel) Structural couplingbetween agent and environment in
external world and the Storage of the knoWIedge ga|ned from the sense a System can be perturbed by |ts environment
experience to reason even more effectively in the future [18].  and can in turn perturb its environment.

Perception is concerned with the abstraction of faithful spatio-2) Historical embodimenas a result of a history of struc-
temporal representations of the external world from sensory ' tyral coupling;

data. o _ ~ 3) Physical embodimerin a structure that is capable of

In most cognitivist approaches concerned with the building  forcible action (this excludes software agents);
artificial cognitive systems, the symbolic representations are4) Organismoid embodimerite. organism-like bodily form
initially at least the product of a human designer: the designer’s (e.g.humanoid or rat-like robots); and

it means that these representations can be directly accesse@

) L Qlist is ordered by increasing specificity and physicality.
mterpre_zt_ed by others. It *_“?‘S. been argued that this is also uctural coupling entails only that the system can influence
key limiting factor of cognitivist systems as these programmey- d be influenced by the physical world. A computer control-
dependent representations effectively blind the system [1

training it t idealized d intion that | % a power-plant or a computerized cruise control in a pas-
constraining itfo an idealized gescription that 1S a consequengs ger car would satisfy this level of embodiment. A computer
of the cognitive requirements of human activity. This approa

. PR " game would not necessarily do so. Historical embodiment adds
works We" as long as the assumptions that are implicit e incorporation of a history of structural coupling to this
the des'gner model_ are valid. AS soon as they are not, 1a%el of physical interaction so that past interactions shape
system fails. Sometimes, cognitivist systems deploy machi fe embodiment. Physical embodiment is most closely allied
learning and probabilistic modelling in an attempt to deal wi conventional robot systems, with organismoid embodiment
the inherently uncertain and incomplete nature of the sens ré(ding the constraint that the, robot morphology is modelled
data that is being used to drive this representational framewo6 : specific natural species or some feature of natural species.
However, this doesn’t alter the fact that the representatio

tructure is still predicated on the d o fthe desi ganismic embodiment corresponds to living beings.
structure 1S still predicated on the descriptions ot the eslgnersDespite the current emphasis on embodiment in cognitive
Emergent approaches take a very different view of co

gi/stem research, Ziemke argues that many current approaches

hition. They view cognition as the process whereby an ay cognitive robotics and epigenetic robotics still adhere to

tonomous system becomes viable and effective in 'ts. en.¥r'fe functionalist hardware/software distinction in the sense
ronment. It does so through a process of self-organizati

n . . . . .
. . ) L2 ﬁ1at the computational model does not in principle involve
_through_whlch the_ sy_ste_m IS cont_muall_y re-gonstltutlng lse physical instantiation and, furthermore, that all physical in-
in real-time to maintain its operational identity. For emergerz&

approaches, perception is concerned with the acquisition O?ntiations are equivalent as long as they support the required
pp ' P P q computations. Ziemke notes that this is a significant problem

sensory data in order to enable effective action [20] and | he f ; . . .
) T ndamental i nderpinning embodiment is th
dependent on the richness of the action interface [21]. It Because the fundamental idea unde P g embodiment is that

e morphology of the system is actually a key component
not a process whereby the structure of an absolute externq orphology © Sys y y compo

environment is abstracted and represented in a more or Iogthe systems dynamics. The morphology of the cognitive
. ) P Sygtem not only matters, it is a constitutive part of the cognitive
isomorphic manner.

I ocess.
In contrast to the cognitivist approach, many emergeﬁ[
approaches assert that the primary model for cognitive learn-
ing is anticipative skill construction rather than knowledge IV. THE ROLE OF ROBOTICS IN COGNITION
acquisition, and that processes which both guide action andCognitivist systems do not need to be embodied. They are
improve the capacity to guide action while doing so arinctionalist in principle [5]: cognition comprises computa-
taken to be the root capacity for all intelligent systems [22{ional operations defined over symbolic representations and
Cognitivism entails a self-contained abstract model that fisese computational operations are not tied to any given in-
disembodied in principle and the physical instantiation of thetantiation. Although any computational system requires some
systems plays no part in the model of cognition [4], [23]. liphysical realization to effect its computations, the underlying
contrast, emergent approaches are intrinsically embodied aaginputational model is independent of the physical platform
the physical instantiation plays a pivotal role in cognition. on which it is implemented. For this reason, it has also been
noted that cognitivism exhibits a form of mind-body dualism
I1l. EMBODIMENT [11], [24].
What exactly it is to be embodied? One form of embod- Cognitivism is also positivist in outlook: all cognitive sys-
iment, and clearly the type envisaged by proponents of ttems — designer and designed — share a common universally-



accessible and universally-representable world that is appsame time, it implies that the process of cognition determines
hended by perception. Consequently, symbolic knowledanat is real or meaningful for the agent. In other words, the
about this world, framed in the concepts of the designaystem’s actions define the space of perception. This space
can be programmed in directly and doesn’t necessarily havke perceptual possibilities is predicated not on an objective
to be developed by the system itself through exploration efivironment, but on the space of possible actions that the
the environment. Some cognitivist systems exploit learning system can engage in whilst still maintaining the consistency
augment or even supplant thepriori designed-in knowledge of the coupling with the environment. Co-determination means
and thereby achieve a greater degree of adaptiveness #rad the agent constructs its reality (its world) as a result of its
robustness. Embodiment at any of the five levels identified aperation in that world. In this contextognitive behaviour
the previous section may offer an additional degree of freedasinherently specific to the embodiment of the system and
to facilitate this learning, but it is by no means necessary. dependent on the system’s history of interactions, its

The perspective from emergent systems is diametrically opxperiences.Thus, nothing is ‘pre-given’. Instead there is an
posed to the cognitivist position. Emergent systems, by defiginactive interpretation: a real-time context-based choosing of
tion, must be embodied and embedded in their environmentriglevance i(e. sense-making).

a situated historical developmental context [11]. Furthermore,For cognitivism, the role of cognition is to abstract objective
the physical instantiation plays a direct constitutive role in thetructure and meaning through perception and reasoning. For
cognitive process [4], [27], [28]. enactive systems, the purpose of cognition is to uncover

To see why embodiment is a necessary condition of eme&nRspecified regularity and order that can then be construed
gent cognition, consider again what cognition means in tlas meaningful because they facilitate the continuing opera-
emergent paradigm. It is the process whereby an autonomtios and development of the cognitive system. In adopting
system becomes viable and effective in its environment. this stance, the enactive position challenges the conventional
this, there are two complementary things going on: one is tagsumption that the worlds the system experiencesist
self-organization of the system as a distinct entity, and tledependent of the cognitive system (‘the knower’). Instead,
second is the coupling of that entity with its environmenknower and known ‘stand in relation to each other as mutual
“Perception, action, and cognition form a single process” [24pecification: they arise together’ [8].
of self-organization in the specific context of environmental For an enactive system, knowledge is the effective use of
perturbations of the systenThis gives rise to the ontogenicsensorimotor contingencies grounded in the structural coupling
development of the system over its lifetime. This developmeint which the nervous system exists. Knowledge is particular to
is identically the cognitive process of establishing the spacetbke system’s history of interaction. If that knowledge is shared
mutually-consistent couplings. These environmental perturtemong a society of cognitive agents, it is not because of any
tions don't control the system since they are not componeisrinsic abstract universality, but because of the consensual
of the system (and, by definition, don’t play a part in the selfistory of experiences shared between cognitive agents with
organization) but they do play a part in the ontogenic devedimilar phylogeny and compatible ontogeny.
opment of the system. Through this ontogenic development,The knowledge possessed by an enactive system is built on
the cognitive system develops its own epistemoldgs, its sensorimotor associations, achieved initially by exploration,
own system-specific knowledge of its world, knowledge thaind affordance$.However, this is only the beginning. The
has meaning exactly because it captures the consistency andctive system uses the knowledge gained to form new
invariance that emerges from the dynamic self-organizatiGnowledge which is then subjected to empirical validation to
in the face of environmental coupling. Thus, we can sese whether or not it is warranted (we, as enactive beings,
that, from this perspective, cognition is inseparable froimagine many things but not everything we imagine is plausi-
‘bodily action’ [24]: without physical embodied exploration, able or corresponds well with realitye. our phenomenological
cognitive system has no basis for development. experience of our environment).

One of the key issues in cognition, in general, and enaction,
in particular, is the importance of internal simulation in accel-
erating the scaffolding of this early developmentally-acquired

Enactive systems [8], [19], [20], [29]-[32] take the emergerfensorimotor knowledge to provide a means to:
paradigm one step further. The five central concepts of enactivel) predict future events:

cognitive science are embod|ment, experience, gmergencez) explain observed events (constructing a causal chain
autonomy and sense-making [2], [33]. In contradistinction to leading to that event);
cognitivism, which involves a view of cognition that requires 3) imagine new events '

the representation of a given objective pre-determined world

[8], [34], enaction asserts that cognition is a process whereG)r/ulc'_a”y(’]'ther_e ISa neded to focus on (rg-)groundlhng phredlcted,
the issues that are important for the continued existence fP'@ined, or imagined events in experience so that the system
a cognitive entity are brought out or enacted: co-determined t-he robot o cardo something new and interact with the
by the entity as it interacts with the environment in whicffnvironment in a new way.

it is embedded. The term co-determination [20] is laden, ) o . . .
with meaning. It implies that the Cognitive agent is deeply For true enaction, everything is affordance since everything that is expe-

. - - ) enced is contingent upon the systems own spatiotemporal experience and
embedded in the environment and specified by it. At thenbodiment.

V. ENACTION



The dependence of a cognitive system’s perceptions andEnactive systems are founded on the principle that the
knowledge on its history of coupling (or interaction) withsystem discovers or constructs for itself a world model that
the environment and on the very form or morphology dcfupports its continued autonomy and makes sense of that world
the system itself has an important consequence: there isinothe context of the system’s own morphology-dependent
guarantee that the resultant cognition will be consistent wittoupling or interaction with that world. The identification
human cognition. This may not be a problem, as long as tbé such generative self-organizing processes is pivotal to the
systems behaves as we would wish it to. On the other handfuifure progress of the field. While much current research con-
we want to ensure compatibility with human cognition, thepentrates on generative processes that focus on sensorimotor
we have to admit a stronger humanoid form of embodimeperception-action invariances, such as learning affordances, it
and adopt a domain of discourse that is the same as the oneimot clear at present how to extend this work to generate
which we live: one that involves physical movement, forciblehe more abstract knowledge that will facilitate the prediction,

manipulation, and exploration [35]. explanation, and imagination that is so characteristic of a true
cognitive system.
VI. CHALLENGES Finally, development in it fullest sense represents a great

The adoption of an embodied approach to the developmetiallenge for robotics. It is not just the state of the system
of cognitive systems poses many challenges. We highlight jubkat is subject to development but also the very morphology,
a few in the following. physical properties, and structure of the system — the kine-

The first challenge is the identification of the phylogenetimatics and dynamics — that develop and contribute to the
configuration and ontogenetic processes. Phylogeny — thmergence of embodied cognitive capabilities. To realize this
evolution of the system configuration from generation tform of development, we will need new adaptive materials and
generation — determines the sensory-motor capabilities tlrahew way of thinking to integrate them into our models of
a system is configured with at the outset and that facilitabegnition.
the system’s innate behaviours. Ontogenetic development —
the adaptation and learning of the system during its lifetime
— gives rise to the cognitive capabilities that we seek. To
enable development, we must somehow identify a minimal Cognitivist systems are dualist, functionalist, and positivist.
phylogenic state of the system. In practice, this means thidiey are dualist in the sense that there is a fundamental
we must identify and effect perceptuo-motor capabilities fahistinction between the mind (the computational processes)
the minimal behaviours that ontogenetic development wiind the body (the computational infrastructure and, where
subsequently build on to achieve cognitive behaviour. required, the devices that effect any physical interaction).

The requirements of real-time synchronous systenihey are functionalist in the sense that the actual instantiation
environment coupling and historical, situated, and embodi@dd computational infrastructure is inconsequential: any in-
development pose another challenge. Specifically, the ma&tantiation that supports the symbolic processing is sufficient.
imum rate of ontogenic development is constrained by tHéey are positivist in the sense that they assert a unique
speed of couplingi. the interaction) and not by the speednd absolute empirically-accessible external reality that can be
at which internal processing can occur [19]. Natural cognitiveodelled and embedded in the system by a human designer.
systems have a learning cycle measured in weeks, months, &aisequently, embodiment of any type plays no necessary
years and, while it might be possible to condense these irie.
minutes and hours for an artificial system because of increase#n the enactive paradigm, the situation is the reverse. The
in the rate of internal adaptation and change, it cannot berceptual capacities are a consequence of an historic em-
reduced below the time-scale of the interaction. You cannlodied development and, consequently, are dependent on the
short-circuit ontogenetic development because it is the agenihness of the motoric interface of the cognitive agent with its
own experience that defines its cognitive understanding of twwerld. That is, the action space defines the perceptual space
world in which it is embedded. This has serious implicatiorand thus is fundamentally based in the frame-of-reference of
for the degree of cognitive development we can practicaltile agent. Consequently, the enactive position is that cognition
expect of these systems. can only be created in a developmental agent-centred manner,

Development implies the progressive acquisition of préhrough interaction, learning, and co-development with the en-
dictive anticipatory capabilities by a system over its lifetimgironment. It follows that, through this ontogenic development,
through experiential learning. Development depends cruciailye cognitive system develops its own epistemoldg, its
on motivations which underpin the goals of actions. The twawn system-specific knowledge of its world, knowledge that
most important motives that drive actions and developmelmas meaning exactly because it captures the consistency and
are social and explorative. There are at least two exploratdnyariance that emerges from the dynamic self-organization in
motives, one focussing on the discovery of novelty and retie face of environmental coupling.
ularities in the world, and one focussing on the potential of Despite the current emphasis on embodiment in cognitive
one’s own actions. A challenge that faces all developmenglstems research, many current approaches in cognitive &
embodied robotic cognitive systems is that of modeling thespigenetic robotics still adhere to the functionalist dualist
motivations and their interplay, and identifying how theyardware/software distinction. It is not yet clear that re-
influence action. searchers have embraced the deep philosophical and scientific

VII. CONCLUSIONS



commitments of adopting an enactive approach to embodigsi
robotic cognitive systems: the non-functionalist, non-dualist,
and non-positivist stance of enaction. It is non-functionalist
since the robot body plays a constitutive part in the cognitive
process and is not just a physical input-output device. It is non®]
dualist since there is no distinction between body and mirﬂﬂ)]
in the dynamical system that constitutes a cognitive system.
It is non-positivist since knowledge in an enactive system [il]
phenomenological and not directly accessible; the best we can
hope for is a common epistomology deriving from a shared
history of experiences. [12]

There are many challenges to be overcome in pushing b?%
the boundaries of cognitive systems research, particularly in
the area of enaction. Foremost among these is the difficult task
of identifying the necessary phylogeny and ontogeny of an arti-
ficial cognitive system: the requisite cognitive architecture that
facilitates both the system’s autonomye(its self-organization [15)
and structural coupling with the environment) and its capacity
for development and self-modification. To allow true ontoge-
netic development, this cognitive architecture must be embqg)
ied in a way that allows the system the freedom to explofe]
and interact and to do so in an adaptive physical form that
enables the system to expand its space of possible autonohlfij-
preserving interactions. This in turn creates a need for new
physical platforms that offer a rich repertoire of perceptiori19]
action couplings and a morphology that can be altered as a
consequence of the system’s own dynamics. In meeting thesg
challenges, we move well beyond attempts to build cognitivist
systems that exploit embedded knowledge and which try Eci
see the world the way we designers see it. We even m&ve]
beyond learning and self-organizing systems that uncover fez]
themselves statistical regularity in their perceptions. Instead,
we set our sights on building enactive phenomenologicall&-g
grounded systems that construct their own understanding of]
their world through adaptive embodied exploration and socié#]
interaction.

(25]
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