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Abstract. This paper presents the first compositional semantics for if then con-
ditionals. The semantics of each element are first examined separately. The mean-
ing of if is modeled according to a possible worlds semantics. The particle then
is analyzed as an anaphoric word that places its focused element inside the con-
text settled by a previous element. Their meanings are subsequently combined
in order to provide a formal semantics of if A then C conditionals, which differs
from the simple if A, C form. This semantics has the particularity of validating
contraposition for the first type but invalidating it for the second type. Finally,
a detailed examination of the sentences presented in the literature opposing this
schema of reasoning shows that these counterexamples do not generally concern
if then conditionals but, rather, even if conditionals and that contraposition is
therefore a valid means of reasoning with regard to if then conditionals in natural
language, as this system predicts.
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Introduction

[16] has observed that the addition of then to even if conditionals is unsuitable:

(1) Even if John is drunk, Bill will vote for him.
(2) # Even if John is drunk, then Bill will vote for him.

This example clearly dispels the misconception whereby the addition of then to a con-
ditional does not change its meaning. [30], [19], [1] and their followers have implicitly
adopted this position in their theories, according to which no formal distinction is made
between the if A, C, the even if A, C, and the if A then C forms. In this paper, I shall
try to overcome this limitation by providing a compositional analysis of the meaning of
if then conditionals. More precisely, I will present a formal semantics for both if and
then, ultimately showing that their combination leads to a particular semantics for the
if then form.

This article is the first formal attempt to provide a compositional analysis of the
formal semantics of the if then conditional in terms of the elements if and then. Indeed,
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previous explanations of the meaning of then, such as those proposed by [16] and [20]
were pragmatic. On the contrary, I argue for a formal analysis because the mathematical
description it employs provides a more precise explanation. Furthermore, its treatment
can often be automated on a computer. Finally, by having a different semantics, the
various conditionals validate different forms of reasoning.

This theory concerns both indicative and subjunctive conditionals. Indeed, a similar
problem occurs in counterfactuals, such as in the following examples:

(3) Even If John had been drunk, Bill would vote for him.
(4) # Even If John had been drunk, then Bill would vote for him.

As the difference between the indicative and the subjunctive has no impact on this issue,
I shall refrain from examining the moods used in conditionals in this paper. I will also
not be dealing with embedded conditionals (as if A then if B then C) and chains of
conditionals (as if A then B and if B then C). These forms of reasoning display dynamic
features, so, for the sake of simplicity, I will limit my analysis to a static approach in
this initial presentation of the theory.

This article is divided into four parts. Section 1 presents the semantics for if. Section
2 introduces the formal semantics for then, for cases both inside and outside condition-
als. Section 3 deals with the compositional semantics obtained by combining if and
then and details the main schemas of reasoning that are valid for this approach. Section
4 focuses on contraposition in order to show that its validity, which the theory predicts,
dovetails the facts observed in natural language, contrary to what is usually argued in
the field.

1 If

A conditional is a linguistic expression composed of two clauses. One clause, called the
protasis or the antecedent, states the conditions under which the other clause, called the
apodosis or the consequent, is considered true. The marking of conditional sentences
differs greatly between natural languages. However, according to [5], the general strat-
egy is to mark the protasis using a lexical element, a particular inflectional morphology,
or a purely syntactic means. If we take English as our reference language, the simplest
syntactic form of a conditional is if A, C, with A being the protasis, C the apodosis, and
if the marker of conditionality.

For the semantics of the if, I will draw upon [38]’s proposal. The semantics pre-
sented in that paper were already successfully combined with the semantics of even in
order to provide the meaning of the even if conditional. The other advantage of this
approach is that it can be seen as a refined version of Stalnaker’s semantics, in which
the problem of unconnected conditionals is resolved. For Stalnaker, a conditional if A,
C is true in a possible world w if the closest A-world of w is also a C-world. [7] re-
fined this semantics in order to select not only one world, but a set of possible worlds
as the closest worlds in which the antecedent is true. That is the version I shall discuss
here. Since w is the closest world to itself in this semantics, as soon as the antecedent
is true in the initial world, this initial world is also the world in which the consequent is
evaluated.® The unfortunate result of this is that, if the consequent is also true in the ini-

3 According to Chellas’s semantics, the following condition holds: if w € [A], then f,,(A) = {w}.



tial world, the whole conditional is true, regardless of the links between the antecedent
and the consequent. For instance, the sentence “if Mickey Mouse has four fingers per
hand, Mickey Mouse has big ears” is automatically true, despite the lack of connection
between its components. The associated schema of inference is called Conjuctive Suf-
ficiency (CS): A,C £ A — C.* This inference of a conditional from a conjunction has
already been criticized from an intuitive point of view by [22] and the psychological
experiments conducted in [21] and [29] show that it is also not endorsed by ordinary
subjects.

To resolve this issue, Vidal proposes breaking the process of evaluation down into
two parts. Prior to this evaluation, the subject can hold one of three positions concern-
ing the antecedent: it is either believed to be true, believed to be false, or believed to
be neither true nor false. During the first step of evaluation, the antecedent is inhibited.
This means that it is no longer believed to be true or false. The position concerning the
antecedent is now neutral (neither true nor false). The first advantage of this inhibition
is that, if the antecedent was previously believed to be false, it can now be added to the
stock of beliefs without leading to a contradiction. The second advantage of this inhibi-
tion is that, if the antecedent was previously believed to be true, its addition can be now
accomplished with slight variations. This addition to the stock of beliefs occurs during
the second step of the evaluation, the antecedent being reconstructed in several different
ways. If the consequent is obtained in all of the reconstructions of the antecedent, the
conditional is declared true.

These ideas can be turned into a formal semantics. In the present paper, I will only
expose the main elements. The reader is referred to Appendix A of [38] for all the
technical details. A stock of beliefs is represented by a set of possible worlds. In our case
and to put it simply, the initial beliefs are rendered by a unique possible world. As some
sentences are no longer believed to be true or false during the judgment, some of the
possible worlds of this semantics are trivalent. The step of inhibition is modeled through
what is called a neutralization function, noticed n. The step of reconstruction is modeled
through what is called an expansion function, noticed e. There are limits on the possible
reconstructions of the antecedent. Some of them are too absurd or too improbable to be
considered. Hence, only a part of them is envisaged, and they are constrained by what
is called a universe of projection. An important aspect of this universe of projection is
that, at the end of the judgment, the antecedent and the consequent are either true or
false in each possible reconstruction envisaged.

This semantics for the conditional “if A, C” is depicted in Fig. 1, in which w stands
for the starting world of evaluation and the square for the universe of projection.

W neutralization @ expansion @ C

Fig. 1. Basic semantics of the conditional

4 The symbol — stands for the if A, C conditional.



More formally, the meaning of the word if is the following:

Definition 1 (Meaning of If). Ler w be a possible world, A the lambda abstractor, X
and Y some sentences, [X] and [Y] their truth-sets, n a neutrality function and e an
expansion function both governed by the universe of projection U used to evaluate the
conditional at hand. Then, the meaning of if in a possible world w is

[if]" = AXAY n(X) # O A e,,x)(X) C [Y]

We obtain the following truth-conditions for the sentence if A, C.

Theorem 1 (Truth-Conditions of If).
£ (if A) C iff in the associated universe of projection U

i) n,(A) #0
ii) e, (A C[C]

Proof (Truth-conditions of if A, C inw).
[if] = AXAY n,,(X) # 0 A Enw(x)(X) ClY]
[if A] = AY n,,(A) # 0 A ey, a)(A) S [Y]
[if A, C] =ny,(A) # 0 A e, 4)(A) C[C] O

The first condition says that the inhibition of the antecedent must be successful,
meaning it does not lead to an empty set of worlds. The second condition says that,
by starting from this state of inhibition and by reconstructing the antecedent, all of
the possible reconstructions are worlds in which the consequent is also true. In this
semantics, the schema CS is no longer valid. Indeed, several reconstructions of the
antecedent are considered. Hence, if the antecedent and the consequent are true in the
initial world, this initial world is only one of the possibilities envisaged for the whole
evaluation of the conditional. Other possibilities in which the antecedent is true but the
consequent is false can also be obtained. This constraint is represented by a weaker
semantic condition, compared to the one used in Chellas’s system.’

An important consequence of this semantics is the non-monotonic behavior of the
conditional. Indeed, the neutralization of two different sets of sentences can potentially
lead to two different universes of projection. This feature is the main mechanism behind
the invalidation of the strengthening of the antecedent: A — C ¥ (AA B) — C. Consider
the oft-used example “If Tweety is a bird, Tweety flies.” For the premise, the conditional
can be declared true because the most well-known type of bird is envisaged, meaning a
flying bird. However, in the consequence “If Tweety is a bird and Tweety is a penguin,
Tweety flies,” the addition of a new antecedent forces us to reconsider a few assump-
tions, thus calling into question the hypothesis that we were talking about a flying bird.
This mechanism is illustrated in Fig. 2 in which different sets of neutralized sentences
lead to different expansion sets and ultimately to different truth-values.

Notice that this feature also explains that contraposition is invalid in this system:
A — C ¢ -C — —A. Indeed, the set of neutralized sentences is {A} for the premise
and {— C} for the consequence, implying that the two set relationships occur within
two different universes of projection and are therefore not related. For that same reason,

SIf w € [A] and n,,(A) # 0, then w € e, a)(A).
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Fig. 2. Invalidity of the Strengthening of the Antecedent

transitivity is also invalid: A — B,B — C ¢ A — C. Since the two premises respec-
tively have {A} and {B} as inhibited sentences, their set-theoretic relationships again
occur within two different universes of projection and cannot be combined to deduce
the consequence. The invalidation of these three last schemas of reasoning is in line
with the conditionals logics proposed by [30] and [19].

2 Then

I would now like to examine the semantics of then. It generally means at that time,
at that place, or in that case, depending on the temporal, spatial, and logical interpre-
tation. It embeds a phrase and relates it to a previous one. The preceding phrase can
be either explicit such as the sentence that came just before or implicit. Hence, then
is an anaphoric word that picks up the context of a prior element in order to place the
subsequent element in this context. The refereed element is made redundant in order to
say that the subsequent element occurs during or just after these circumstances or this
place. Consider the following example.

(5) We went to the beach. Then, we went to the museum.

The excursion to the sea is the first phase. Then indicates that the museum visit occurred
just after. The succession of the two events is made explicit by the particle then. Without
it, the temporal order between them would be left undefined, such as in “We went to the
beach. We went to the museum.”

The temporal relationship is not necessarily one of succession, but sometimes one
of cotemporality, such as in “I remember when I was young. Life was easier then.”
In this case, the fact that life was easier is true within the stretch of time described as
the narrator’s youth. The same ambiguity does not occur when spatial relationships are
considered. The sentence “Standing beside my mother is my father, then my sister”
suggests a relationship of succession, in which each person stands next to the other.
But when we want to express a colocation between two elements, the particle there
is preferred over the particle then, such as in the sentence “I remember this hill. A
magnificent oak was standing there.”

Among the researchers who are interested in the semantics of then, some focus on
the use of then inside conditional sentences and do not really consider the other cases



(see [16], [10] and [28]). Furthermore, they wait it to be combined with the conditional
before giving a precise definition of its meaning. Their solution is therefore not suffi-
ciently general to be satisfactory. I will examine their proposals in detail later on.

I shall now give a formal definition, remaining at the most general level of abstrac-
tion. As usual for the study of natural language, this definition is contextual. The precise
elements on which then focuses depend on the situation. Furthermore, the precise result
depends on the kind of reasoning, be it temporal, spatial, or logical.

Definition 2 (Meaning of Then). The meaning of then is a function noted g[then]c,.y
which takes two elements Cx and Y as inputs. Cyx is the set of circumstances linked to
the first element X. Y is simply the second element. The value of g[then]c,,y is Cxy. This
means that Y is placed in the circumstances initially linked to X.

Hence, the meaning of then is a function that incorporates the focused phrase into the
context stated by the preceding discourse.

I would like to examine how this semantics applies to (5). The first sentence ex-
presses that a group to which the narrator belongs went to the beach in the past. The
circumstances here are temporal. The past circumstances can be noted by P and the sen-
tence “We go to the beach” by X. Hence, the first input element is Pyx. The second input
element is Y, referring to the fact that the group went to the museum. The application
of then results in the final relationship Pxy. More explicitly, Y occurs in the same past
circumstances as X.

This definition involves the following consequence. The first input, of which the
constituents are the circumstances, must precede then. Indeed, in order to be anaphoric,
the refereed element must have already occurred in the discourse. Concerning condi-
tionals, the preceding clause is the antecedent. That explains why then can only be used
when the protasis precedes the apodosis (6), and not in the opposite order (7), contrary
to an if A, C conditional (8-9):

(6) If it’s sunny, then I'm happy.
(7) # Then I’'m happy, if it’s sunny.
(8) If it’s sunny, I’'m happy.

(9) I'm happy if it’s sunny.

This constraint does not generally hold for the second input. Sometimes, it can be as-
serted before then, for instance in “Weather was milder then.” But it can also appear
afterward, such as in sentence (5). Another consequence of this definition is that the
first input cannot be absent. Indeed, it is very difficult to randomly begin a discourse
using the word then. Without an element to refer to, its presence would be deemed odd
or cumbersome. I am not saying that it is totally impossible. One could choose to use
it for rhetorical reasons. From a logical point of view, however, this missing element
would render the usual function of then inapplicable. Similarly, the second input is gen-
erally present. If a speaker ends a sentence without providing this element, it forces the
listener to guess it. For instance, it can be used to scare a disobedient child, such as in
“Be careful! If you do that, THEN ...” The consequences are such a frightening prospect
that they cannot be uttered.

Then is primarily used temporally and logically. The acquisition of these two dif-
ferent forms of reasoning must in some way be linked. [18] sums up the studies of the



developmental acquisition of conditionals in the following way. Young children inter-
pret them as conjunctions, older children as biconditionals, and adults as conditionals.
Notice that the meaning of a logical conjunction does not include a relationship of suc-
cession because A A B is equivalent with B A A. The biconditional is also a relationship
of equivalence between A = B and B = A. This symmetry does not hold for the con-
ditional, and this part of its meaning is probably acquired through the relationship of
succession in temporal reasoning. Jean Piaget’s four stages of cognitive development
confirm this relationship between both types of reasoning (see [23]). According to Pi-
aget, during the concrete operational stage, which occurs from ages 7 to 11, the child
learns to use several operations and classify elements among them. At the end of this
stage, the child acquires the spatio-temporal system of common-sense reasoning. Dur-
ing the final stage, known as the formal operational stage, which occurs starting at the
age of 12, the adolescent is able to reason abstractly and, in particular, to perform hy-
pothetical reasoning. Hence, the temporal meaning of then is probably learned before it
is applied to conditional reasoning.

This might explain why several researchers in linguistics, such as [27], [15] and
[33] favor the temporal meaning over other uses of the word. Their main discovery is
that the signification of then depends on its position. In a clause-initial position, then
entails a reading of succession. In a clause-final position, it is understood as having a
cotemporal meaning. Thompson tries to explain this dichotomy by using the difference
between the event time and the reference time used by [26] to describe the temporal
discourse. She argues that, in a final position, then focuses on the Verb Phrase and
links its event time with the event time of the preceding clause. Both event times are
therefore cotemporal. On the contrary, when then is in an initial position, it focuses
on the Inflectional Projection and links its reference time to the reference time of the
preceding clause. In this case, both event times are not linked and are therefore not
cotemporal, but ordered. The weakness of this argument lies in this last inference. As
soon as two event times are not linked by then, there is no reason why any temporal
ordering should occur between them and why this ordering should be a relationship
of succession. The exact mechanism allowing the cotemporal or the ordered reading,
depending on the position of the adverb, is at best described although not explained in
this setting.

The difference in the meaning of the temporal then can be more easily explained in
the following way. The ordering of the words in the discourse is similar to the temporal
ordering of the events referred by the words. With then in an initial position comes the
following form: A then B. Because then is an anaphoric word of the preceding clause,
the ordering of these elements is therefore: A A B. In this case, B clearly occurs after
A and succeeds to it. On the contrary, when then is in the final position, the pattern is
as follows: A, B then. Again, as then has an anaphoric function, the exact ordering of
the elements is: A B A. The element B is flanked by two elements A, both of which
are therefore cotemporal. This iconic explanation is based on the similarity between the
ordering in the discourse and the temporality of events and is simpler than Thompson’s
attempt.



3 If Then

We arrive now to the main objective of this paper: obtaining a compositional meaning
for if then conditionals, based on the definitions given for the meaning of if and then
in the two preceding sections. Considering the combination of if and then, it becomes
clear that the association between the particle if and the antecedent constitutes the base
for the set of circumstances that is the first input of the semantics of the particle then.
It is also clear that the consequent is the second input of this function. However, this
compositional semantics leads to the following question: what exactly are these circum-
stances that constitute the first input? I argue that, in this case, the set of circumstances
is constituted by the possibilities representing the inhibition of the antecedent, which
occurs during the first phase of evaluation of a conditional. For the record, this inhi-
bition is also called neutralization and is represented by the function n in the formal
semantics. The first reason for this choice is that, just before the assertion of the then,
only the antecedent has been uttered. This means that only the inhibition phase can be
completed at this time. Indeed, the reconstruction phase is always missing the conse-
quent to be proceeded. The second reason for this adoption is that the neutralization
can be considered as the context determining the universe of projection in which the
final evaluation will be conducted. Indeed, in this semantics, a different set of inhibited
sentences leads to a different universe of projection. Being the context of a conditional,
the set of possibilities envisaged at the end of the inhibition phase is therefore the first
input of the meaning function of the then.

Definition 3 (First Input of Then when applied to If). For a conditional, the first
input of the meaning function of then is the set n,,(A) with n being the neutrality function,
w the starting world of the evaluation, and A the antecedent of the conditional.

With this definition, placing the second element within the context of the first ele-
ment means that the consequent is also among the set of inhibited sentences. It is added
to the antecedent to form the set of sentences that are explicitly neutralized. Thus, the
conditional if A then C receives the following meaning.

Theorem 2 (Truth-conditions of if then).
Ew if A then C iff

i) ny(A,C) % 0
ii) en,a.0)(A) C[C]

Proof (Truth-conditions of if A then C inw).

[if] = AXAY n,,(X) # O A e,,x)(X) € [Y]

[if A] =AY n,(A) # 0 A ey, 4)(A) C[Y]

[if A then] =AY n,,(A,Y) # 0 A e, ar)(A) C[Y]

[if Athen C] =n,,(A,C) # 0 A enw(A,C)(A) c[C] O

The addition of then modifies the basic semantics by incorporating the consequent
into the set of inhibited sentences. In the simple if A, C form, this neutralization was
optional. It now becomes mandatory with the presence of then. This means that if the
consequent reappears in each world in which the antecedent is true, both of them are



linked in a stronger way. Indeed, in the if A, C form, the consequent was not necessarily
inhibited. Its presence in the A-worlds can therefore be explained by a potential non-
inhibition, which has nothing to do with the presence of the antecedent. With the if A
then C form, the consequent is no longer believed to be true or false at the end of the
inhibition phase. If the conditional is true, the reappearance of the consequent in each
A-world means that its occurrence is in one way or another linked to the occurrence of
the antecedent. Their copresence can no longer be fortuitous.

I would like now to review the differences between this proposal and the most well-
known approaches to the meaning of if then conditionals. The only really formal prede-
cessor to this theory is the one proposed by [2], who argues for a compositional analysis,
but one that is restricted to counterfactuals. Indeed, Alonso-Ovalle surprisingly chooses
the consequent and more precisely its inner would item as bearing the main meaning
of conditionality. However, an extension of this analysis to the indicative case seems
doomed to fail because this mood does not contain such an auxiliary modal verb. Fur-
thermore, this choice does not dovetail with the general strategy present in most natural
languages (particularly in English), which is to modify the antecedent and not the con-
sequent by using the word if in order to signal a conditional sentence ([5]).

The biconditional approach is defended by [8], who argue that then locates the ob-
tainment of the consequent in the event associated with the antecedent. By contrast,
this obtainment does not hold in other alternatives. As a consequence (see p.145), “then
allows for the ‘~P,~Q’ inference precisely because it is a deictic referent for a mental
space. It consequently both brings up the idea that P is the unique mental space in which
Q is ‘located’ and explicitly marks the relevant connection between P and Q as causal
and/or sequential.” Dancygier and Sweetser adopt both the “P, Q” and the “~P,~Q” in-
ferences, thus defending a biconditional interpretation of the if then conditional. This
position has some problems. First, when the biconditional is explicitly asserted in nat-
ural language, it is with a different form: if and only if. There is no reason why these
two forms, which differ syntactically, are equivalent from a semantic point of view.
This equivalence would at least need to be justified. Another problem with a bicondi-
tional interpretation is that the occurrence of the consequent entails the occurrence of
the antecedent, as in the following inference: A iff C, C. Thus A. But this inference is
not always valid for the if then form. For instance, speaking about tennis, I could say,
“This is a match point. If she wins the next point, then she wins the match.” But sub-
sequently knowing that she won the match, I cannot conclude that she won this match
point precisely because she perhaps needed some others. For both of these reasons, the
biconditional interpretation is implausible.

The last important approach that I would like to examine is defended by [16], [10]
and [28], with some variations. For them, the if then conditional carries the following
implicature: there are some cases in which the negation of the antecedent is present with
the negation of the consequent. As Iatridou says, “Then ‘carries the presupposition’ that
‘~p is compatible with ~q’, which is weaker that ‘~p implies ~q’.” This approach has the
advantage of not implying a biconditional interpretation. In Schlenker’s version, then is
a strong pronoun, and “in the case of then in if p, then q, the implicature is that some
non-p worlds are non-q worlds.” This is Iatridou’s idea expressed in a possible world
semantics.
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While this idea works in a lot of cases, there are counterexamples. For instance, I can
say, “All these sweets are green. If they are green, then they are peppermint candies.”
In that case, the speaker knows perfectly well that there are no non-green candies in
the bag. The implicature is therefore implausible. However, the main problem of this
approach is its direct usage of the negation in the implicature. When then is used outside
conditionals, the negation is not a part of its meaning. Its import for the implicature is
therefore completely artificial. If we again take our example (5) “We went to the beach.
Then, we went to the museum,” we see that the temporal interpretation only carries
the idea of succession. If we also consider then in isolation, it is simply an anaphoric
word, the meaning of which does not contain the idea of negation. To sum it up, the
issue faced by this approach is that the use of negation for conditional cases cannot be
derived from a more general theory of then.

On the contrary, the theory I am proposing in this paper makes it possible to formally
derive a particular property for if then conditionals, without referring to any additional
implicature or other pragmatic principle. As latridou and Schlenker argued, along with
Dancygier and Sweetser, this effect concerns the relationship entertained by the nega-
tion of the antecedent and the negation of the consequent, but this relationship is not
exactly what they proposed. Indeed, the new schema of reasoning that is introduced in
this semantics is contraposition: from “If A, then C”, we can immediately deduce “If
not C, then not A”.

(10) If I have money, then I buy bread.
(11) If do not buy bread, then I have no money.

Hence, what is predicted is that all the cases in which the consequent is false are
cases in which the antecedent is false. There is therefore no biconditional interpretation.
Furthermore, there is no obligation for such cases to exist. Intuitively, the validity of
contraposition is obtained in the following way. The truth-conditions obtained for “if
A then C” implies that the inhibition of A and C was successful. Inhibiting sentence A
leads to no longer believing it to be true or false. Hence, the inhibition of a sentence
is equivalent to the inhibition of its negation. Therefore, the inhibition of A and C is
equivalent to the inhibition of =C and —A. They define the same context of evaluation.
Inside this universe of projection, all the A-worlds are C-worlds. As all these worlds
are bivalent concerning the antecedent and the consequent, all the =C-worlds are —A-
worlds. This therefore makes it possible to conclude that “if —C then —A” is true.°

4 A Defense of Contraposition for If Then Conditionals

The idea that contraposition is a valid schema of reasoning for if then conditionals goes
against what is usually argued in the related literature, which is why I shall now present
a detailed defense of this position. Some authors, such as [35], [36], [13], [14] and
[32], reject the usual counterexamples to contraposition by using pragmatic principles.

6 More formally, in the settings defined in Appendix A by [38], from if A then C, we have
ny(A,C) # 0 and e, c)(A) € [C]. From n,(A,C) # 0 and (neut), we obtain n,(A,C) =
ny(=C,-A) and n,,(=C,—=A) # 0. By e, ) (A) € [C] and set-theoretic equivalence in the
universe of projection U, we obtain e, (-c-4)(—C) € [-A].



11

They argue that these counterexamples are conversationally infelicitous and cannot be
counted against their theories. They also apply the same mechanism to reject coun-
terexamples to other patterns of inferences such as the strengthening of the antecedent
or transitivity. I adopt a different position by considering the counterexamples to these
different schemas of reasoning to be generally correct and that they should not be re-
moved by a call to pragmatic principles. In particular, the invalidity of the strengthening
of the antecedent shows that the conditional is a non-monotonic connective, and this in-
validity should be kept in a correct theory of hypothetical reasoning. Furthermore, there
is nothing to say against most of the counterexamples to contraposition, except that they
do not apply to the if then form.

I would like to illustrate this point using a concrete case. [4] gives the following
definition of a conditional early on in his study (see p. 3): “An item is a conditional if it
is expressed by an English sentence consisting of ‘If’ followed by an English sentence
followed by ‘then’ followed by an English sentence.” However, when it later comes
time to give a counterexample to contraposition (see p. 172), he makes the following
curious choice: “(Even) if the British and Israelis had not attacked the Suez Canal in
1956, the Soviets would (still) have invaded Hungary later in the year.” Hence, Bennett
considers conditionals to be part of the if then form but uses a concessive conditional
(an even if form) to provide a counterexample to contraposition. This surprising choice
can be explained by considering that most theories of conditionals do not provide a dif-
ferent semantics when the if is enriched by additional particles such as even and then.
However, as soon as an analysis takes into account these additional particles, the assim-
ilation between the even if and the if then forms cannot be maintained. Furthermore,
if the validity of contraposition differs for these two forms in natural language, a for-
mal theory not taking this level of analysis into account misses an essential point. It is
therefore primordial to check whether the invalidity of contraposition for if then condi-
tionals is a reality in everyday reasoning. To do so, I would like to give an overview of
the related literature to see whether a convincing counterexample to this schema can be
found.

4.1 Cases Not Using the If Then Form

Almost all the counterexamples to contraposition found in books or articles on the sub-
ject do not concern if then conditionals. As seen in [4], the majority of them concern
concessive conditionals. Indeed, they can be reformulated along the “even if” pattern
without their meaning being modified, as shown below by adding parentheses around
the word even when needed.’

(12) (Even) if Boris had gone to the party, Olga would still have gone.

(13) (Even) if it rains tomorrow there will not be a terrific cloudburst.

(14) My car would still be white even if the maple tree in my front yard died.

(15) (Even) if Goethe hadn’t died in 1832, he would still be dead now.

(16) (Even) if you open the refrigerator, it will not explode.

Notice that these sentences are taken from some of the most famous works in the field.
Furthermore, some of their authors - for instance Lewis or Adams - were primarily

7 (10) to (14) are respectively from [19], [1], [24], Kratzer cited in [11] and [20].
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uninterested in even if conditionals, and their usage precisely at this point is rather
suspicious. If these authors did not find any sufficiently convincing counterexample to
the if then form and were forced to use an even if form, it is surely because such a
sentence is not so easily found.

A variant of this dismissal of the contraposition uses relevant conditionals (also
referred to as “biscuit” conditional or “nonconditional” conditional). The following are
some examples of this type sentences, taken from [3], [12] and [17] respectively.

(17) If you you are hungry, there are biscuits on the table.
(18) If you don’t mind, I’m trying to read.
(19) If you had needed some money, there was some in the bank.

Again, these sentences cannot constitute counterexamples to the if then form because
the particle then cannot be added to them felicitously. Furthermore, it is widely agreed
that relevance conditionals deserve their own particular treatment.

4.2 Simple Cases of the If Then Form

To my knowledge, there are only two counterexamples to contraposition that adopt the
if then form in the literature.® The first one, given by [30], is well known because it was
published in the first article that presented a possible world semantics for conditionals
invalidating contraposition. However, this example has not been reused in later works
by other authors, showing that it is certainly deficient. The sentence is as follows:

(20) If the U.S. halts the bombing, then North Vietnam will not agree to negotiate.

The sentence sounds odd and is difficult to understand. It can be explained by recalling
what happened during the Vietnam War. The speaker does not mean that as long as the
U.S. continues the bombing, North Vietnam will agree to negotiate and that this will
change if the U.S. takes the opposite stand. Negotiations between the U.S. and North
Vietnam took place in 1973, after ten years of intense bombing and only once the U.S.
was considered to have lost the war, as far as public opinion was concerned. Here, the
speaker wants to offer another meaning: bringing a halt to the bombing is a favorable
factor for sparking negotiation, but is on its own insufficient for bringing North Vietnam
to the negotiating table. A felicitous expression of this relationship would be “Even if
the U.S. halts the bombing, North Vietnam will not agree to negotiate.”

Stalnaker thus makes a grammatical error using an if then form when the correct
formulation requires an even if form. Some could consider it completely licit to use the
if then form to carry the meaning of a concessive conditional. Indeed, language is gov-
erned not by explicit rules, but by practice. As soon as the audience is able to decipher
the intended meaning, the exact syntactic form used is unimportant. In this case, this
argument does not hold. Indeed, the psychological experiment presented by [9] shows
that, when an antecedent is deemed as not presenting evidence for the consequent (the
concessive meaning), almost all subjects do not accept the if then form as a correct as-
sertion. Both expressions therefore differ in meaning and cannot be freely exchanged in

8 There are only two counterexamples in the major works. The literature on conditionals is so
huge that nobody can claim to have read all the articles or books on this subject.
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a conversation without running the risk that most listeners will not understand the exact
meaning or will simply reject the utterance. Stalnaker, surely knowing his counterexam-
ple to be deficient, adopts another one in a later book on conditionals. In his [31] study,
the example becomes “If my dog were a purebred, his father would be a mutt,” but as
Stalnaker himself acknowledges, “One could reject the counterexample on the grounds
that the conditional contraposed is an ‘even if’ conditional.” I completely agree with
Stalnaker here.

[25] presents another counterexample to contraposition, although without defining
any clear context.

(21) If we take the car then it won’t break down en route.

The first problem with this pseudo-counterexample is that it is easy to imagine a context
in which the contraposition is valid. Imagine that two groups can take the car to drive
on a very difficult trail and that only the group to whom the speaker belongs has a suffi-
ciently good driver to do this safely. Learning that there was an accident, the following
deduction is possible: “If the car broke down en route, then you didn’t take it. The driver
was a member of the other group.” Priest perhaps had another context in mind, in which
there is only one group of people. But now, if they do not take the car, it is certain that
it will not also break down en route because the vehicle safely remains parked in the
garage. The conditional relationship that the speaker wants to express is now a conces-
sive one that would be better expressed using an even if: “Even if we take the car, it
won’t break down en route”. The same problem as in Stalnaker’s case therefor arises.
The use of the if then form is deficient because the speaker wants to carry a concessive
meaning. The counterexample therefore cannot be retained.

4.3 Cases with Modals

The last possibility for invalidating contraposition for if then conditionals is to incorpo-
rate modals. The following sentence is a slight modification of an example against the
modus tollens initially presented in [39].

(22) If there is a break-in, then the alarm always sounds.

From the hypothesis that the alarm does not always sound, we cannot conclude that
there is no break-in. Hence, the contraposition is invalid in this case. However, this
invalidation is incorrect because it is based on an ambiguity. Since the consequent is
the main clause of the whole sentence, the association between an adverb and its verb
can result in two different scopes of application. The word “always” can be considered
as either applying only to the consequent (“If there is a break-in, then always the alarm
sounds”) or to the whole conditional (“Always, if there is a break-in, then the alarm
sounds”). In most cases, the correct interpretation is to allow the adverb to apply to the
whole sentence. For sentence (22) and with a large scope of application for the adverb,
the contraposition now becomes “Always, if the alarm does not sound, then there is
no break-in,” which is perfectly correct. Yalcin’s counterexample is therefore deficient
because it is based on a narrow scope of interpretation for the adverb, for which a large
scope of interpretation is necessary. This issue is well known in modal logic referred to
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as the (conditional) Modal Fallacy by [6]. It is usually presented with explicitly modal
adverb, such as in the following reformulation of (22):

(22’) If there is a break-in, then the alarm necessary sounds.

The correct formal translation of (22’) is O(A — C) and not A — OC, with O the symbol
for necessity and — the symbol for the if then conditional.

4.4 Advantages

From this examination of earlier attempts, I have shown that, in order to be successful,
a counterexample to contraposition for if then conditionals should involve two things:
components that are sufficiently simple to not embed modals and an antecedent and a
consequent of which the relationship is not concessive or one of relevance. I cannot
prove that such a counterexample is impossible because new sentences are invented
everyday in natural language. But the fact that, after fifty years of investigation in con-
ditional logic, no convincing if then conditional sentence has been found to invalidate
this reasoning leads me to think that this is a hopeless task. However, even if [ am wrong
on this point, the present semantics has its own merits. This theory is the first possible
worlds semantics that manages to separate the validity of contraposition and strength-
ening of the antecedent. Contraposition is therefore not a non-monotonic reasoning, as
argued by [11] for instance. Indeed, a non-monotonic inference involves a modification
of context because a new sentence changing the initial situation is introduced. For in-
stance, in the strengthening of the antecedent A — C ¥ (AAB) — C, the new hypothesis
B makes the interpretation of the hypothesis A different between the premise and the
consequence. In the transitivity B - C,A — B ¥ A — C, the second premise contains
A, which is new and changes the context in which the sentence B must be interpreted
compared to the first premise. Hence, the link between the two premises is impossible.
There is no such introduction of a new sentence in contraposition. Between the premise
and the conclusion, the only new element is the introduction of the negation and this
cannot produce a new context. On the contrary, this only entails the consideration of the
negatives cases in the initial context.

[31] argues that the validity of contraposition always entails the reintroduction of
the strengthening of the antecedent. The proof is as follows:

(23) A — C (hypothesis).

(24) -C — —A (From 23 by contraposition)

(25) -C — (—=A Vv =B) (From 24 by expansion of the consequent)
(26) (A A B) — C (From 25 by contraposition)

This proof needs an additional principle: the expansion of the consequent. However, this
last inference is not valid in our system: A — B ¥ A — (B V C). Since the conditional
in the consequence contains more sentences than the conditional in the premise, the
consequence needs the inhibition of a larger set of sentences, and its final evaluation
is done in another context compared to the premise. My semantics thus introduces a
principle of relevance between the antecedent and the consequent. Each part of the
consequent must be related in some way to at least one part of the antecedent to make the
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conditional true. This choice makes it possible to explain why if then is the privileged
form used to express causal reasoning and why the following sentence sounds false in
this context:

(27) If I'm hungry, then I eat a banana or Asia is the biggest continent.

My hunger and the size of Asia are not causally linked. As a consequence, most people
would consider sentence (27) to be wrong or odd for describing a causal relationship.
However, notice that with the simple if A, C form, the reasoning is correct. The rela-
tionship being more tenuous, the schema A — B A — (B V C) is valid.

The last advantage of the admission of contraposition is that it is now possible to
understand why the particle then cannot be added in some conditionals. Indeed, when
the contraposition fails, the addition of then is infelicitious. This is the case for relevance
(biscuit) conditionals. The same rule also holds for conditionals in which the antecedent
exhausts the universe, such as in [16]’s proposal “If John is dead or alive, Bill will
find him.” In this case, the negation of the antecedent cannot be envisaged because it
corresponds to an empty set of worlds, and there is no reason to utter contraposition.
Finally, contraposition is not valid for concessive conditionals which explains the initial
enigma of this paper: how come an even if conditional cannot contain the particle then.
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