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The Fragmentary Model of Temporal Experience and the Mirroring Constraint 

(FORTHCOMING IN PHIL. STUDIES – PLEASE CITE THE OFFICIAL VERSION) 

 

 A central debate in the philosophical literature on temporal experience focuses on the following 

question: do temporal experiences themselves have a temporal structure that mirrors their temporal 

contents? Extensionalists argue that experiences do indeed have a temporal structure that mirrors their 

temporal contents. Atomists, on the other hand, deny this claim, and insist that experiences do not have 

a temporal structure that mirrors their contents.1 

 In this paper I argue that something has gone wrong with this debate. Atomism and 

extensionalism are proposed as general theories that describe the relationship between the temporal 

contents of experience and the temporal structure of experience. However, I will argue that both 

theories fail in this regard. Temporal experience is not a single undifferentiated phenomenon, but 

instead, breaks down into a number of distinct capacities to represent the temporal structure of our 

world. When we look closely at the different mechanisms that underpin these distinct aspects of our 

temporal experience we find that some of them preserve a mirroring between their temporal content 

and their temporal structure while others do not. The result is that atomism and extensionalism are 

false as general theories of temporal experience. 

In section 1, I lay out the standard puzzle of temporal experience and situate the debate 

between extensionalists and atomists within that context. In section 2, I argue that introspection alone 

cannot settle this debate. Turning away from introspective arguments, in section 3, I consider two types 

of empirical arguments given in favor of atomism, the argument from temporal illusions and the trace 

integration argument, and argue that both fail to establish the truth of atomism. Having shown that the 

arguments for atomism and extensionalism fail, in section 4, I argue for the fragmentary model of 

temporal experience. Temporal experience is not a single unitary phenomenon, but is instead 

fragmented into distinct capacities to perceive the temporal structure of our world. Then in section 5, I 

turn to two specific aspects of our temporal experience and argue on the basis of these cases that we 

have counterexamples to both atomism and extensionalism. As a result, neither theory adequately 

characterizes how the temporal contents of experience relate to the temporal structure of experience. 

 

1. The puzzle and the debate 

 Many philosophical discussions of temporal experience begin with the statement of a puzzle 

that calls into question the very possibility of experiences with temporal contents.2 While different 

                                                           
1 The literature on temporal experience lacks an accepted taxonomy of positions (both in how theories are divided 
and their labels). My use of ‘extensionalism’ and ‘atomism’ comes from Lee (2014a) and maps onto Hoerl’s 
distinction between molecularism and atomism (Hoerl, 2009), and Lee’s earlier distinction between experiential 
process views and atomism (Lee, 2014b). 
2 Other salient discussions that begin by posing a similar puzzle include (Boroditsky, 2011; Dainton, 2014a). Despite 
minor differences, the main puzzlement remains the same – how is it that experience can represent time if 
experience is due to the causal relation between the senses and the current state of the world. 
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authors put the puzzle in slightly different terms, we can follow Sean Kelly’s formulation of the puzzle. 

Kelly says, 

How is it possible for us to have experiences as of continuous, dynamic, temporally structured, 

unified events given that we start with (what at least seems to be) a sequence of independent 

and static snapshots of the world at a time? 

(Kelly, 2005, p. 2) 

According to Kelly, there seems to be a tension between two “facts” about experience. On the 

one hand, experience seems to provide us with access to the temporal structure of the world around us. 

We experience events as having durations, as being earlier than or later than other events, etc. 

Experience presents us with how the world is over an extended temporal interval.  

 Even though experience seems to present us with how the world is over an extended interval of 

time, Kelly claims that experience also seems to be ultimately composed of a sequence of static 

snapshots of the world as it is at specific moments in time. This fact, that experience is composed of 

static snapshots, is supposedly something that we know on the basis of introspection alone – our 

phenomenology tells us this is the case.3 If experiences are ultimately composed of static snapshots that 

do not present any duration, then, Kelly argues, it is difficult (if not impossible) to explain how 

experiences can come to present us with temporally extended events.4 

 As most philosophers are reluctant to deny that we have temporal experiences, most reject the 

snapshot model.5 However, while rejecting the snapshot model resolves the tension, we are still left 

wondering how it is possible that experiences have temporal contents. The debate over the mirroring 

constraint arises in trying to answer this question. 

The Mirroring Constraint: if experience represents some temporally structured event, then the 

experience itself will have temporal parts that correspond to the temporal stages of the 

                                                           
3 While Kelly himself doesn’t give an argument for the snapshot model, an argument for the view can be found in 
the early modern empiricists and their distinction between simple and complex experiences (Hume, 2000; Locke, 
1689; Reid, 1855). Consider an experience that presents a non-zero duration. With the experience of any duration 
we can, at least conceivably, imagine what it would be like to experience just the beginning (or later) half of the 
duration. Therefore, the experience of any non-zero duration is a complex experience. The simple experiences that 
constitute all experience, must therefore be snapshot-like in that they cannot present any duration. 
4 Someone might try to salvage the snapshot model by arguing that some process stitches these snapshots together 
into complex temporal experiences. Therefore, the temporal contents of the complex temporal experience would 
be more than a sum of the temporal contents of the snapshots. This only shifts the same question to how that 
stitching process acquires its content.  
5 Notably Chuard (2011), Gallistel (1996) and Reid (1855), have chosen to bite the bullet and deny that we have 
temporal experience by relying on restricted understandings of experience. For instance, according to Gallistel, 
experiences are only brought about by domain specific sensory transducers, of which there are none for time, 
therefore there cannot be temporal experience. For Reid, experiences cannot involve cognition or memory, both 
of which are involved in temporal representation, so therefore there cannot be temporal experience. Despite their 
claims, however, we can still speak of what it is like to represent the temporal structure of the world around us in a 
way that is different than pure recollection or thinking. If we take experience in this broad sense of the term, then 
we are not beholden to any architectural restrictions on what counts as genuinely experiential, and it is in this 
broad sense of experience that our discussion will continue. 
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represented event, and the temporal properties that experience represents will be mirrored by 

the temporal properties of the experience itself. 

 Extensionalists6 argue that experiences obviously satisfy the mirroring constraint, with Ian 

Phillips (2010) going so far as calling extensionalism the naïve theory of temporal perception. Part of the 

appeal of extensionalism comes from the mirroring intuition. Consider how someone might respond if 

asked to explain how a visual experience of a healthy field of grass comes to represent the grass as being 

green. Without appealing to vision science, it’s hard to say anything more informative than the grass 

simply looks green. Now, consider how someone might respond if the question were to explain how an 

experience of a crash of lightning being later than a flash of lightning comes to represent this temporal 

relation. A perfectly respectable sounding reply would be that first there was the experience of the flash 

of lightning and then there was the experience of the crash of thunder. In the temporal case, it seems 

intuitive to explain how experience has its content by appealing to the temporal structure of experience 

itself and not just some brute phenomenal appearance. 

 Extensionalists take the mirroring intuition to reveal something very deep about experience. 

When an experience presents us with the crash of thunder (T) being later than the flash of lightning (L), 

extensionalists claim that this overall experience can be divided into at least two components, the 

experience of T (ET) and the experience of L (EL), and Et will be later than EL (see Figure #1).7 

 

Figure 1: Extensionalism (top). Atomism (bottom) 

                                                           
6 Extensionalists include (Dainton, 2008, 2011; Hoerl, 2009; Martin, 2002; Phillips, 2010, 2014b; Rashbrook, 2013). 
7 Extensionalists needn’t be committed to experiences being divided into arbitrarily short temporal parts. Rather, 
they are committed to there being some such temporal parts. 
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 Atomists8, on the other hand, deny that we should make much of the mirroring intuition. Our 

experiences rarely, or even never, satisfy the mirroring constraint since our experiences represent the 

entire temporal interval over the same span of time, as a result, experience cannot be broken down into 

temporal parts that represent the distinct temporal stages of the represented interval (Figure #1).  

As Lee (2014b) has emphasized, atomists are not claiming that experiences are instantaneous 

(as Dainton (2014) seems to characterize the position). If atomists were saying that experiences were 

durationless, then their view would be false, but for reasons having nothing specifically to do with 

temporal experiences. Plausibly, the temporal properties (or structure) of experience (e.g. how long 

experiences last and their temporal relations to other events / experiences) are inherited from the 

temporal properties of whatever physical processes realize those experiences. Since our best evidence 

suggests that experiences are realized in the brain by temporally extended processes (e.g. patterns of 

activity over brief time intervals, neural oscillations, etc.) it follows that experiences are not 

durationless. Therefore, atomism would be false but for reasons having nothing to do with temporal 

experience.  

 Instead, the debate must be understood in terms of mirroring. If temporal experiences have 

temporal parts that individually represent stages of the experienced temporal interval, and these 

temporal parts of the experience have temporal properties that mirror those temporal properties 

represented in experience, then the mirroring constraint will be satisfied and extensionalism will be 

true. Otherwise, if there is no mirroring, then extensionalism is false and atomism is true.  

 

2. The introspective argument for extensionalism 

 As mentioned already, extensionalists take introspection to vindicate their position. While the 

specific arguments vary between authors, they are generally of the following form: The introspective 

evidence from temporal experience would not be available if the mirroring constraint were violated. 

Therefore, extensionalism must be true. 

 Both atomists and extensionalists agree that through introspection we form judgments about 

the temporal structure of experience. If you were to shift your fixation back and forth between the top 

and bottom lines of text on this page, it would be natural to judge that first you have an experience of 

the top line, then an experience of the bottom line, and back and forth. The temporal order of your 

experiences seems to be something that introspection allows us to form true beliefs about. However, to 

evaluate the introspective arguments for extensionalism, it’s important to understand how these 

judgments are formed. 

We can consider this introspective evidence as possibly coming in two forms. On the one hand, 

introspection may provide us with direct access to the temporal structure of experience. Alternatively, 

introspection may provide us with information about the world from which we infer the temporal 

structure of experience. That is, we may infer the temporal structure of experience from the contents of 

experience (which often include representations of how events are temporally structured). 

                                                           
8 Representative atomists include (Grush, 2005, 2006; Lee, 2014b; Watzl, 2012). 
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If introspection were to give us direct access to the temporal structure of experience, then the 

argument for extensionalism would seem straightforward. Simply appeal to the widespread existence of 

the mirroring intuition and conclude that the temporal structure that experience appears to have is in 

fact the temporal structure that it does have. However, it’s unclear whether experience gives us this sort 

of direct access. Consider again the case of shifting your fixation between the top and bottom lines of 

text. In this case, we feel comfortable making judgements about the temporal structure of our 

experience, and there’s a good chance that our judgments are correct.  Yet, the temporal structure of 

these experiences could be inferred from the changes in the content of our visual experience along with 

information about the top-down guidance of fixations. We may be inferring the temporal structure of 

our experience from how the world is presented to us and our actions in the world.9  

If we did have direct access to the temporal structure of experience that was independent of 

our access to the temporal structure of the events in world, then we would expect there to be cases in 

which the apparent temporal structure of experience would come apart from the apparent temporal 

structure of the events in the world. There would be cases in which experience would seem to have a 

particular temporal structure, and the events represented by experience would seem to have a distinct 

temporal structure. However, to my knowledge, no cases of this sort exist, and in fact, the mirroring 

intuition speaks strongly against their existence since cases like this are just what the mirroring intuition 

denies. It also seems unlike that our access to the temporal structure of events in the world is inferred 

from the apparent temporal structure of experience, given the empirical evidence concerning the 

mechanisms of temporal perception to be described in section 5. Instead, as Phillips (2010) has argued 

in defending extensionalism, our introspective access to the temporal structure of experience is 

inferential. 

 If our judgments about the temporal structure of experience are inferential, then the 

extensionalist must provide some reason for why the contents of experience provide us with good 

evidence for how experiences are temporally structured. If no argument of this sort can be given, then 

we must simply conclude that introspective evidence cannot settle the mirroring constraint debate. 

 Phillips argued for the infallibility of this inference based on the assumption that experience 

does not allow for a seems / is distinction. According to Phillips, “experience is a matter of things 

seeming a certain way, and if, things seem to seem a certain way on rational reflection, then [experience 

is that way.]” (2010, footnote #15). If we combine this seemsis principle with the claim that 

experience seems to have a particular temporal structure, then it follows that experience has that 

temporal structure. 

 While Lee (2014a) surveys a number of different objections to the seemsis principle, we’ll 

take a somewhat different approach. If, as the seemsis principle requires, the apparent temporal 

structure of experience must be the temporal structure of experience, and the apparent temporal 

structure is arrived at through an inference from the content of experience, then it must be the case 

that only experiences with a temporal structure satisfying the mirroring constraint could possess the 

contents from which we infer the apparent temporal structure of experience. That is, the contents of 

experience must place representational constraints on how our experiences themselves are temporally 

                                                           
9 This is similar to the inferential approach to introspection proposed by some transparency theorists (e.g. (Dretske 
1994)). Note that the argument here does not depend on experience in general being transparent, only that 
temporal experiences are transparent. 
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structured. In the remainder of this section, we’ll look at possible theories of content for experience to 

show that extensionalists cannot point to any meta-semantic facts that would explain these constraints 

without begging the question. As a result, the introspective argument fails. 

 Since there are too many candidate theories of content to consider each one individually, we 

can make a rough division between two types of theory – vehicle neutral theories and vehicle dependent 

theories.  Both types of theories attempt to explains for the content of mental representations are 

mapped onto and acquired by their underlying representational vehicles, however, the types of 

explanations these theories offer differ significantly.  

According to vehicle neutral theories of content, a representation’s content is determined by 

the representational vehicle’s relations to the world beyond itself. According to vehicle dependent 

theories, on the other hand, a representation’s content is determined by properties that lie within the 

boundaries of the representational vehicle itself. A prime example of a vehicle dependent theory is the 

resemblance theory of content according to which a representation has its content in virtue of the 

representational vehicle resembling its content. For example, a paint swatch represents the color of 

paint in a can by itself being the same color as, i.e. resembling, the paint. The vehicle internal properties 

of the representation determine what the representation applies to. 

 If the seems  is principle is going to do the work that Phillips requires of it, then at least one of 

these types of theory must explain how the contents of experience appropriately constrain the temporal 

structure of experience. Let’s take both types of theory in turn, starting with vehicle neutral theories, to 

see how the extensionalist cannot argue for this point without begging the question. 

 Even amongst vehicle neutral theories we find many alternative approaches. Causal theories 

(Fodor, 1994; Prinz, 2002; Stampe, 1977) explain how representations acquire their content by 

appealing to the (privileged) causes of the production of those representational states. Teleological 

theories (Dretske, 1995; Millikan, 1989, 1995; Ryder, 2004) explain how representations acquire their 

content by appealing to their selection history (either through evolution or learning). Finally, 

information-theoretic accounts (Dretske, 1981; Skyrms, 2010; Usher, 2001) explain how representations 

acquire their content by appealing to the way that the state of the representational system reduces the 

uncertainty regarding the possible states of the world.  

To further simplify our discussion, let’s focus on Dretske’s information-theoretic account as 

what we say about his account will generalize to other vehicle neutral theories. According to Dretske, 

the content of a representation is determined by the following biconditional: 

A [system] r carries the information that s is F if and only if the conditional probability of s’s 

being F given r (and [the background conditions] k), is 1 (but given k alone, less than 1). 

(Dretske, 1981, p. 51) 

At the root of the information-theoretic account of mental representation is that given certain 

background conditions, i.e. physical states of the representational system and how it relates to the 

world around it, the fact that a representational system is in a particular state (e.g. instantiating some 

property) reduces the uncertainty regarding some other state out in the world. If the reduction in 

uncertainty is sufficiently complete, then knowing the state of a representational system puts you in a 

position to know about some state in the world. For instance, given how your car’s gas gauge is 
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connected to the fuel tank (i.e. given the background conditions), the state of the gas gauge tells you 

about the state of the fuel tank.  

Notice that the information-theoretic account says nothing about how representational systems 

must be structured. It only requires that the appropriate relation holds between the representational 

system and the world. With this in mind we can show that an information-theoretic account of content 

is capable of explaining how temporal information can be carried by systems that satisfy mirroring and 

systems that violate mirroring. To illustrate this point, let’s consider a toy example. 

 Imagine that Susan must keep track of the temporal relation between two events, a and b. Since 

Susan cannot directly observe these events she relies on a pair of monitoring systems – a mirroring 

device and a non-mirroring device. 

Mirroring Device: this device produces two tones, ta and tb, that respectively stand for a and b. 

The temporal relation between a and b is mirrored by the temporal relation between ta and tb. 

Susan simply notes the temporal relation between ta and tb to know the temporal relation 

between a and b. 

Non-Mirroring Device: this device produces two lights. The first light can be blue or green. The 

second light can be any shade between yellow and red. The first light indicates whether a or b 

comes first. The second light indicates how long of a delay there is between a and b. By noting 

the color of the two lights Susan can know the temporal relation between a and b. 

Simply by observing Susan’s behaviors we have no idea which device she is using, since both devices do 

an equally good job of conveying the relevant information about a and b. Nothing about the temporal 

content the systems encode demands that the representational systems have a particular structure. 

 The analogy should be clear. If we adopt a vehicle neutral theory of content, then there is 

nothing particularly special about temporal information that constrains the temporal structure of the 

representational system. If a vehicle neutral theory were to explain how our experiences acquire their 

temporal contents, and our judgments about the temporal structure of experience are based on 

inferences from the contents of experience, then we cannot be certain that the mirroring constraint is 

satisfied. That is, the seemsis principle could not be justified, since the contents of experience would 

not provide us with evidence in favor of either theory.  

Instead, to defend the seemsis principle and the introspective argument, extensionalists must 

appeal to a vehicle dependent theory, since only vehicle dependent theories of content provide the 

necessary connection between the content of experience and the structure of experiential vehicles. 

However, as I will argue, extensionalists cannot appeal to a vehicle dependent theory of content without 

begging the question.  

 Mental representations aren’t generally thought to have their content in virtue of resemblance. 

For instance, while we may have visual experiences of gray, the fact that the brain is gray does not 

explain this fact.10 The color of the brain simply isn’t a good candidate for being the property of 

experiential vehicles that determines their content. One reason is that whatever properties of 

experiential vehicles determine their content must co-vary with changes in the content of experience, 

                                                           
10 This example comes from Grush (2006). 
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and the color of the brain does not change in this way (i.e. your brain remains gray regardless of what 

you experience). The second reason is that the properties of representational vehicles that bear the 

content of the representation must be capable of causally influencing downstream processes, 

otherwise, the content would be inaccessible to any further processes, including verbal report, and the 

color of the brain doesn’t have these causal powers.11  

 An extensionalist, however, could argue that in the case of temporal representation, these two 

concerns are avoided. If we accept the mirroring constraint, then the semantically relevant properties of 

the representational vehicle, i.e. its temporal properties, will co-vary with the content of the 

representation. This simply is what the mirroring constraint requires. The temporal properties of the 

experience itself are mirrored by the content of the experience. Second, differences in the temporal 

properties of experiences can have different causal influences on downstream processes. For instance, a 

neural system sustaining a particular level of activity for 200ms can have very different downstream 

effects than the same system maintaining that level of activity for 100ms. Accordingly, the temporal 

properties of experiential vehicles bring with them causal influences that the color of the brain does 

not.12 

 However, it’s here where extensionalists are backed into a dialectical corner. If the argument for 

extensionalism requires the seems is principle, and justify this principle requires a resemblance theory 

of content, then the justification for adopting the resemblance theory must avoid appeals to facts about 

the temporal structure of experience. Yet, a resemblance theory for temporal representation is only 

viable if we assume mirroring. Therefore, the extensionalist cannot defend the seems is principle 

without begging the question in favor of extensionalism. Since we cannot accept this question begging, 

it follows that the introspective arguments for extensionalism fail. Other, non-introspective, evidence is 

needed to resolve this debate. 

 

3. The case for atomism 

 In contrast to the introspective arguments given by extensionalists, atomists typically adopt 

empirical arguments. The most common strategy adopted is to argue from the existence of certain 

temporal illusions to the truth of atomism. Again, while specifics differ, the general strategy remains the 

same. In certain situations we misperceive the temporal structure of the world around us. If the 

misperceived temporal properties were mirrored by the temporal structure of experience, then we 

would be committed to implausible (or even contradictory) claims about experience. Therefore, 

mirroring must be false. 13 

 For each type of temporal illusion, however, extensionalists seem to have a viable response. This 

literature on temporal illusions has received so much attention, that for our purposes, I will simply refer 

the reader to the relevant work. Phillips (2014a, 2014b) surveys a number of temporal illusions and 

shows how given plausible, and importantly not ad hoc, maneuvers extensionalists can accommodate 

these illusions. In some cases, extensionalists rely on alternative interpretations of the illusory 

                                                           
11 Set aside the other problems that resemblance theories face. 
12 In this case, it’s not the mere possession of temporal properties that is doing the causal work. Rather, it’s some 
time-dependent property of the system that is doing the causal work. 
13 Examples of this strategy include (Grush, 2005; Lee, 2014b; Watzl, 2012). 
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experiences.14 In other cases, extensionalists appeal to more general findings in the cognitive sciences 

that allow them to accommodate the illusory experiences.15 In general, though, temporal illusions alone 

do not place sufficient constraints on the structure of experience to settle the debate between atomists 

and extensionalists. Some other source of evidence is needed to establish atomism. 

It’s at this point that Geoffrey Lee’s trace integration argument comes into play. Lee argues that 

we should accept atomism given general considerations about information processing in the brain. 

Lee’s argument goes as follows (quoted from Lee (2014b)): 

1. In order to be accessible to post-perceptual processes like verbal report, high-level motor 

control, and domain-general reasoning, temporal information has to be trace-integrated. 

2. Unless we have strong contrary evidence, we should assume the contents of experience are 

accessible to these post-perceptual processes. 

3. Therefore, we should assume that temporal information in consciousness is realized by the 

output of trace-integration. 

4. The components of the content of a trace-integrated representation are represented at the 

same time (or over the same interval). 

5. Experiences that have the same realizer timing have the same timing [...] 

6. Therefore, the different experiential parts of a temporal experience have the same timing. 

7. Therefore, temporal experiences are atomic […]. 

Central to Lee’s argument is that in typical cases the contents of experience are made available 

to downstream processes, and the only way for temporal contents to be made available is for them to 

undergo a process of trace integration. In order to understand what Lee means by trace integration, 

let’s go through an example. 

Consider the experience of lightning preceding thunder, and suppose that the lightning and 

thunder are occurring sufficiently far away that there is a noticeable gap between the two. At the point 

that the flash of lightning is being processed by the sensory system, it is too early for anyone to have the 

experience of the flash of lightning as preceding the crash of thunder, since the thunder has yet to 

impact the sensory system. However, once the sound of the thunder reaches the perceptual system, the 

lightning, and the experience of the lightning, will no longer be present. The experience of the lightning 

at this point will be in the past. Nevertheless, it is at this point, once the thunder has been perceived, 

that the person is in the position to have the experience of the thunder following the lightning.  

While we could interpret the temporally extended pattern of activity in early sensory areas as 

implicitly encoding information about the temporal relation between the thunder and lightning, Lee 

argues that this temporally extended patterns of activity alone (i.e. the successions of experiences), 

cannot make the temporal content the thunder followed the lightning accessible to downstream 

processes. At the time that these post-perceptual systems are attempting to access this temporal 

                                                           
14 For instance, (Phillips, 2014b) argues that apparent cases of temporal dilations, in which we perceive events as 
having much longer durations than they in fact do, are actually cases in which other stimuli are contracted in 
duration. 
15 For example (Dainton, 2008, 2011) appeals to the distinction between perception for experience and perception 
for action, from the literature on the two visual streams, to argue that illusory experiences and the mirroring 
constraint needn’t lead to sensori-motor problems. 
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content, the experience of the lightning will be in the past. But, merely past events cannot influence 

current or future neural processing without leaving behind a trace in the current state of the perceptual 

system. If the experience of the lighting really did leave no trace behind, then at the time the thunder is 

processed, it would be as though the experience of the lightning had never occurred. Assuming that in 

normal cases the content of experience is available to downstream processes our experience of 

temporal succession must be more than just the mere succession of perceptual states. 

Instead, Lee argues, the temporally extended sensory processes that register temporally 

extended events in the world, must leave behind traces that are integrated into the current state of the 

perceptual system. It is because the earlier experience of the lightning leaves behind a trace, that the 

current experience of the thunder can be experienced as following the lightning. But, if the current state 

of the system represents the thunder and the lightning at the same time in the form of a trace-

integrated representation, then the representation itself will not have a temporal structure that mirrors 

its content. Therefore, atomism must be true. 

 Saying that the temporally extended events are represented at the same time through a process 

of trace-integration does not mean that they are represented at an instant. Instead, following Mauk and 

Buonomano (2004), Lee describes how the brain must convert temporally extended patterns of 

activation into spatial codes whereby temporal information is encoded either by the distribution of 

activity within neural populations or by the firing rates of neurons. While the details of the spatial coding 

are to be determined by empirical models, some process of trace-integration is needed. 

 We can accept that Lee is correct about the need for trace integration in order to make 

temporal contents accessible. Nevertheless, the conclusion that mirroring is violated does not follow. 

 When Lee evaluates whether the mirroring constraint is satisfied he only considers the present 

state of the perceptual process as it is this state that makes temporal information available to 

downstream processes. Since this state presently represents a temporally extended interval, the 

mirroring constraint is supposedly violated. However, it’s not clear that we should only be analyzing this 

present state of neural processes. Let’s consider a case of duration perception. 

 Imagine you hear a tone that lasts 80ms. Due to the concerns about making this temporal 

content accessible to downstream systems, it must be the case that the entire temporal content of the 

experience that is accessible to downstream processes is contained in the current, causally efficacious, 

stage of the representational process. Yet, this process that represents the tone as having a duration of 

80ms did not arise out of nowhere. This representational state, like all neural states, is brought about by 

a process that itself unfolds in time. 

 When we consider the temporal interval represented by this experience, we find that the 

interval can be divided into parts (or sub-experiences) contained by the overall experience. These 

contained experiences include the tone lasting 70ms, 60ms, 50ms, etc. Despite the fact that the causal 

efficacy of these contained experiences will be found entirely in the current state of the system that 

represents the tone as lasting 80ms, it is nevertheless possible that the process that gives rise to the 

containing experience of the tone lasting 80ms will itself have a temporal structure that satisfies the 

mirroring constraint. That is, if the process that gives rise to the experience of the tone lasting 80ms can 

itself be broken down into temporal parts that correspond to, and mirror the temporal relations 
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between, the contained experiences, then despite there being a process of trace-integration, the 

mirroring constraint would nevertheless be satisfied.16 

 Nothing in Lee’s argument prohibits this from being the case. Lee’s argument tells us something 

about what must be the case for temporal contents to be made accessible to downstream processes, 

but by itself this says nothing about how experiences must be temporally structured. In the next section, 

we will see that the empirical work on duration perception shows us that the processes that give rise to 

the experience of short durations do in fact satisfy the mirroring constraint. 

 

4. The fragmentary model of temporal perception 

 We’ve seen that the arguments in favor of extensionalism and atomism fail to establish their 

intended conclusions. What we need is another source of evidence that can constrain this debate. It’s 

here where emerging neuroscientific research becomes relevant. In this section we’ll begin to address 

the debate over the mirroring constraint by arguing for the fragmentary model of temporal perception. 

‘Temporal experience’ and ‘temporal perception’ do not pick out a single undifferentiated psychological 

phenomenon.17 Instead, empirical evidence suggests that temporal experience is fragmented and 

composed of many dissociable capacities to perceive the temporal structure of our world. By looking at 

these individual perceptual capacities, and the mechanisms that underpin them, we will see that aspects 

of our temporal experiences satisfy the mirroring constraint while others do not. Ultimately, no general 

story about how the temporal contents of experience relate to the temporal structure of experience 

itself can be told. 

While we perceive durations, temporal orderings, rhythms, etc, and while we perceive these 

properties across a range of timescales and through multiple sensory modalities, many scientists and 

philosophers nevertheless assume that a single mechanism or type of explanation will allow us to 

account for the human perception of time. Paraphrasing a recent paper by Hartcher-O’Brien and 

colleagues (2016), the search for a single perceptual timekeeping mechanism is motivated by the fact 

that in the world and experience the various temporal properties we perceived are intimately tied up 

with one another. The various temporal properties we perceive are all integrated into a single temporal 

ordering in experience, and therefore, we should expect there to be some unity to the timekeeping 

mechanism in perception. 

In keeping with the search for the neuroscientific explanation of temporal experience, 

researchers often describe their favored explanations as being in direct conflict with those proposed by 

others (even when these models are developed in response to very different experimental 

methodologies).18 Over the years, the most influential single mechanism account of temporal perception 

has been the scalar expectancy theory (SET) (Gibbon, 1977; Gibbon et al, 1984). Building off of 

                                                           
16 Another way of putting the point is that if the process that gives rise to the experience of the tone lasting 80ms 
can be divided into temporal parts, and these temporal parts are themselves semantically interpretable such that 
they individually represent the contained experiences of shorter durations and stand in the same temporal 
relations to one another as the durations represented by those parts, then the mirroring constraint is satisfied. 
17 This point is similar to one made in (Craver et al., 2014) that ‘temporal experience’ is prone to semantic drift. 
18 For instance, state-dependent models (Ivry & Schlerf, 2008), are developed entirely in response to sub-second 
stimuli, while default mode network models (Lloyd, 2012) are developed with supra-second studies. 



12 
 

Treisman’s (1963) pacemaker-accumulator model, SET consists of a three-part model. First, there is the 

pacemaker-accumulator system. A pacemaker produces ticks at a regular rate (e.g. neuron spikes) that 

are tallied by an accumulator system. Since the pacemaker “ticks” at a regular rate, the accumulates 

“ticks” can be used to tell time (think of this like the accumulation of sand in an hourglass). Second, a 

memory system stores the typical durations of common events and also allows for the short-term 

storage of particular events for comparison with ongoing events. Finally, a decision process compares 

the outputs of the accumulator with the stored representations in the memory system to determine 

whether the current reading is accurate and whether the perceived event is longer, shorter, or of equal 

duration to ones stored in memory. 

While SET has been able to explain a large swath of temporal perception data, the flexibility the 

theory has in explaining this data is both a blessing and a curse. As Wearden (1999) emphasizes, the 

individual components of SET are sufficiently underspecified that almost any data can be 

accommodated by modifying the components of the theory. Furthermore, there are reasons to believe 

that the core of the theory, a centralized pacemaker-accumulator system, lacks biologically plausibility. 

Eagleman and Pariyadath (2009) cite evidence that no clock of this sort has been found despite years of 

searching. Similarly, it has been argued that no neural mechanism is sufficiently precise to be able to 

account for the reliability of temporal perception at scales spanning approximately 30ms to multiple 

seconds in length (Butts et al., 2007; Eagleman & Pariyadath, 2009; Panzeri et al, 2014).19 

While many have rejected SET, or parts of SET, many of the alternative proposals still assume 

that there will be a single mechanism or explanation for temporal perception. Examples of these single 

mechanism approaches include the developments of SET (Hinton & Meck, 1997; Matthews et al., 2011), 

the striatal beat frequency models (Matell & Meck, 2000, 2004), and default mode network models 

(Carvalho et al., 2016; Lloyd, 2012). Other theories go further and reject that a single token mechanism 

can underpin temporal perception, but nevertheless assume that a single type of mechanism or 

explanation will suffice. Examples of this sort include efficiency coding models (Eagleman & Pariyadath, 

2009) and state-dependent network models (Buonomano, 2000, 2005; Finnerty et al., 2015; Karmarkar & 

Buonomano, 2007).  

One explanation for the apparent disagreement between these models is that we have yet to 

uncover the correct model. However, another possibility is that there is no genuine conflict at all. Rather, 

temporal experience is composed of many distinct capacities to perceive specific aspects of the 

temporal structure of the world, and different models apply to different component mechanisms. It is 

this second approach that I’ll develop here. 

Some researchers have recently started to adopt this approach. As Wittman and van 

Wassenhove put it: 

In recent years, new ideas have emerged regarding the neurobiological mechanisms underlying 

the experience of time. In particular, major progress has been made with the realization that 

                                                           
19 The general idea is that there is a trade-off between resolution and noise. If a system that is capable of 
discriminating durations as short as 30ms, then the worry is that whatever representational process is employed at 
that scale cannot be scaled up without significant amounts of noise – more than what would be expected from the 
Weber fraction.  
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time perception may engage distinct brain mechanisms (and areas) depending on the time scale 

at which events occur… 

(Wittmann & Wassenhove, 2009, p. 1809)20  

 One aspect of Wittman and van Wassenhove’s argument for this divide has to do with the 

differential contribution of systems in the perception of time above and below one second. Suprasecond 

timing seems to be sensitive to attention, emotion, and bodily movement, while subsecond timing does 

not seem to be sensitive to these factors (Wittmann & Wassenhove, 2009). However, a problem with 

this argument is that It may simply be the case that in suprasecond timing these auxiliary systems have 

more time to be utilized by a single timekeeping mechanism, while subsecond timing tasks simply do not 

allow for these systems to contribute. As a result, the behavioral differences due to timescale changes 

may be accounted for by a single timing mechanism. 

 Instead, like most attempts to show that multiple mechanisms underpin some psychological 

phenomenon, the main evidence for the fragmentary model comes from specific dissociations between 

timing capacities and the lack of any unilateral timing deficits.21 

Through both pharmacological and mechanical interventions, it is possible to selectively disturb 

aspects of temporal perception. Rammsayer (1999) showed that haloperidol, a dopamine receptor 

antagonist used in the treatment of schizophrenia, and midazolam, a benzodiazepine used in the 

treatment of seizures and insomnia, both impair the discrimination of temporal properties of 

approximately 1 second in length. However, only haloperidol impaired the discrimination of durations of 

approximately 50ms. Similarly, the hallucinogen psilocybin seems to leave the ability to perceive time at 

scales of less than 2 seconds unimpaired, but severely impairs the perception of longer timescales 

(Wittmann et al., 2007). 

Similar effects are found with the selective application of rapid transcranial magnetic 

stimulation (rTMS). Koch et al (2007) showed that the application of rTMS to dorsolateral frontal cortex 

impaired timing in the seconds range, whereas rTMS to the cerebellum impaired millisecond timing 

(Jones et al., 2004). 

Clinical populations also show interesting dissociations. Schizophrenia and autism are associated 

with distinct disturbances in the ability to perceive temporal order.22 Parkinson’s patients, on the other 

hand, show deficits in short timescale timing while longer timescales remain untouched (Riesen & 

Schnider, 2001). 

Finally, modality specific temporal illusions suggest even more fine-grained dissociations. Burr et 

al (2007) showed that saccades compress the perceived duration of visual stimuli yet leave temporal 

perception in other modalities untouched. Importantly, the duration compression resulting from 

                                                           
20 Eagleman (2008) and Grush (2016) both argue that different temporal properties are perceived via different 
types of mechanisms. 
21 While Wittman and van Wassenhove also appeal to dissociations in their argument, they primarily focus on 
pharmacological and mechanical interventions. 
22 People can typically tolerate small temporal asynchronies in stimuli that are nevertheless perceived as 
simultaneous – e.g. when the audio and visual tracks of a movie are out of step (Dixon & Spitz, 1980).  The 
perception of simultaneity in people with schizophrenia allows for greater asynchrony (Martin et al, 2013), while 
people on the autism disorder spectrum allow for less asynchrony (Stevenson et al., 2014). 
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saccades does not influence the perception of rhythms or rates (Eagleman, 2008), suggesting that the 

perception of different temporal property-types relies on different mechanisms. 

The flipside to these selective deficits is the absence of any global deficits in temporal 

perception. A thorough search of the literature has failed to bring up a single case of someone that 

completely lacks the capacity to perceive time. Even people with severe cases of anterograde amnesia 

still retain some ability to perceive time in that they are able to perform complicated sensorimotor 

tasks, and understand some speech, which some capacity for temporal perception.23 

All this evidence points towards there being multiple distinct mechanisms that underpin our 

ability to perceive time. If we identify psychological capacities through a multi-level approach, then it 

follows from the behavioral and neurological evidence that temporal perception is not a single unified 

phenomenon, but is instead fragmented and composed of many dissociable capacities to perceive 

various temporal aspects of the world.  

While this evidence establishes the existence of multiple token mechanisms, it does not 

establish that the mechanisms underpinning these distinct capacities are type-distinct. In the next 

section, we’ll consider evidence suggesting that temporal experience relies on type-distinct 

mechanisms, some of which satisfy mirroring, while others do not. 

 

5. Two cases: against the atomism / extensionalism debate 

The two cases presented in this section respectively provide counterexamples to atomism and 

extensionalism. The difference, however, between the cases presented here and other purported 

counterexamples in the literature is that the behavioral / perceptual data will be considered alongside 

our best understanding of the relevant neural mechanisms. This behavioral and mechanistic evidence 

constrains our theorizing in such a way that we can make progress on the atomism / extensionalism 

debate. 

 

Case #1: The unimodal perception of duration 

 Until relatively recently, the models, notably SET, proposed to account for the perception of 

duration within individual modalities at sub-second timescales have employed extrinsic timing 

mechanisms. In addition to the various sensory specific mechanisms that process non-temporal aspects 

of stimuli these models posit dedicated timekeeping mechanisms that bind temporal information to the 

non-temporal representations delivered by the specific senses. However, alternative models that do 

away with dedicated timekeeping mechanisms have begun to gain traction. 

 These intrinsic timing models explain temporal perception as the result of the intrinsic 

properties of neural systems that also encode for non-temporal aspects of stimuli. 24 Some intrinsic 

                                                           
23 For a discussion of relevant amnesia cases see (Craver, Graham, & Rosenbaum, 2014; Craver, Kwan, Steindam, & 
Rosenbaum, 2014). 
24 See (Ivry & Schlerf, 2008) for general discussion of intrinsic models. 
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timing models see temporal perception as being an intrinsic property of particular neural systems.25 

Others see intrinsic timing mechanisms as a much more ubiquitous feature of the brain. It is in looking at 

these more ubiquitous models that we’ll find our counterexample to atomism. 

 Of the intrinsic timing models, the state-dependent network (SDN) models have gained 

significant traction (Buonomano, 2000b; 2005; Buonomano & Maass, 2009; Finnerty et al., 2015; Mauk 

& Buonomano, 2004). The basic idea behind these models can be illustrated through an analogy 

(Karmarkar & Buonomano, 2007). Imagine a pebble falling into a still pool of water. The pebble’s impact 

causes ripples to travel across the water’s surface. Provided enough information about the pebble, and 

how it impacted the water’s surface, you would be able to use the state of the ripples as a means of 

determining how much time had passed since the pebble was dropped. Now, imagine a second pebble 

being dropped into the water. This pebble would cause a change in the ripples in the surface such that if 

you knew enough about the state of the ripples due to the first pebble and the characteristics of the 

second pebble, then you would be able to use the ripples again to determine how much time had 

passed since the dropping of the second pebble. As Goel and Buonomano put it, “ripples thus establish a 

short-lasting and dynamic memory of the recent stimulus history of the liquid, and it is possible to 

estimate the amount of time elapsed based on the current state of the liquid.” (Goel & Buonomano, 

2014). 

SDN models appeal to a similar rippling found in biologically inspired artificial neural networks 

and in vitro neural populations (Finnerty et al., 2015). The ripples in these systems consist in the subset 

of neurons within the network that are active at any given moment (call this the system’s active state). 

As time passes, the active states change as a result of the time-dependent evolution of the mechanisms 

for short-term synaptic plasticity that govern how the modulation of the system’s active states 

(Buonomano & Maass, 2009; Goel & Buonomano, 2014). In this way, when an incoming signal acts as 

the pebble and activates the system, the time-dependent evolution of the active states of the system 

(i.e. the ripples) carries information about how much time has passed. 

Since these timekeeping properties are due to network internal structure, there is theoretically 

no need for dedicated extrinsic timing mechanisms. Yet, showing that networks have these properties 

isn’t enough to show that this is how animals perceive time. Downstream processing might simply not 

exploit this information. What we need is some reason to think that timing behaviors depend on this 

type of mechanism. 

 The most straightforward way of determining whether some property of a neural system is what 

bears the semantic contents of some mental representation is to see whether there are any peculiar 

behavioral / functional effects that arise from those properties being the bearers of content. In this 

particular case, the behavioral / functional effects arise from the context dependent nature of the 

activity in the neural networks. The accuracy with which we perceive time is a function of the variability 

of the temporal interval between target stimuli and pre-target stimuli for very short durations (up to 

350ms) presented within individual modalities. Think of this variability as effecting the activation of the 

network in the same way that the temporal interval between the first and second pebbles that impact 

the water has on the rippling of the water’s surface. The accuracy of temporal judgments of a tone’s 

                                                           
25 For example, Lebedev et al (2008) see timing as the result of ramping activity in pre-motor areas. However, the 
same conclusions would be reached by looking at their model. 
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duration was directly influenced by whether the target tone was presented within a fixed or variable 

context (i.e. whether the temporal delay between the target tone and lead-in tone was fixed or varied). 

The findings of Karmarkar & Buonomano (2007) were further confirmed by Ivry et al (unpublished work 

cited in (Ivry & Schlerf 2008)). However, when the duration of the target tone was increased beyond 

300ms, the context effects were lost, indicating that at this timescale, duration judgments rely on 

mechanisms other than SDN mechanisms. 

While extrinsic models, like SET, could account for this data, they would not predict this sort of 

context dependency. Furthermore, the types of changes to SET needed to account for this context 

dependency would be entirely ad hoc. Given that we have reasons for thinking that neural networks 

behave in the way that the SDN models require, and that the extrinsic models require ad hoc 

adjustments to explain the data, there is no need to posit an extrinsic timekeeping mechanism in 

addition to the machinery that an intrinsic model requires. 

Let’s turn back to the mirroring debate. Consider the experience of a tone as lasting 80ms. This 

experience is realized by a temporally extended neural process. Furthermore, as described in the 

discussion of the trace integration argument, the experience of the tone as lasting 80ms contains 

experiences as part of its content (i.e. the tone lasting 70ms, 60ms, 50ms, etc). If the neural process that 

realizes the experience of the tone as lasting 80ms can be divided into temporal parts that each 

correspond to the contained experiences, and the temporal relations between these parts of the 

experience are mirrored by the represented temporal relations between the contained experiences, 

then mirroring will be satisfied. 

According to SDN models the extended neural process that realizes the experience of the tone 

lasting 80ms is divisible into temporal parts (i.e. distinct active states) that represent the tone as having 

specific durations. Given how changes in the system’s temporal content and changes in the system’s 

active states are linked together, the temporal relations that hold between the temporal stages of the 

experience will be mirrored by the temporal relations represented in the experience. The temporal 

relation that holds between the experiences of the tone as lasting 70ms and 80ms, will be mirrored by 

the temporal relations that are represented as holding between the tone lasting 70ms and 80ms. That is, 

mirroring holds in this case. 

One could object, however, that at the moment that one is having the experience of the tone as 

lasting 80ms, the process at that moment serves as a form of memory for the entire experienced 80ms 

interval, thereby violating mirroring (since the represented extended interval would be represented 

now).26 This is actually a common form of atomist argument.27 If it can be shown that some aspect of our 

temporal experience relies on memory that presently encodes some temporal interval, then the 

mirroring constraint must be violated. In large part, this strategy is generally effective because there 

seems to be nothing in principle that requires memory systems to be temporally structured in any 

particular way to encode information. Therefore, once memory systems are on the table, it is easy to 

construct an account of those memory systems that violate mirroring. 

However, this is exactly where mechanisms matter. Atomists cannot insist that we evaluate the 

mirroring constraint with respect to the very current state of the system, since as discussed in section 2, 

                                                           
26 Thank you for an anonymous referee at this journal for pushing this objection. 
27 A notable example is found in Grush (2006). 
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atomists cannot claim that experiences are durationless (and constrained to the mere present). 

Experiences are temporally extended processes. So, when we consider whether the experience of the 

tone satisfies the mirroring constraint, we need to look at the neural process that constitutes that 

experience (not a mere timeslice of that process). Once we do this, however, the mechanism by which 

the SDN models account for the perception of duration shows us that in this case there is reason for 

thinking that the processes by which this type of memory is formed requires the memory system to 

possess a particular temporal structure that satisfies the mirroring constraint. Memory in general is not 

a threat to mirroring. It all depends how those memories are structured.  

As a result, despite all atomists have said, here we have an empirically informed case of 

mirroring. Atomism, cannot provide a general characterization of temporal experience. 

 

Case #2: Multimodal perception of order and simultaneity 

We just saw that the perception of duration at short timescales within individual modalities 

satisfies mirroring. Now, we’ll see that the multimodal perception of temporal order violates mirroring, 

by focusing on temporal order judgments (TOJ) at the timescale of less than one second.  

For a pair of stimuli to be perceived as simultaneous, they needn’t objectively simultaneous. In 

fact, the stimuli don’t even have to simultaneously impact sensory receptors to be perceived as 

simultaneous. When you see, hear, and feel, your foot kicking a ball, the various sensory signals impact 

their transducers, and arrive at cortical sensory areas, at different times – it takes longer for signals from 

the foot to reach the brain that they do from the eye. Yet, we perceive these aspects of the event as 

occurring simultaneously. Furthermore, as our bodies change (e.g. a child’s leg grows) these temporal 

asynchronies change, and therefore TOJs must be flexible. 

One particular form of flexibility in TOJs arises in the form of adaptation effects (Cai et al., 2012; 

Stetson et al., 2006). Similar to how constant presentation of a visual stimulus alters visual responses, 

similar adaptations occur with the perception of temporal order. By consistently inserting a short delay 

between a motor action (e.g. pressing a button) and a visual event (e.g. a flash of light) the two events 

come to be perceived as occurring closer in time than they in fact do. Once this initial recalibration 

occurs, and the delay is removed (or reduced), and the stimuli are presented objectively closer in time, 

the effect is that the stimuli are perceived as occurring much closer together than they in fact are. The 

perceptual system seems to be compensating for the no-longer-present delay. In some cases, the effect 

is so dramatic that the supposed effect (i.e. the flash of light) is perceived as occurring prior to the 

supposed cause (i.e. the pressing of the button)! Our experience of temporal order is so sensitive to 

recalibration effects that the perceived order of events can drastically differ from the actual order of 

events in the world and the order in which these events impinge upon the sensory receptors.28 

Whatever mechanism we propose to account for TOJs would seem to cause problems for the 

mirroring constraint as perceived temporal order becomes more a matter of the state of calibration 

than the timing of stimulus processing. Yet, extensionalists could try and accommodate these findings by 

arguing that the temporal structure of the sensory processing leading up to experience is not identical to 

the temporal structure of experience. They could insist, as they do with explanations of postdictive 

                                                           
28 Similar effects have been found with other stimuli (Vroomen & Keetels, 2010; Vroomen et al., 2004). 
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effects (Dainton, 2014b), that the seemingly mirroring violating sensory processing is pre-experiential 

and that only later are they integrated to form a coherent experience of time that plays out in time in a 

mirroring friendly way. Therefore, recalibration effects say nothing about experience’s temporal 

structure, since recalibration occurs pre-experientially. However, once again, this is where mechanisms 

matter and show how this extensionalist reply fails. 

Cai et al (2012) propose that TOJs are underpinned by an opponency system. The individual 

sensory signals from the distinct sensory systems are fed into a collection of delay-tuned neurons 

responsive to particular temporal asynchronies (e.g. one may be tuned for signal a trailing signal b by 

20ms, another for signal a trailing signal b by 10ms, another for signal b trailing signal a by 20ms, etc). 

These neurons project to a pair of opponent summation nodes that sum the signals emerging from the 

individual delay-tuned neurons. One summation node signals that a precedes b while the other signals 

that b precedes a and the relative activation of these opponent cells signals whether a or b precedes the 

other and by what interval. This opponency system can then explain the recalibration of TOJs due to the 

adaptation of either delay-tuned neurons or the summation nodes themselves. 

The temporal content needed to explain TOJs is accounted for by these opponency mechanisms. 

There is no need for an additional experiential phase of processing to get temporal order content into 

perception. Furthermore, the opponency mechanism shows us how identically presented stimuli may be 

perceived as standing in very different temporal orders because of calibration effects and not because of 

differences in the temporal structure of sensory processing. As a result, we have a case in which 

mirroring is violated. 

The initial sensory processing cannot be divided into temporal stages that satisfy mirroring 

because the initial, stimulus dependent, sensory processing can remain identical despite changes in 

perceived temporal order. Similarly, we cannot divide the operation of the opponency mechanism into 

temporal parts that satisfy mirroring, since the ramping of activity in the delay-tuned neurons and the 

opponency nodes are not themselves representational, and therefore do not correspond to, let alone 

mirror, the content of experience. Finally, even though the current state of calibration is a result of prior 

experiences, the dependence of experience on these prior experiences does not save mirroring. 

Mirroring requires more than a mere dependence between the contents of current experience and past 

experience, and the prior calibrating experiences do not correspond to any component of the currently 

experienced temporal sequence. 

On no interpretation of how this system carries information about time do we have an 

interpretation that satisfies the mirroring constraint. As a result, we have a counterexample to 

extensionalism, and therefore, neither atomism nor extensionalism can provide us with a general theory 

for how the temporal contents of experience relate to the temporal structure of experience. 

 

6. Conclusion 

 The original puzzle about temporal experience was motivated by a particular type of puzzlement 

– how could experience come to have its temporal contents. In trying to resolve this puzzle, we saw that 

the philosophical literature turned to a discussion of the mirroring constraint. Yet the arguments put 

forward in favor of atomism and extensionalism fail in establishing their intended conclusions. 
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This failure, however, shouldn’t come as a surprise. Temporal experience is not a single 

phenomenon, but is instead composed of distinct capacities to represent time underpinned by type-

distinct representational mechanisms. It is only by considering the behavioral and perceptual evidence, 

in light of what we know about the neural mechanisms that underpin these capacities, that we can 

make progress regarding the mirroring constraint. No single story can be given for how the temporal 

contents of experience relate to the temporal structure of experience. Both atomism and 

extensionalism are false as general theories of how the temporal content of experience relates to the 

temporal structure of experience. 

What then of the puzzle? How is it possible to have experiences with temporal contents? 

Answering that question gets us to central questions concerning mental representation. A theory of 

content is needed that can explain how the various timekeeping mechanisms and processes of the brain 

come to carry information about time. In this paper, I’ve suggested that perhaps an information-

theoretic analysis could explain how this occurs, as our discussions have been loosely framed in 

information-theoretic terms. However, this is where the work on temporal experience has to make 

progress. What we need is a theory of content that meshes with our neuroscientific understanding of 

the mechanisms that underpin temporal perception. 
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