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INTRODUCTION 

Rene von Schomberg 

The Value Spheres Science, Politics and Morality 

In modernity we have experienced the differentiation of the value spheres 
(Max Weber) Science, Politics, Legality and Morality. In traditional social 
theory these value spheres are understood to be autonomous and mutually 
independent. They are claimed to be autonomous in the sense that the 
specific claims made within each value sphere, e. g. truth claims within 
science or judicial rightness claims within the legal system, are selected 
and developed in discourses of expert cultures specialised in the single and 
authoritative production of one type of claim. They are claimed to be 
independent in the sense that the development and progress within one 
value sphere can be achieved without appealing to the results of the other 
special discourses. The assumptions of modernity about the autonomy and 
independence of our value spheres have been heavily debated in the social 
sciences and the humanities. These debates resulted in the emergence of 
new theoretical approaches, like constructivism in the sociology of science, 
and in a revival of pre-modern authors in philosophy. One can wonder 
whether the fundamental problems of the differentiation of the value 
spheres are still taken seriously by these fashionable trends in science. In 
the papers collected for this book, we are not so much concerned with the 
challenge of discussing new approaches in science. Here we concentrate on 
how the social challenge to solve the problems of technological risks and 
the ecological crises effects the institutional arrangements of the value 
spheres science, politics and morality. 

In part I, the papers of Von Schomberg, Kollek and Shrader-Frechette 
deal with the nature of the controversies about risks and its implication for 
the policy making process. Von Schomberg shows, by means of an 
analysis of argumentation, that in the case of epistemic discussions in 
science, we cannot reasonably expect a consensus among disputing experts 
from different scientific disciplines, since their arguments can not substan­
tiate the truth of claims but, rather, do state their incompatible plausibility. 
The problem rises in the context of political decision making where epis­
temic discussions are misidentified as discussions about truth claims. As a 
result inadmissible transformations occur from plausibilities in 
probabilities, from dangers in risks and from illustrative data in proof. 
Kollek shows that different scientific paradigms in biology define different 
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perspectives of risk assessment. She demonstrates this in the case of 
genetic engineering where the risk assessment model of the molecular 
biologist competes with the model of the ecologist. Kollek makes the point 
that the choice for models of risk assessment involves ethical considerati­
ons. Shrader-Frechette analyses the nature of probabilities. She uses, 
among others, examples from nuclear accident probabilities. She argues 
that the probabilistic explanation of risk assessors cannot account for reaso­
nable fears about risks among the public. In her opinion the problem is not 
so much that 'objective' probabilities as given by experts are value laden, 
but that they are not recognized as such, and not adequately dealt with III 

contemporary environmental risk analysis. 

The existence of a persistent dissent among scientists who adopt different 
perspectives and who cannot adequately address the ethical questions invol­
ved, constitutes the problem of decision making under the conditions of 
major scientific uncertainties. In the interchange between the value 
spheres, science and politics, a contradiction arises: an appeal to science 
seems necessary (because of the complexity of the issues), but is not possi­
ble (since there is a controversy and lack of knowledge) and what is im­
possible, an appeal to a source which can provide authorative data, beco­
mes necessary. 

In the entanglement of this contradiction science seems to change into 
its counterpart: it becomes a strategic means for political action. Interest­
groups can look for scientific experts who share their political objectives. 
Science does not provide authorative data for consensual action and science 
can not adequately code the problems in terms of truth. Instead the respec­
ted value sphere causes the multiplication of dissent and conflict about 
important policy issues, such as the control of technological risks and 
environmental problems. 

A way out seems the quest for new concepts of science for policy. In 
part II, Nowotny and Funtowicz/Ravetz discuss in their respective papers 
two possible concepts. Nowotny was among the first authors to describe 
the rise of a managerial conception of science for public policy. The clear 
cut boundaries between science and politics are given up, but that should 
not lead towards a science infiltrated by politics nor in solely science based 
policies. The managerial conception of science asks for a widening of the 
'negotiating space' between science and politics where intermediary 
institutions can jump in. These new institutions, like offices for technology 
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assessment, should allow for the legitimate definition of the political and 
scientific dimension of the issues. Funtowicz/Ravetz introduce the concept 
of post-normal science, as a problem solving strategy for cases where the 
decision stakes and systems uncertainties are high. In post-normal science 
the attention shifts from the indefinable level of uncertainties to the quality 
of the available information. The methodology of post-normal science will 
require "extended peer communities", since the quality assurance of its 
procedures and results involves participants outside the traditional peer 
communities of experts. 

In part III, the use of social science in the policy making process will 
be explored. Propper gives an account of a research project investigating 
the exercise of power and the quality of the argumentation in evaluation re­
search and in the utilization of this evaluation research in the policy-ma­
king process. A model procedure for discussions allows for the detection 
of an illegitimate exercise of power in the policy process, in the case of an 
appeal to data provided by the social sciences. One of his major conclu­
sions is that the quality of the argumentation of the investigated evaluation 
research into the Investment Subsidies Act in the Netherlands in the period 
1986-1989 influences the quality of the argumentation in the utilization of 
this research in the policy-making process. 

In part IV the value sphere morality will be discussed, with special 
attention to the interchange with science and politics. In modernity scienti­
fic progress has become questionable. Science seemed independent from 
ethical and moral discourse. Many shared the perception that science and 
morality are independent. However, it always sounded paradoxical that 
scientific progress can be acknowledged without appealing to substantial 
normative presuppositions. 

Kettner claims that discourse ethics, as developed by Apel and Haber­
mas, can provide a critical yardstick for evaluating processes of consensus 
formation on policy issues. The mandated use of science in the policy 
making process is criticized for its questionable use as a substitute for a 
morally required consensus. He discusses some moral constraints under 
which the interchange of science and politics could develop. Borrillo re­
flects on the epidemic management of AIDS under the conditions of the 
rule of law in modern society. Here we see that the interchange between 
science and morality has become problematic. He illustrates this with the 
fact that doctors have become moral agents. The situation could become 
dramatic if we are inclined to attack the AIDS victims rather than fight the 
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virus itself. Hohlfeld shows in his paper that the definition of disease using 
the biomedical model in science excludes the human ethical dimensions of 
disease, so that we can hardly expect that the biotechnological development 
in science will cover actual health needs. He makes a case for the use of 
concepts in science that include these human dimensions. 

In part V the public and state interests in the development and control 
of technology are addressed. Diettrich explains the view that the ongoing 
conflict between industry, public authorities and other interest groups on 
the evaluation of risks and benefits of biotechnology can not be reduced 
only to a matter of missing factual scientific, legal or economic informati­
on. Analyses conducted inside and outside the European Commission 
services suggest that there is not that clear correlation between knowledge 
and attitude towards biotechnology assumed by classical public information 
concepts. The effect of information and knowledge depends mainly on how 
they are interpreted or selected by pre-existing attitudes, rather than on the 
factual content itself. Recent opinion surveys and other analyses launched 
by the Commission of the European Communities have shown that this 
phenomenon is strongly cultural dependent and, therefore, will vary from 
country to country. The question arises as to what extent scientific 
information can influence existing attitudes. This means, according to 
Diettrich that a public, industrial or R&D public information policy, 
aiming at a better mutual relation, has to put emphasis on both aspects: 
The improvement of existing attitudes, and the efforts for improving fac­
tual knowledge. Schenkelaars discusses the controversies on food biotech­
nology. He makes a case for a active public participation in the decision 
making process. 
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and Policy Implications 



1 CONTROVERSIES AND POLITICAL 
DECISION MAKING 

Rene von Schomberg 
University of Twente, The Netherlands 

1.1 Introduction 

1.1.1 Science: a functional authority? 
The relation between science and governmental policy is one of functional 
authority. Whenever policy makers rely on the data of scientific research 
they admit their belief in a scientific system which has produced that infor­
mation. This belief or trust in an authority is functional since it is not 
founded on the veracity and blessed knowledge of individual research 
workers but on the competency of a scientific system (Luhmann, 1973). 
This trust in the transfer of truth by science is based on a functional neces­
sity. The complexity of certain questions and problems is so enormous that 
we have to depend on an intermediate party for the production of informa­
tion. Such information can only be utilized in a meaningful way when 
available in a reduced and simplified form fit for practical purposes. The 
scientific system can fulfil a social function since science is acknowledged 
as being a reliable source of supplying and production of information. The 
appeal to an authority depicts this function. We do appeal to an authority 
in those cases where we lack the ability, or do not have at our disposal the 
means, to verify particular statements. In such cases social actions are 
freed from discussions. In situations where we are forced to act without 
delay we can make the right decisions because of our trust in an authority. 
We assume the truth of the statements of an authority and we orientate our 
actions in accordance with the truth of such statements. Social actions are, 
therefore, to a large extent made possible through a trust in such an autho­
rity. The belief or trust in the assignment of truth by persons and institu­
tions could perhaps be regarded as a condition for the development and 
progress of any society. With the increase in the complexity of a society 
the necessity also increases, in any case for particular branches of know­
ledge, to accept such a trust in the knowledge of other persons and institu­
tions. 

7 
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In general we may say that an appeal to the authority of science is without 
problems. A policy maker will not, in most cases, have doubts about the 
expertise of the experts in question and will, therefore, see no reason to 
have the available research verified. This just about always happens when 
the scientific information available is non controversial. If the scientific 
information is of a non-controversial nature, there is clarity about what 
should be regarded as relevant information. It is, in addition, clear that the 
information is potentially available. This means that the data could, more 
or less, be anticipated: we know what conclusions could be inferred from 
what sort of data. Scientific research of a non-controversial nature has a 
pronounced problem solving character. Since the theories and methods 
deployed are not in question. The problems are regarded as solvable in 
principle. In this type of research theories are not tested; the person res­
ponsible for the research, however, is open to test. It is the scientist who 
has to sort out something. The point is that he/she has to bring to light the 
relevant data. If he/she is successful, the mistake/fault is not supposed to 
lie in a wrong theory; it is the scientist who is at fault. It is the scientist 
who has failed in the execution of his task. The ultimate differences of 
opinion amongst scientists concerning the interpretation of the research 
data can be reconstructed in terms of a theoretical empirical discussion. 
The arguments brought forward in these types of discussions have, in prin­
ciple, a consensus enforcing power. In this type of discussion we normally 
use explanations and predictions. In such a discussion the truth of state­
ments are at stake. For instance, when we are discussing the predictions of 
a weather forecast, discussions which indeed can become controversial, the 
consensus enforcing power of explanations and predictions are derived 
from the fact that we know under what kind of conditions we could accept 
the statement 'it will probably rain tomorrow in Holland'. For example, 
we could accept the prediction when somebody can explain that there is a 
depression above the Canal heading west. The simple point I want to make 
about this type of discussion is that the consensus enforcing potential of 
predictions and explanations are derived from the possibility to explicate 
the truth-conditions of the controversial statements. In the case of science 
as a functional authority we entrust the scientific system to clarify these 
conditions. 

The idea of science sketched above, i.e. science as a functional 
authority, is however not always unproblematic. In this article I will deal 
with one type of circumstance which is relevant in order to revise the idea 
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of the functional authority of science. This refers to instances of scientific 
controversies. An analyses with the means of argumentationtheory will 
show that we cannot expect an agreement among opposing scientist under 
circumstances I am going to specify. Actually, it can be very unreasonable 
to demand such an agreement. I will make a proposal how to achieve a 
reasonable consent in the policy making process against the background of 
scientific controversies. 

1.1.2 Scientific controversies 
The functional authority of science is threatened whenever there are signs 
of a controversy. The belief that transfer of truth is a function of the scien­
tific institution cannot be founded on conflicting truths of different associ­
ations of experts. Discussions in science usually unfolds around the ques­
tion of how new knowledge could be obtained. In this context the available 
knowledge is controversial. This means that the certainty of previously 
accepted knowledge is questioned or regarded as limited. In such cases 
discussions in science could also include disputes about the methods to be 
employed. It is, moreover, not always clear what scientific discipline 
should lay a claim as to the best solution of the problem in question. Dis­
cussions about acquisition of new knowledge could be translated in terms 
of an epistemic discussion. The opposing scientist can only draw on argu­
ments like analogies, authoritive appeals to scientific principles and 
counterfactual arguments which articulate uncertain and inadequate knowl­
edge: plausibility'. The arguments brought forward in such discussions 
have no consensus enforcing potential because the experts are not able to 
explicate the truth conditions of statements because of a lack of knowl­
edge. In an epistemic discussion, the controversy is not bound to the level 
of statement and counter-statement. Here we have to deal with a situation 
where a whole domain of knowledge, and even the methods of how we 
gain new knowledge, becomes controversial. In that case we will have to 
discuss the plausibility of theories and hypotheses with which the 
knowability of certain knowledge domains can be stated. The typical argu­
ments in an epistemic debate do not serve the consent-achieving process 
but rather cope with the adequate disclosure of new domains of knowledge 
by constructing coherent theories, suppositions and hypothesis. In such a 
discussion, it is not the truth of statements which is at stake, but rather the 
plausibility of knowledge-claims2• Within an epistemic debate, which is 
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about to be cleared, we can only expect a reasonable dissent but not a 
reasonable consent. The conflicting knowledge claims of the experts con­
stitute epistemic uncertainty. Decisions within the field of policy making 
realised against the background of such discussions will, therefore, be 
subjected to these conditions of uncertainty. The uncertainties of epistemic 
discussions can lead to an inducement for a public debate. Epistemic dis­
cussions do not necessarily become pUblic. However no one will be sur­
prised that it is this type of debate which will have societal consequences 
whenever the quest for new knowledge depends on important social 
choices. It is more obvious, when one thinks of the increasing critical 
public awareness of developments within science. I will talk about a scien­
tific controversy if epistemic discussions induce public debate. 

I will start with a discussion of the structure of epistemic discussions. 
This I will do with the help of an example: the risks of the deliberate 
release of genetically engineered organisms. Since the middle of the 
eighties this induced both an academic and a public debate which are still 
going on3 (Von Schomberg 1992b). I will not make a complete 
reconstruction of this debate. It is my first intention to clear the general 
problems of epistemic discussions. However, my presentation should clar­
ify that all possible factual arguments can actually be covered by the con­
cept of an epistemic discussion which I will explicate. The concept of an 
epistemic discussion can be utilized in different debates. This explication 
will be followed by some ethical questions and problems of legitimacy 
which arise in the context of scientific controversies. It can be shown that 
these problems can not be adequately dealt with in the usual policy pro­
cedures. Finally I will propose a solution which is inspired by the frame­
work of the so called 'discourse ethics'( Habermas, 1983; Apel, 1988) 

1.2 The epistemic debate about the ecological effects of the 
deliberate release of genetically engineered organisms 

Epistemic discussions features a multidisciplinary aspect. In this case we 
have to deal with the competing claims of molecular biologists and ecol­
ogists. It discloses two perspectives on the new knowledge-domain of the 
ecological effects of the deliberate release of genetically engineered organ­
isms. 
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1.2.1 Authoritive appeals to scientific principles versus analogies and 
counterfactual arguments 

Both scientific disciplines use analogies in order to disclose the new scien­
tific field. The different analogies lead to different assessments. Both 
analogies are mutually rejected on the grounds of an authoritive appeal to a 
scientific principle which disqualifies the experience brought in by a par­
ticular discipline. The scientific principle itself counts as undisputable 
within the boundaries of each discipline. 

The analogy of the ecologist runs as follows: 

If one wants to judge the risks of spread of engineered organisms, one has to 
evaluate the chance in how far organisms can leave their predestined paths 
and effect the structure and function of a ecosystem. The introduction of 
exotic(problem) plants provides a basis for such an evaluation. In both cases 
naturally limiting factors for the spread and establishment are overcome by 
organisms. 

knowledge-claim: so the experience with exotic plants provides a basis for the 
evaluation of the risks of spread and establishment of engineered organisms. 

The molecular biologist counters with an authoritive appeal to a scientific 
principle: 

One reason why critics urge caution over the release of genetically enginee­
red plants is experience with problem plant species. By means of genetic 
engineering, in contrast, the organism, rather than the environment, is chan­
ged; the problems do not originate from changes in the genetic make-up of 
the plant but from introduction into a new environment. 

knowledge claim: the experience with problem-plants is not relevant. 

The molecular biologist uses a different analogy: 

Predictions of the risk of deliberate release can be based on the experience of 
traditional practices in agriculture (like plant breeding). In traditional plant 
breeding the exact genetic changes are unknown. In the case of genetic 
experimentation, however, the specific modifications can be characterized. 
Plants have been crossed (traditional genetic engineering) by man for cen-
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turies. New variants resulting from such breeding have not caused serious 
problems. Some crosses include those that would not occur without man's 
intervention. Breeders have never taken and do not now take special precau­
tions in testing these plants in the field because they know from experience 
that these extensive mixings have not produced serious problems. 

knowledge claim: there is no reason to expect that engineered organisms 
could cause greater problems than traditional techniques. 

The ecologist, on his turn, can now bring in an authoritive appeal to a 
scientific principle: 

The ecological consequences of the introduction of engineered organisms can 
not be predicted only with the knowledge of the genetic structure of an 
organism (= rejection of a scientific principle). Therefore one needs to know 
the biological properties of the organisms and their chance to reproduce and 
survive in the environment (relevant scientific principle) 

knowledge claim: the knowledge of the genetic structure only can not be the 
basis for a successful prediction 

The arguments used by the experts provide the means for an open ended 
discussion. The methodological analogy of the molecular biologist is en­
countered by an appeal to a scientific principle of the ecologist. Vice 
versa, the methodological analogy of the ecologist is also rejected by an 
appeal to a scientific principle of the molecular biologist. These arguments 
do not have any consensus enforcing power. Actually, one could as a non­
participating scientist agree with both the plausibility claims of ecologist 
and the plausibility claims of the molecular biologist4 • In the actual 
debate, this insight of the argumentation theorist that the plausibility claims 
do not effect each other, will not be articulated since the experts can only 
demonstrate their loyalty and adherence to their specific discipline. 

It is not a coincidence that we have to deal with authoritive appeals and 
analogies in the context of epistemic discussions since they have a specific 
argumentative function. In the use of analogies one makes a case for 
methodology. The molecular biologists say that the risk issue should be 
studied in terms of the genetic characteristics of an organism. The ecol­
ogist maintain that one should study the biological properties of a organ­
ism. The different analogies refer to the different methodologies of scien-
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tific disciplines. These methodologies are indisputable within the bound­
aries of the disciplines, but are not self-evident for disciplines which claim 
knowledge of the same issue. On the contrary, in a large number of practi­
cal debates one rejects the opponent's view as 'unscientific'. In a dispute 
about methodology, there is no discussion about the truth of statements; 
there are, however, different claims as to how new knowledge should be 
acquired. The different disciplines develop their own perspective on this 
problem. The use of an appeal to a scientific principle is a comparable 
case. The 'scientific principles' are, again within the boundaries of a disci­
pline, acknowledged as reliable sources, but as one transgresses the field 
they can become controversial. 

In the use of analogies we mobilize knowledge from well-known areas 
of research. In our case the ecologists do not have the knowledge in order 
to predict the ecological consequences of the introduction of engineered 
organisms. Therefore they try to mobilize knowledge (using an analogy) 
from the field of the introduction of exotic plants. Such an analogy enables 
ecologists to constitute a domain of possible relevant facts. In this way 
analogies have the function of the mobilization of knowledge. In the use of 
an appeal to a scientific principle we are also confronted with the possibil­
ity to claim knowledge. In this case an appeal to a principle enables us to 
get access to a certain problem. In complex scientific issues we are con­
fronted with a whole domain of inconsistent and incoherent data which 
cannot all be assessed. An appeal to a scientific principle can reduce the 
complexity of the issue. In this way we can make an issue suitable for 
research. So analogies and authoritive appeals state the possibility to do 
research in new domains and to anticipate the relevance of data which are 
still to be gained. 

We have seen that the arguments put forward do not actually effect 
each other but only articulate the epistemic uncertainty of the new field. A 
counterfactual argument is the only means at our disposal, to doubt the 
plausibility of a claim. This argumention form can force us, sometimes in 
the form of a reductio ad absurdum, to reconsider the premises of our 
arguments. In an epistemic discussion the molecular biologists make, for 
example, instance an appeal to the principle of adaptation in evolution­
theory: "Pre-existing organisms compete successfully with genetic engin­
eered organisms in the environment because the former are better adapted 
to the environment". The ecologist can challenge the plausibility of the 
claim of the molecular biologist with a counterfactual argument: 
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Suppose: it is correct that pre-existing organisms compete successfully 
it follows: if pre-existing would compete successfully then it would be 
impossible for engineered organisms to persist 
but: genetic engineered organisms are designed to have a function in the field 
and therefore they obviously can not be out competed too soon 

so: it is plausible that for genetic engineered organisms to be of any use, they 
must at least persist to some extent. 

It may, in the case of counterfactual argument, be easier to demonstrate 
that we have to deal with plausibility claims. It does not make sense to 
judge the conclusions of a counterfactual argument in terms of truth condi­
tions. In a counterfactual we do not start with a proposition but with a 
presupposition which is announced by: 'let us suppose that' or: 'suppose 
for the sake of the argument that.' In a counterfactual argument we could 
even start with a premise which involves the knowledge-claim of a whole 
theory: let us presume this theory is true. In the case of epistemic uncer­
tainty, we are most likely to encounter this kind of argument. The imagin­
ation of experts, oriented to (subjunctive) thinking of what might happen, 
is challenged by the unknowns of the issue. Plausible arguments, which 
are neither inductive nor deductive, do not feature qualifiers5• Qualifiers 
normally, depict the conditional character of truth claims. Yet, in the 
context of plausible reasoning they do not make sense. We cannot say that 
something is presumably plausible. We can neither say that something is 
generally nor that something is obviously plausible6 • These remarks rein­
force our intuition that 'plausible' unlike true is not a special predicate of 
statements but rather of knowledge-claims. 

In epistemic discussions we have to make use of the weak arguments 
mentioned above. They are more or less indicators for a fundamental lack 
of knowledge. They all have a function in the acquisition of knowledge, 
especially in the context of controversial knowledge-claims. It is important 
to notice that these arguments can not establish conclusions. They are 
brought forward to make plausible and promising proposals, still in need 
of further investigation. 
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1.2.2 Prospective plausibility claims 
On the basis of analogies and authorative appeals to scientific principles 
expectations having the appearance of predictions can be made. Molecular 
biologists; e.g., appealing to the principle of adaptation in the theory of 
evolution claim, for instance, prospective plausibility for the assertion that 
genetically engineered organisms when released in the environment cannot 
overcome the pressure of selection of already existing organisms. Ecol­
ogists, however, maintain that on the basis of their experience with the 
introduction of new species of plants we have to consider similar unfore­
seeable catastrophes as had occurred with the introduction of exotic plants. 
The claim to predictions (in the theoretical scientific sense of the word) 
can only be made under conditions of presl,lmed valid knowledge. This, 
however, is not the case since only plausible principles are available which 
still have to be found acceptable in this new field. This important 
epistemelogical difference has real pragmatic consequences. The corrobo­
ration of predictions can be seen as a test of the law-like statements 
involved, and, would then count as an element of a discourse about truth. 
On the contrary incomparable prospective plausibility claims can in the 
long run only be qualified as pragmatic selfconfirmations of their own 
special paradigms. The competing plausibility claims of course refers to 
the same subject matter but cannot be related directly to each other, and, 
what is more, the non- confirmation of a prospective plausibility claim can 
have no falsificationary value7• According to my opinion the examples as 
well as facts incidentally introduced in arguments and having an illustrative 
function only, should be seen in a similar way. They have no fal­
sificationary power they rather justify the attempt to investigate the same 
subject matter from different authoritative points of view of the different 
scientific disciplines in question. Figure 1 represents a view of the struc­
ture of an epistemic discourse. 

1.2.3 The definition of problems by the experts and the inconsistent 
recommendations to the public and the political arena 

Ecologists and biotechnologists put forward different recommendations to 
politics in accordance with their particular scientific argumentation. Bio­
technologists advise that a no particular regulation of the new technique is 
necessary: the existing control of the traditional methods for plantbreeding 
guarantees sufficient certainty given the analogy with natural and traditio-
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nal processes for breeding. The advice of ecologists is found by their ar­
gument on the data that a prediction as regards the ecological effects of a 
release into the environment is impossible in principle: new tests should be 
developed to investigate the products of genetic technology with respect to 
the case in question. Both scientific groups demand a 'science regulated 
policy' but put forward unavoidable incompatible assessments of the prob­
lem at hands. Ecologists define the problem as being a new problem while 
biotechnologists maintain their own principle everything always remains as 
it has been. 

Figure 1 The structure of epistemic discussions 

prospective prospective 
plausibility ~ ? plausibility 
claims \; j claims 

examples examples 
facts facts 

M_ /' ~ ~'We~~. 
counterfactual argument counterfactual argument 

authorative appeal analogy 

discipline A diScipline B 

Moreover the biotechnologists propose that decisions be made in 
accordance with available information whereas ecologists believe that a 
new definite decision can only be made after new knowledge has been 
acquired. 
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1.3 Epistemic discussions within the context of contemporary 
political decision making 

In justifications of decisions in policymaking we without any doubt mostly 
employ a form of argumentation which could be reconstructed in terms of 
the well-known model of rational decision making. The idea of scientific 
agreement as the foundation of a rational policy could be found in the 
model of rational decision making which e.g. forms the basis of cost­
benefit analyses. In this model we start with given problems where the 
policy maker has at his disposal clearly defined aims of policy. Besides 
this, he also has available a list of alternative means whereby each of these 
aims could be realised. His choice of means is based on specified rules of 
preference and selection. Scientific information occupies an important 
position in this model since it determines the possibility of realizing the 
aims of a policy and the effectiveness of the means. The quality of a policy 
is expressed in terms of effectivity and efficiency. The ideal conception, 
forming the basis of that rational model of decision, rests on the assump­
tion that an agreement (consensus) amongst scientific experts guarantees 
the quality of the policy. 

These important assumptions cannot be made when we would have to 
make an appeal to information borrowed from an epistemic discussion in 
science. Against the background of epistemic discussions there appear the 
uncertainty of our present knowledge: the principal incompleteness of the 
information and the inconsistency of the data. The scientific information 
can now constitute a strategic source which, dependent on the different 
political options, could be interpreted differently. Within this context of the 
contemporary political decision making and the epistemic discussions we 
can find the following phenomena whereby the inadequate rationality of 
societal actions could be catalogued. 

1. An inadmissible translation of the data from an epistemic discussion to 
expressions having truth functional or probability characteristics (or the 
translation of illustrative data in proof, or the transformation of dangers in 
risks)9. This can be seen, e.g., in the case of the translation of plausible 
knowledge claims to predictions with probability characteristics. Such 
'probabilities' must t~en, again and again, be adjusted to suit new events, 
states of affairs, and catastrophes. This insight is generally acknowledged 
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after the Chernobyl event. In our example of genetic engineering the data 
of field experiments have to prove the safety of genetic engineering. 

2. In a particular policy preference is given to a discipline that can provide 
facts (data). The hypothetical dangers formulated by opposing scientific 
disciplines do not sufficiently flow into the process of decision making lO • 

The emphasis on the inadequacy of our knowledge constitutes a loss of 
scientific authority for that particular discipline rather than a problem for 
political decision making. The discipline which accords with the subjec­
tive preference of the policy maker is the winner (decisionism). In Europe 
we come across the remarkable situation that what is dangerous in Den­
mark (a stop (moratorium) on the deliberate intentional freeing of geneti­
cally manipulation organisms) is regarded as inquestionable in Italy (the 
absence of any control; at least depending on an eventual EC control). 

3. When an epistemic discussion attracts the attention of the general public 
the result is a quite often an unproper politicising effect on scientific 
debate. This can be shown on the one hand in the irrational struggle con­
cerning the data: interest groups look for support from experts who share 
their political objectives. On the other hand one reacts affirmatively on the 
presuppositions of the model of rational decison making ll : as long as the 
controversy continues, there will be no decision. Depending on the politi­
cal preferences one feeds a controversy with explosive new data or one 
tries to escape scientific dissent. It can also be the case that interestgroups 
call for political decisions, whereas in the policy making process one refers 
to a controversy in order to delay decisions. I do not want to reinforce the 
wide accepted notion that in the case of controversies, interests come into 
play. I rather want to stress a point what should be important for a theory 
of society, the fact that science has become a resource for strategic action. 
It looses its functional authority. This means that science looses its func­
tion of unburdening societal actions from (unnecessary) discussions. In the 
policy making process a contradiction arises: an appeal to science seems 
necessary (because of the complexity of the issue), but is not possible 
(since there is a controversy) and what is impossible (an appeal to a source 
which can provide authoritive data) becomes necessary. 

4. The sequence of the actions in the policy: collecting the facts before 
making the decisions leads to a situation where scientific unsolved or 
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unsolvable problems do not appear on the agenda. Science is put under 
pressure to produce hard facts and, that, in those fields where we cannot 
expect them to do that. What is wanted are 'one handed 
scientists'(Rip,Groenewegen 1988, p 149-172) 

5. The scientific debate amongst disciplines for claiming acknowledgement 
and authority as regards a new field of research is threatened to deteriorate 
into public campaigns for recruiting declarations of sympathy. Biotechnolo­
gists promulgates the promises and blessings of the new technology while 
ecologists do the same for a threatened environment. 

6. Even the legal system seems to be unable to cope with the problems. 
This is apparent from the following: 

a. The principle of the causal agent (blame) cannot be applied. Eventual 
"actors" nor "victims" can be identified when using the new technology. It 
is, e.g., impossible for a victim of the Chernobyl disaster in Europe to go 
to a court of law and claim that the disease from which he is suffering has 
been caused by nuclear radiation. 

b. Legal norms can no longer be controlled in practice. (The observance of 
standards is often the result of informal agreements (and negotiations) 
between public authorities and individuals. In some cases legal norms 
cannot even be defined. In most of the western countries the admissibility 
of the maximum amount of radioactive radiation in the vicinity of nuclear 
reactors is determined by what laws concerned with atomic affairs refer to 
in terms of 'the most recent state of affairs in science and technology'. 

c. The legal system can no longer fulfil a normative role as regards the 
admissibility of technological actions. this is very well illustrated in a 
judgement of the "Bundesverfassungsgericht"(supreme court) in Germany 
concerning the controversy about the Kalkar plant: "It is not the duty of 
the lawgiver to determine the possible kinds of risks, factors of risk, the 
methods to determine such, or, fix the limits of toleration". It is obvious 
that the judge has shifted this problem to the realm of politics( Wolf, 
1991). 
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d. The conflicts in society cannot be settled under the conditions of the 
equality of power of a judicial judgement; it is left to a social unequal 
power struggle where human beings depend on the responsibility of indi­
vidual citizens. This is a difficult and in the future undoubtly unrealizable 
task due to the fact that the risks of the new technologies can no longer be 
observed by the individual citizen. 

Against the background of these phenomena there arise the problems of 
legitimacy confronting the planning state who, on the one hand, can no 
longer agree with the definitions of problems of interestgroups, and, on the 
other hand, does not know how to cope with the disapproval of the over­
powering processes of innovation about which the citizens cannot make 
decisions. The problems of legitimacy is partly compensated by the ten­
dency of public management to negotiate with different groups in society. 
Examples are to found in the representation of such groups in the councils 
of health and environment. I do not expect spectacular results from mutual 
concessions reached during the negotiations since such concessions nor­
mally arise wtihin the framework of strategic actions and unequal condi­
tions of power. It is far more important to note that on this road the 
question concerning the way to solve by means of a justifiable procedure 
the historical new problem of making decisions under conditions of scien­
tific uncertainty is abandoned. The fact that we do need a procedural 
solution is apparent since there does not yet exist an accepted institution in 
society that could determine which actors in what way would participate in 
the decisionmaking within the context of scientific controversies. In the last 
paragraph I will try to show that the use of a procedural process applied to 
such problems would generate the general framework for a justifiable 
solution. In this way the problematic phenomena (mentioned under 1 
and 6) could be eliminated. 

1.4 A discursive procedure under the conditions of 
administrative law 

The socalled "discourse ethics" could provide an understanding of the way 
to answer questions about just procedural solutions without getting stuck in 
ethical partial criticism of technology (from abortion to nuclear energy) or 
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the dogmatic unwillingness to make certain values subject of an argumenta­
tive test. Within discourse ethics one argues that a material ethics main­
taining that one could, for once and always, prescribe norms cannot be 
founded on arguments. History has taught that our ethical and scientific in­
sights have, time and again, been shown to be fallible, and, that those 
insights had to be revised in the light of new situations and problems. The 
validity of norms can no longer be derived from sources that have been 
regarded as infallible. The validity of norms should rather be sought for in 
the free mutual acknowledgement of these norms by (potential) discussion 
partners as this could only be found in discussions. The conditions for the 
acknowledgement of norms is, therefore, of the utmost importance (as a 
matter of fact this is true for all procedural theories of justice and democ­
racy). In one particular sense we could put the case that the conditions for 
a discussion are simultaneously the conditions for a rational agreement 
(about norms). In the light of our question about the way to reach an 
agreement about policy, given the background of epistemic discussions, we 
can make a list of some conditions which have to be fulfilled in discursive 
procedures. 

1. In the analysis of the structure of epistemic discussions we have to 
establish the idea that there should be an acknowledgement of scientific 
disagreement. It is not reasonable to expect that scientific experts on 
the basis of scientific insights will be in agreement in the near future. 
This means that in procedures concerned with policy one sided partici­
pation of scientific experts cannot be justified. 

2. The problem of legitimacy cannot be solved if some of the possible 
parties concerned with the politic process are excluded. Another condi­
tion is that all parties should have equivalent roles 12 • Experts should 
therefore only be allowed to supply information for the discussion and 
should not have an advisory or determinative function as regards pol­
ICy. 

3. Decisions having irreversible consequences for non-identifiable groups 
or future generations who are not able to participate in the discussions 
should carry the burden of a heavy legitimacy and should, if possible, 
be evaded. 
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Discursive procedures implies that those norms will be rejected which 
seems to exclude the universalisable interests in anticipation. In discur­
sive procedures the norms are not grounded, but selected negatively. 

4. All relevant aspects of the problem should be dealt with within the 
framework of a discursive procedure. Next to the eventual scientific 
problems field the following are also relevant: 
ethical questions such as: what options are desirable? (in general: how 
do we want to live?) 
moral justification such as: what norms should in the interest of all be 
included (e.g. questions about the division of risks in the society) 
questions about justice: What (social and technological) aims should be 
promoted or limited within the framework of the rules of law. 
(Example: should biotechnological research be controlled by legal 
means?) 

During the short history of technological policy in the Western countries 
we find a few proposals to develop procedures of this problemfield. Dur­
ing the seventies there were heated discussions about a Science Court 
(especially in the United States). The idea being an occasional body where 
scientists from different fields could act as judges in order to reach agree­
ment, however, with the promise that normative aspects should be kept out 
of the discussions. This idea however was never realised in an institution. 

In the light of our foregoing analysis such a body would not be able to 
contribute towards the solution of the controversies since the procedure in 
question is based on the assumption of an agreement amongst scientists if 
the normative aspects are set aside. That this was an illusion became evi­
dent very soon. Another form of developing procedures, however, was 
institutionalized. This took the form of the so called Technology Assess­
ment. Initially this implied the establishment of an instrument of planning 
where the expected effects and side-effects of technology could be mapped 
and used as input in the process of making a decision. In this case the 
possibility of a rational consideration of the pro's and con's of technology 
was the guiding light. An Office of Technology Assessment was set up as 
early as 1973 in the United States. This office is an advisory board for the 
American Congress. In some European countries there exist similar 
offices; in the Netherlands, e.g., since the middle of the eighties. That 
office can give advice to the Minister either voluntary or by request. This 
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development of a procedure could be seen as the first attempt at institu­
tionalizing since it aimed at an actual and democratic guidance and control 
of technology. This essential element, however, hardly manifests itself in 
the real functioning of these offices. This is not possible due to the fact 
that an 'evaluation' of technology always comes to late. The public infor­
mation on new technologies only starts moving when the products of the 
new technologies have been realized. Moreover, the information on the 
new products are, quite often, too limited by patent laws. The six phenom­
ena mentioned under 1.3 do not seem to be eliminated by the presence of 
Asessmentoffices (certainly not in their present form). What is more, there 
is no acknowledgement (at least not of the nature of a procedural acknowl­
edgement) of any scientific uncertainty or scientific dissent. Asses­
smentoffices seem, as far as a commissions for interdisciplinary research 
are concerned, to anticipate agreement amongst scientists. Epistemic dis­
cussions are, ultimately, analyzed in terms of conflicting interests. This 
leads to the loss of the possiblilty to select on the basis of universalisable 
interests. Not with standing these remarks, the Dutch office, for example, 
has contributed towards a social learning process which could develop in 
the direction ofa discursive procedure. From this point of view the office 
has a social function. Social groups could approach the office to make 
known their desires and need of information. It would, however, be an 
essential improvement if all the discussion parties involved could be 
granted equal power in a discursive procedure. In order to achieve this, 
however, the necessary change as regards administrative law has to be 
introduced. The conditions for a discursive procedure should be legally 
settled and, above all, the rights and duties as regards the distribution of 
information should be installed. The policy process would then no longer 
be of a evaluative nature; it will become constructive in the form of a 
continuous interaction between, the providing of information, exchange of 
information and determination of policy. In such a policy process real 
democratically controlled learning processes with technology could be 
implemented, - and last but not least - mistakes could be restored. In any 
case it is plausible that the phenomena mentioned under 1.3 could be elim­
inated. 
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Notes 

1. Epistemic plausibility is, on the one hand, related to plausibility on plausible 
arguments which are neither deductive nor inductive. They do not answer to the 
traditional formal-logical claims. On the other hand epistemic plausibility is 
related to the plausibility of assumptions and premises having a non-propositional 
structure( see also Rescher 1976). The plausibility of conclusions does not rest 
on the presupposed truth of the premises, but acquires its authority from the 
reliability of the sources of knowledge to which can be appealed. The plausible 
arguments referred to, by me, are up to now as far as I know the only expliticati­
on of Rescher's insight. 

2. Many problems in the traditional philosophical theories about truth are, to my 
mind, founded on a confusion between reference to truth and reference to expe­
rience; or, to put it in modem terms to the confusion of discourse- theoretical 
truth and epistemic plausibility. Peirce who explicated the concept of plausibility 
, offered a starting point for a solution. Those authors who work in the tradition 
of Peirce, however, make either an absolute claim of epistemic plausibility 
(Rescher) or an absolute claim of discourse theoretical truth (Habermas, 1973). 

3. See especially: Brill, W.J., Science, vol 227, 1985, 381-384; Colwell, R.K., et 
al., Science, vol 229, 1985, page 111 and Davis, B., Science vol 235, 1987, 
page 1329. 

4. This would, of course, not be the case where it concerns conflicting claims on 
truth. Accepting a truth-claim does require the refusal of a conflicting claim. The 
plausibility of knowledge-claims, however, is only touched by the paradigmatic 
internal coherence of particular assumptions and statements. There is a class of 
theoretical linguistic differences which cannot be explicated here. Intuitively, it 
should be clear by now that plausibility and truth do not have to converge. 

5. This includes the abductive conclusion, not mentioned here. 

6. This idea is missing by Toulmin (1958,1984) 

7. The claim that the structure of explanations and predictions are identical has been 
dropped after a debate which lasted for two decennia (see H. Lenk (1986). 
Stegmiiller (1969) already differentiated a list of 30 different types of predicti­
ons. The structure of prospective plausibility claims has not been revealed up to 
now. 
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8. Occasional attempts have been made at a solution in the form of interdisciplinary 
research. The experts, then, argue unendlessly about which disciplines should 
participate in the research. 

9. For the transformation of dangers in risks see Evers, Nowotny (1987). 

10. In the policy making process one cannot deal with the concept of hypothetical 
risk either. See Kollek (1988, p 34). 

11. I do not mean that one, in the political realm, actually explicitly turns to the 
normative model of rational decision making. I only assert that the empirically 
founded arguments in the policy making process could be optimally represented 
in this way. 

12. (Kettner has explicated a number of other conditions, see chapter 7 this volume). 
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2 CONTROVERSIES ABOUT RISKS AND THEIR RELA­
TION TO DIFFERENT PARADIGMS IN BIOLOGICAL 
RESEARCH 

Regine Kollek 
Institute for Social Research, Hamburg 

2.1 Introduction 

Science-based complex technical processes and/or their products like radio­
active isotopes, halogenated carbohydrates or genetically engineered organ­
isms are often characterized by the fact that their specific risks may in­
volve potentially disastrous and/or irreversible consequences. Another 
feature of such technological systems is that there are no clear cut boun­
daries between research and technological development, since development 
becomes a scientific strategy, which extends science beyond the laboratory. 
The applications of such technologies or their products therefore have an 
experimental character, which makes it on the one side impossible to 
accurately estimate the probability of failure of such systems and their 
safeguards on theoretical grounds. On the other side, due to the presumed 
low probability of failure it could be impossible to empirically confirm 
preliminary estimates in practice. (Weinberg 1972) Moreover, because of 
the high consequences of failure, testing by trial and error of such technol­
ogies poses an inacceptable high risk to the human population and to the 
environment. That is why this type of risks was called "hypothetical" 
(Hafele 1974), in contrast to the "empirical" risks of more traditional tech­
nologies, which can be verified without inacceptable consequences. 

To date, the discussion about hypothetical risks has focused on enhanc­
ing the calculation of probabilities, on questions of containment and on the 
acceptability of long-term impacts or so-called "residual risks" (Restrisi­
ken). However, this approach does not take into account that although 
probability assessments are essential to making engineering decisions about 
competing designs or alternative materials, they are not the only factor 
which influence societal technology choices. In fact, they may even be 
largely irrelevant. (Rayner, Cantor 1987) Furthermore, emphasising 
probabilities may obstruct the very specific characteristics of hypothetical 
risks. An understanding of these characteristics is needed however, in 
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order to make rational decisions about the acceptability of technologies 
which carry this type of risks. 

In this paper I will try to elaborate some of the characteristics of hypo­
thetical risks and their intimate relationship to science based technologies. 
This complex relationship is approached on a very fundamental level. 
Starting with one of the most intensely debated fields of modern science, 
with molecular biology and its application in genetic engineering, the 
hypothesis is put forward that new uncertainties and risks are generated not 
only within the context of application of scientific knowledge and tech­
nological development, but rather have their roots in an earlier phase, in 
the "context of discovery" and the theoretical-experimental basis of such 
high technologies itself. Thus, my colleagues W. BonB, R. Hohlfeld and I 
have proposed a junctim between the "experimental philosophy" of science 
and the "philosophy of risk assessment" of science-based technologies. 
(BonB et al. 1990, 1992) In support of the notion that new uncertainties 
and risks are generated by science itself, I shall specify some aspects of 
genetic engineering and its epistemic background, in order to demonstrate 
the relationship between scientific methodology and the generation of 
hypothetical risks. Finally, some conclusions are drawn from this analysis 
for scientific an public discourse on risk perception and acceptance, and 
some suggestions are made, how this could be transformed into research 
and policy strategies, which may create new or alternative options for 
science and society. 

2.2 Perspectives in risk assessment 

By the help of molecular biology and gene technology, organisms are 
being developed with genetic information and phenotypic properties which 
they previously did not possess. It is this novelty, which is the basis of the 
scientific and industrial usefulness of transgenic organisms, and which 
makes genetic engineering and its products so interesting for a whole range 
of applications. And as it will be shown, it is precisely this novelty which 
contains the risk. 

In microbiology and biotechnology, the classification of ordinary mi­
croorganisms is conducted on the basis of known levels of safety and dan­
ger for humans as well as for laboratory and agricultural organisms, reflec­
ting longstanding empirical proof, and is not, therefore, based on theoreti-
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cal considerations. This concept has also been applied to work with organ­
isms which have been altered by means of genetic engineering. For ex­
ample, the european and german regulations for the contained use of re­
combinant organisms and the deliberate release of such organisms require 
an assessment of the recombinant phenotype. But since there are only 
limited means available to fully assess the phenotype of such an organism 
without releasing it into the environment, in the actual practice of risk 
assessment it is often assumed that a recombinant organism does not pose a 
higher risk compared to the original host organism, plus the specific risk 
potential of the foreign gene which has been introduced. Such a classifica­
tion is thus based on the addition of the characteristics of the host organ­
ism and those of the transferred gene, the so-called "additive model". 
(Kollek 1988a, 1988b) According to this view, the phenotypical character­
istics of an organism are seen as the result of the sum of its genes. The 
addition of a specific gene causes, at most, the addition of the traits coded 
for by the transferred gene. 

According to this understanding, the gene is a discrete unit and a car­
rier of information which is independent of the organism or the specific 
genetic background, that is of context-independent information. Seen from 
this perspective, one would not expect organisms to develop surprising or 
unknown traits by the transfer of genes with known nucleic acid sequen­
ces. Although these basic principles of risk assessment are accepted widely 
by legislative and executive bodies, for many biologists and environmental­
ists it is highly questionable, whether this model, based on a combination 
of empirical evidence and specific theoretical premises about the nature of 
genes, can be applied to genetically engineered organisms. To their opin­
ion, such a model can at best, be used as a base for risk assessment in 
cases in which complexity is low and the interconnections of different 
systems and levels of complexity are limited. This is, for example, the 
case when manipulated organisms are used in controllable surroundings 
with a low level of variation, e.g. within the physical containment of a 
biotechnological production unit. Such a perspective becomes problematic 
however when complexity and interactions are high. This is the case when 
transgenic cells or organisms are deliberately or accidentally released into 
the environment, and when the biological effects of the transferred nucleic 
acids unfold in epigenetic and ecological contexts .. 

This controversy about the premises of risk assessment and their practi­
cal consequences have been one of the main issues in the public debate on 
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genetic engineering during the last years. In order to elucidate the prob­
lems related to different perspectives and models, I want to discuss some 
of the terms which are of critical importance for the definition of biologi­
cal risks. 

2.3 Controversial concepts of the relationship between 
genotype and phenotype 

One of the most challenging task in molecular biology is to understand the 
relationship between changes in the genetic material and the phenotype of 
the recombinant organism. Furthermore, the relationship between phenoty­
pic properties on the one side and the occupation of a specific ecological 
niche on the other side needs to be known, in order to make as reliable 
predictions as possible about the interactions of the transgenic organism 
with the environment or its components. They are therefore most relevant 
for the description of the characteristics exhibited by transgenic organisms, 
and the risks associated with genetic manipulations. 

An indispensable prerequisite for approaching these complex relation­
ships successfully is the elucidation of the gene concept. Today in mole­
cular genetics, the term "gene" refers to a piece of DNA, which can have 
different functions and different structures. But although such a "realistic" 
concept, which refers to the gene as a materially existing entity, is the 
most prominent in molecular biology discourse, it is not the only and 
probably not even the most convincing concept. It competes with an "idea­
listic" or "theoretical" concept, which regards the gene as an instrumental 
unit or an intellectual device to organize data. (Falk 1984) But even if one 
considers only the "realistic" concept, things are not easy at all. A gene 
for example can be a regulator for gene expression or be translated into a 
protein. Genes also can come in pieces and jump around in the genome. 
Although many characteristics of an organism are explained as being a 
result of a definable relationship between a gene or certain genes and 
phenotypic traits - let it be a relationship of one to one, or one to many, or 
many to one - many others do not follow these simple rules. For example, 
the expression of a gene and its effect on cell physiology may depend on 
their chromosomal location and their neighbours along the chromosomes. 
This phenomenon is called "position effect" (Sturtevant 1925), and it poses 
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a challenge to the "discrete gene concept", which has not been solved 
satisfactorily to date. (Falk 1984) In spite of the elucidation of the mole­
cular structure of many chromosome segments, knowledge of the sequence 
and the biochemical make-up of DNA or of a specific protein therefore 
does not - or at least not in all cases - allow to infer which function a 
particular gene or protein will have in the cell, or how the activity of that 
protein will affect the physiology of the respective organism, or its interac­
tion with other organisms or environments. (Kollek 1988a, Nagl 1992) 
These findings support the notion that an "additive" approach is neither 
sufficient to predict the functions of a specific DNA segment in a cell or 
an organism, nor is it capable of describing fully the phenotype of a cell or 
an organism, or its interactions with the environment. 

Without going into more details, one can say that today, there are 
divergent views of how the relationship between genotype, phenotype and 
ecological niche should be conceptualized. Risk assessment therefore is 
confronted with a dilemma, which can be described as follows: on the one 
side, the "additive model" makes it relatively easy, to categorize a certain 
experiment or transgenic organism into a specific risk group, by summing 
up the properties of the parental organism and the transferred gene. On the 
other side, it carries the disadvantage of not grasping specifically the 
phenotype of the transgenic organism. A "contextualistic" or ecological 
model however, which takes into consideration the contextual relationships 
between genes, and genes and environment, would require extensive 
research to empirically evaluate the actual phenotypical properties of the 
altered organism. 

Whereas the second approach complicates and lengthens the risk assess­
ment procedures in a way that is said to be unacceptable for industry, the 
first model leaves the interactions of the scientific object with open systems 
out of scope. These divergent positions reflect on the one side different 
policy strategies in evaluating the risks of transgenic organisms. But on the 
other side, they also reflect epistemic controversies. Although the problem 
of how to conceptualize the relationship between phenotype and genotype 
was reformulated in the context of genetic engineering, it is not new: it 
exists in the scientific discourse since the beginning of modern genetics. 
(Falk 1984; Levins, Lewontin 1985; Sattler 1986) 
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2.4 The epistemic background of experimental science and 
the limits of experimental knowledge 

To understand the practical relevance of such epistemic controversies, it is 
necessary to recall the rules and procedures of experimental science, which 
were designed in order to optimize the process of scientific inquiry. Since 
many natural phenomena and events are of tremendous complexity, their 
underlying principles cannot be discovered by observation alone. The 
introduction of systematic experimentation as a methodological principle 
into biological research helped to overcome this problem. In the course of 
an experiment, objects are withdrawn from the real world complexity and 
examined under controlled conditions, where they can also be exposed to 
specific factors and influences. This "methodological reductionism", which 
is a basic requirement for scientific understanding, helps on the one side to 
describe isolated phenomena and their properties more precisely. But on 
the other side, it also excludes complexity and coherences and can there­
fore be described as a process, which enhances and restricts perception at 
the same time. (BonB et at. 1992) 

Reduction of complexity for the sake of a more precise recognition of 
isolated phenomena is not per se problematic, at least not as long as 
scientists are aware of the fact that this kind of reductionism is a prerequi­
site of scientific perception and therefore an implicit part of the object 
itself. But when experimentally altered objects (like genetically engineered 
organisms) are released into the environment, it has to be considered that 
data obtained under restrictive conditions show only those aspects, which 
were not excluded by the practical or theoretical presumptions of the 
experiment. Reductionism therefore becomes problematic, when natural 
phenomena are reduced to theoretical models, which select some aspects 
and regard them as more important than others. This kind of "theoretical 
reductionism" reduces the phenomena to that what is seen under the theor­
etical and practical premises, e.g. in the context of laboratory science, 
which systematically abstracts from contexts beyond the laboratory walls. 
During this process of "de-contextualisation", phenomena are looked at 
under specific "boundary conditions", which prescribe, what can be seen 
and how it can be seen. (Polanyi 1969) 

Today these principles of experimentation are also applied to cellular 
and molecular biology. Following the paradigm of theoretical and 
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methodological reduction of complex phenomena to ever more simple 
elements, experimental approaches in molecular biology concentrate on the 
elucidation of molecular mechanisms within cells and the genetic base for 
these mechanisms. Through the exclusion of preceding contextual relation­
ships, objects and phenomena are stripped of seemingly superfluous, 
unnecessary or undesired complexity, which hinder the identification of the 
"real nature" of the object or process in question and the rule, by which it 
is governed. Thus contextual relationships themselves are not in the scope 
of scientific inquiry. Due to this selectivity, the rules of scientific reason­
ing and experimentation thus prescribe, what can be perceived by scientific 
means, and what has to be excluded from the experiment. Therefore, they 
implicitly define, what is relevant to science and what is not. 

This canon of methodological rules was defined by the philosophers of 
the enlightment and their followers in order to rationalize scientific dis­
course and to confront what was perceived as "wild speculations" about 
natural phenomena with a systematic search for truth. Conclusions drawn 
by means of scientific logic and methodology were claimed to be true and 
objectively given. But today, we have to put this contention more precise­
ly: by scientific methodology, phenomena are isolated from their context, 
and coherences are excluded. What we learn by laboratory experiments 
therefore does not represent knowledge about "real" nature, but rather 
knowledge about experimentally manipulated objects. The part of nature 
studied this way, has actually been re-created in an artificial world, which 
is structured by man-made rules. Scientific statements are thus relevant at 
first for that what can be grasped through scientific methodology and the 
technical instruments which have been employed. They do not directly 
apply to the behaviour of the object of study in the world outside the labo­
ratory. Furthermore, different methods describe the object of study from 
different perspectives and thus produce different images of reality. 

This does not mean that we can not achieve a close approximation of 
an understanding of reality through systematically searching and asking 
questions, complemented by historical and practical experience, so that we 
are able of building instruments and production units which function. The 
interpretation of science - as it is formulated here - as a strategy to acquire 
instrumental knowledge does not question its powerfulness, its precision or 
its successes with regard to the construction of new effects and products. 
However, it shows that hypotheses used as a starting point for the formula­
tion of questions about nature and rules and methods which are intended to 
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help in answering these questions, do not reflect nature as such, but 
emerge in specific historical, institutional and social contexts and are sub­
ject to social change. These rules structure the framework of experience 
and action by scientists. The structuring is effective with the help of diffe­
rent mechanisms, among them for example specific lines of questioning, 
special technical instruments, patterns of action and of perception, as well 
as a specific language and a body of knowledge which accumulates in the 
course of time. These mechanisms stabilize what Thomas Kuhn has called 
a paradigm, which can be defined as a system of laws which determines 
what kind of questions are acceptable, which strategies of answering these 
questions are considered scientifically sound and which are not. It repre­
sents a semantic context, which allows the interpretation of empirical 
phenomena, and defines a framework within which normal science takes 
place at a certain time. (Kuhn 1967) Theories thus are not neutral in their 
relationship to natural phenomena, and what we observe experimentally is 
influenced by the questions asked and the instruments used. 

The process of de-contextualization represents a fundamental scientific 
principle. Defining contexts of not being relevant and using restrictive 
conditions is on the one hand the prerequisite for the success and effi­
ciency of the control and manipulation of scientific objects. But on the 
other hand, it is also tightly linked to a loss of predictability of its behav­
iour in open systems. De-contextualisation therefore is intimately con­
nected with the generation of uncertainty and risk, once the altered objects 
leave stringently controlled environments. In establishing this junctim 
between the "experimental philosophy" of science and the "philosophy of 
risk assessment" it is therefore argued that preexisting environmental and 
semantic - that means conceptual - contexts must be taken into account as a 
necessary, but not sufficient prerequisite for risk assessment of genetically 
engineered organisms and products. 

On the grounds of this specific description of the very fundamental 
characteristics and limits of experimental knowledge, it is now possible to 
come to a more precise understanding of its consequences, once it is 
applied beyond the rationale of restricted systems. Since in the process of 
experimental and theoretical abstraction natural objects are stripped of their 
environmental and semantic contexts, concepts formulated on the basis of 
laboratory experiments are not sufficient to predict the complex interre­
lationships of these objects when they enter the world outside the labora­
tory and are confronted again with complexity and contingency. 
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Today, organisms which are genetically modified on the basis of 
experimental knowledge are being released into the environment. At pre­
sent, their number is still relatively small, but the problem of predictability 
becomes more significant when large scale applications of such products 
takes place in the future. Released organisms may not behave as assumed 
on the basis of laboratory or small scale studies. In some cases, they may 
not be able to establish themselves in the environment and die off; in 
others they may cause small or large scale damage. It is questionable, 
whether such applications or involuntary releases for example from 
biotechnological production plants will be reversible in every case. Since 
they are done on the basis of restricted knowledge, they are in fact experi­
ments in the environment and with the environment, as Krohn and Weyer 
(1989) and other authors have pointed out. 

2.5 Conclusions and consequences for scientific and political 
discourse 

The following consequences can be drawn from this analysis for scientific 
and political discourse: 

1. Mastering natural phenomena is the philosophical ideal of modern 
science and the direct manipulation and synthesis of natural objects repre­
sents the highest stage of experimental and theoretical progress. "Thus the 
will to dominate nature leads to a perspective of interpreting and manipula­
ting nature, in which nature itself represents the essence of availability." 
(Kaulbach 1990) But as we have seen, the controllability under restricted 
conditions, which is an indispensable requirement for directed manipula­
tions is tightly linked to uncertainty, once the altered objects leave the 
laboratory and enter the complexity and contingency of the "real" world. 
Many examples are known, where this newly created uncertainty was tran­
sformed into risk; hypothetical scenarios of unknown probability became 
real and had catastrophical consequences. Today's ecological problems, 
being caused at least partially by science based technologies and their 
products, demonstrate that the concept of domination over nature starts to 
brittle in the very moment, when mastery of natural phenomena seems to 
become perfect by the manipulation of life itself. What can be learned 
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from this is that decisions about specific theoretical and methodological 
approaches to natural phenomena are not only decisions about new ways to 
understand and to manipulate natural phenomena, but also about the way 
we constitute our theoretical and practical relationship to nature. And they 
are not only decisions about future benefits, but also about future risks. 

The first conclusion which can be drawn from this is that the choice of 
a specific scientific perspective, that means the decision about what is 
included and what is excluded from our analysis of natural phenomena, is 
not only a scientific but also an ethical issue, and therefore must be que­
stioned with regard to long term consequences for nature and society. This 
needs to be realized if we want to depict the relationship between science 
and morality, because it shows that value questions do not appear only in 
the course of application, but already in the course of generation of mod­
ern biological knowledge. 

2. Regional or global health or environmental problems are in general a 
result of multiple, interwoven factors and/or developments. When scientific 
experts analyse such situations, they tend to define them according to well­
known scientific patterns, so that the application for example of specific 
methods like genetic engineering appears essential. The perception and 
structuring of problems therefore is quite often already shaped by profes­
sional and personal points of view, methodological skills and political and 
social preferences. But it is not only that the presentation of an issue can 
be biased by professional and individual preferences. Moreover, one 
should be aware that due to their complex structure, which does not con­
tain only scientific, but also social and political elements, real world phe­
nomena cannot be adequately described by the terminology of natural 
sciences only. 

Since it is known that different people - starting from various lifes and 
professional or personal experiences - have different perceptions of a situa­
tion, the analysis of a problem and the presentation of its results should 
include as many perspectives as possible. Such a pluralistic presentation is 
required as a necessary step prior to decision making, in order to ensure 
that the important aspects of a problem are recognized, and that possible 
consequences of a specific strategy are evaluated from a plurality of posi­
tions. An exclusive reliance on speoialists from for example the natural 
sciences is at risk of leading into a one-eyed perception of the problems 
themselves. On these grounds, it is one of the most crucial points for pol-
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icy related research projects, not to concentrate primarily on specific 
science based technologies as means to deal with problems, but to analyse 
the problems they are supposedly designed for themselves. 

The second conclusion which can therefore be drawn is that the analy­
sis and description of problems which need to be worked on or solved 
should not be left to one professional group only. Instead, one should try 
to get as many different portrayals of such a situation as possible, includ­
ing those of citizens which are or will possibly be affected not only by the 
benefits, but also by the risks of the strategies which are proposed. 

3. Technologies like genetic engineering and its products may have a 
longterm and irreversible impact on society and the environment. Due to 
public alertness it is not easy, to legitimate uncertain and risky experiments 
in and with the environment for the goals of scientific research alone. 
Therefore, such experiments are often declared to be the application of 
reliable knowledge in the pursuit of goals, the benefits or necessity of 
which it is hard to doubt. In connection with the deliberate release of ge­
netically manipulated organisms the main goals named are: contributions 
for the solution of the problem of hunger worldwide, and the problem of 
environmental pollution. 

But as we know, such experiments in the environment are not only about 
solutions for important global problems. Rather, they are also about speci­
fic interests of scientific research and the broadening of the sphere of 
activity and influence of science. They may also have a pathfinder role for 
a new technology, which may, after all not be the only, the most effective, 
or the safest one among those, which could be used. Taking this into 
consideration, we should remind ourselves that we are not inevitably bound 
to one specific technology. Therefore, it seems not only much wiser, but 
also much more fruitful, to consider and to develop different strategies for 
approaching the problems in question, since overall risks as well as bene­
fits of a certain procedure cannot be evaluated per se, but only in com­
parison to other ways by which the same goals can be pursued. Another 
advantage of such an approach is that steps which need to be taken can be 
designed according to the structure and the requirements of the problem, 
and not according to those of a specific technology. They most likely 
involve a variety of different social and political means as well as scientific 
and technological instruments 
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Such an approach differs fundamentally from the one which was taken 
in 1985 by the inquiry commission on "Chances and Risks of Genetic 
Engineering" of the German Bundestag (Deutscher Bundestag 1987). The 
commission did practically not consider the argument that it may not pri­
marily be a new technology which is needed for dealing with for example 
world nutritional problems, but instead or moreover political and economic 
strategies which are suited to ensure a more just and equal distribution of 
natural resources. It did not take into account alternative approaches to the 
problems to be worked on, although the methodology for doing this was 
already developed by the inquiry commission on "Future Nuclear Energy" 
in the late seventies. The work of this commission demonstrated that 
energy supply could be ensured under two different conditions of economic 
development, both with and without nuclear energy. (Deutscher Bundestag 
1981) But although this work is something like a didactic piece of parlia­
mentary work, unfortunately only parts of the results reached political 
practice. 

This may primarily be due to the fact that it is extremely hard to 
change basic structures of decision making and politically and economical­
ly forced forward lines of technological development - especially against 
the ones, who are in power. Also, many people from the political or indus­
trial establishment may not be willing to abandon basic believes and move 
into directions, which contradict or seem to contradict their views, 
although they may agree in specific measures which are proposed to be 
taken in order to avoid specific risks. It also could be the other way 
around: whereas it seems to be not very difficult to agree on basic values, 
the strategies to realize them could be highly controversial. But despite of 
such difficulties it should be kept in mind that science- or technology­
centred strategies are not the only and probably not the best ones suited to 
work on environmental, agricultural, medical or social problems. Starting 
from different perspectives with respect to the perception and exposition on 
those problems, alternative pathways can be designed, and the existence of 
different possibilities of future developments can be demonstrated. This 
poses a challenging task to interested citizens as well as to many disci­
plines from the social and natural sciences, and other professions. Such an 
approach, which equally considers different strategies for problem solving, 
could be an important contribution to develop some new methods of risk 
assessment and to overcome some of the dead ends of the existing ones. 
With respect to rational decision-making it should therefore be avoided to 
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concentrate on isolated technologies only and tried instead - and this is my 
third conclusion, to work out different pathways for further developments 
and compare the risks and benefits ascribed to them. 

4. Thus there are at least three levels where the plurality of positions, 
perspectives and approaches is endangered by the primacy which was 
acquired by normal science and which has been given to solely scientific 
and technological strategies of problem solving: first on the level of com­
peting epistemic positions, second on the level of competing social per­
spectives, and third on the level of competing political strategies of devel­
opment. 

Apart from economical arguments, one of the most important argu­
ments for the primacy which is given to science based technologies is 
based on the perception that science is the most rational way to approach 
complex questions and problems which are supposedly brought about by 
natural causes. But we have seen on the one side that the problem of hun­
ger worldwide can be perceived and described differently: not only as a 
problem of plants susceptible to pests or pesticides, which need to be 
manipulated by genetic engineering techniques, but instead as a problem of 
insatisfying agricultural techniques or of unequal distribution of food or 
means to buy it, just to name a few. 

On the other side, we have learned that the objectivity and rationality 
of science are essentially based on a very small foundation, which is 
defined by the exclusion of real world complexity and contingency. The 
clearer these presumptions become by the historical, social and philosophi­
cal analysis of science, the more the claim of universality of scientific 
knowledge based on experiments under restricted conditions becomes 
questionable - at least for problems, which are situated outside the labora­
tory. Therefore, the scope of such knowledge has to be redefined. But this 
may be a tremendous chance to work out strategies, which do not follow 
the rationale of the laboratory only, but also include different epistemic, 
social and political perspectives and alternatives. 
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3 PROBABILISTIC UNCERTAINTY AND 
TECHNOLOGICAL RISKS 

Kristin S. Shrader-Frechette 
University of South Florida 

3.1 Introduction and overview 

New applications of science and technology are typically saddled with high 
levels of uncertainty. Whether one is dealing with genetically engineered 
organisms, hazardous chemicals, or energy facilities, new applications of 
science and technology have not withstood the test of time. Safe periods of 
operating experience have not been established because, by definition, the 
applications are new, and many of their risks are unknown. 

Fear is the classical public response to new and potentially dangerous 
applications of science and technology. Public fear, in such cases, inevitably 
raises the question of the rationality of lay responses to situations of scientific 
uncertainty. According to some technological risk assessors, public fear of 
new science and technology has much in common with our ancestors' fear of 
alleged witches. During the fourteenth through the sixteenth centuries, courts 
executed over a million "witches." According to risk assessor Alvin 
Weinberg, witch hunts subsided only after the Inquisitor of Spain convened a 
group of savants who proclaimed that there was no proof that "witches" 
caused misfortunes. Our current "environmental hypochondria," says 
Weinberg, is like the hysteria that drove witch hunts, and only savants realize 
that there is no proof that "environmental insult" causes "real health prob­
lems." Weinberg concludes that technological risk assessors need a new 
Inquisitor who is able to bring the public to its "senses. "I 

Like Weinberg, many scientists, risk analysts, and government policymakers 
have not dealt kindly with the public's distrust of high technologies and indus­
trial toxins. A well-known energy spokesperson has condemned laypersons/­
environmentalists as victims of "pathological fear" and "near-clinical para­
noia. ,,2 Others have said that if the public only understood that catastrophic 
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accidents were extremely unlikely, then they would not fear certain scientific 
and industrial activities.3 Many technological risk assessors see themselves 
as the experts, the Inquisitors, who ought to bring ignorant and fearful 
laypersons to their senses. 

Many risk assessors believe that laypersons will "come to their senses," 
in evaluating environmental risks, if they can learn to base their risk aversion 
on accident probabilities calculated by experts, rather than on their feelings. 
In other words, many assessors subscribe to "the Probabilistic Explanation." 

3.2 The Probabilistic explanation 

The "Probabilistic Explanation" is the belief that, for any rational and 
informed person, there is a linear relationship between a risk, defined as an 
actual probability of fatality (associated with a particular technological 
activity) and the value of avoiding the risk posed by that technology. 4 

Following this strategy, many hazard assessors "explain" a societal aversion 
to certain low-probability technological risks by alleging that the public does 
not know the accident probabilities in question. They maintain that, given 
knowledge of the actual likelihood of death, rational persons always are more 
averse to high-probability risks than to low-probability ones. 

In thus subscribing to the "Probabilistic Explanation," risk analysts likely 
err, in part, because the restriction of risk to "probability of fatality" is 
highly questionable. There are obviously many other cost burdens, e.g., 
"decreasing the GNP by a given amount," whose probability also determines 
the value of avoiding a given risk. Another problem is that the value of 
avoiding a given risk is often a function of the benefits to be gained from it, 
or whether it is distributed inequitably. 5 In fact, if Fischhoff and other 
assessors who employ psychometric surveys are correct, then risk acceptabil­
ity is more closely correlated with equity than any other factors. 6 

Catastrophic potential and the fact that low- probability/high consequence 
situations are often the product of societally imposed (as opposed to privately 
chosen) risks may also explain risk aversion. There is evidence that the 
psychological trauma (feelings of impotence, depression, rage) associated 
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with the imposition of a public hazard is greater than that associated with the 
choice of a private risk of the same probability. One author even suggests that 
widespread despair and an increasing suicide rate may be attributable to the 
hazards and fatalities caused by "industrial cannibalism. "7 If so, then there 
may be good reason why society's risk aversion is not proportional to prob­
ability of fatality. Moreover, although according to utility theory, a 
high-probability/low-consequence event (10,000 accidents, each killing 1 
person) and a low- probability/high-consequence situation (1 accident's killing 
10,000 persons) may have the same expected value, reasonable persons are 
typically more averse to the low-probability/high-consequence situation. One 
explanation may be that the high-consequence events, like catastrophic global 
warming, are often more difficult to quantify.s 

If it is true that a risk's importance is not measured only by its proba­
bility, but is affected by other factors, then it makes sense for people to value 
the same level of safety differently in different settings. Even though this 
may be economically inefficient, it is neither inconsistent nor irrational. But 
if not, then why do risk assessors believe that societal aversion to allegedly 
low-probability risks is a consequence of false beliefs about the relevant 
probabilities? 

3.2.1 Knowledge of probabilities and societal aversion to risks 
To support their claims, many assessors maintain that laypersons view 
low-probability nuclear accidents as quite likely. Starr and Whipple, for 
example, citing the work of Otway, Lawless, and Fischoff, et ai., argue that 
"the bulk of disagreement" over nuclear power is over different beliefs about 
accident probabilities. Likewise, Cohen criticizes the public as being "unin­
formed" about the real risk probability from hazardous waste and obsessed 
with regulating risks that are "trivial. "9 Other assessors believe that, "Unlike 
the natural catastrophes -- earthquakes ... etc., -- society has not learned to 
place such hypothetical man-made events [like nuclear catastrophes] in an 
acceptable comparative perspective, particularly when they are poorly under­
stood by the public. "10 Generalizing on the basis of the nuclear-power case, 
they criticize public concern with "imaginary large catastrophes,,\l and sug­
gest that conflicts over technology arise "because of intuitive estimates of 
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unreasonably high risk" and because the public is "emotional" in its risk 
evaluations. 12 This essay will show that all these claims are questionable. 

Although Starr and Whipple assert that Otway substantiates their claim 
about lay misperception of nuclear-accident probability (see note 9), Otway's 
studies show that he believes that the real controversy is over values and over 
incompatible views of the benefits attributed to nuclear power, not over dif­
ferent beliefs about accident probabilities. For example, Otway says that, "in 
general the con [nuclear power] group ... assign high importance to the risk 
items while the pro group view benefit-related attributes as most 
important. ,,\3 Otway also claims that, although both pro and con groups 
"strongly believe that nuclear power is in the hands of big government or 
business, ... the pro group evaluates this attribute positively, the con group 
evaluates it negatively. "14 In fact, Otway says explicitly that his research 
confirms the existence of only three statistically significant differences 
between pro-nuclear and anti-nuclear persons, all of which concern "the 
benefits of nuclear power." The pro group, Otway says, "strongly believed" 
that nuclear power offers three benefits: an essential good for society, econ­
omical energy, and a higher quality of life. On these three points, "the con 
groups tended to be uncertain to somewhat negative. ,,15 Regarding 
probabilistic evaluation of nuclear power, Otway explicitly states: "There 
were no significant differences between the [pro-nuclear and anti-nuclear] 
groups on the eb [evaluation-belief] scores of any items related to risk. ,,16 

This conclusion appears to be a flat contradiction of the claim that Otway's 
research supports the Probabilistic Explanation. 

Lawless' work does not seem to support it either. In fact, Lawless never 
mentions that misperceived probabilities cause disagreements over environ­
mental risk. He argues instead that conflict over technology is greatest where 
proof of harm is uncertain, not where there is incorrect public perception of 
certain hazards. 17 

In the case of the recent controversy over methylene chloride 
(dichloromethane, DCM), for example, the dispute was clearly a function of 
uncertainty in scientific knowledge, not a result of incorrect public perception 
of certain knowledge. DCM is a multipurpose solvent used in paint stripping, 
metal cleaning, foam blowing, electronics, chemical processing, and in cer-
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tain aerosol propellant mixtures. Because of its many applications, citizens are 
exposed to DCM in the workplace, through use of consumer products, and 
from emissions to ambient air. The U.S. EPA in 1987 said that DCM was a 
probable human carcinogen, although industry groups disagreed. The EPA 
cited the fact that DCM was carcinogenic in mice (although not so in ham­
sters and rats), whereas industry cited the fact that the two studies of humans 
exposed to DCM in the workplace showed no significant increase in cancer 
deaths. 18 

At the heart of the controversy over DCM between industry and environ­
mentalists is the fact that industry tended to use pharmacokinetic models. 
These permitted the calculation of internal doses of DCM through integrated 
information on administered dose, the physiological structure of the species 
involved, and the biochemical properties of DCM. As a result, industry (e.g., 
Dow Chemical) predicted an average annual probability of fatality, for life­
time exposure to DCM, of 3.7 x 10-8• (This risk is below the level of those 
typically regulated by government.) Other scientists, however, predicted the 
same risk as 4.1 x 10-6 for lifetime exposure to DCM. (Two orders of magni­
tude higher, this latter risk is at the level typically requiring government 
regulation.) Assessors obtained the higher risk figure by means of more con­
ventional (than the pharmacokinetic) models. These involved linear extrapola­
tion of external DCM dose and an interspecies factor based on body surface 
area. 19 

Although numerous other risk cases also exemplify the same point, the 
DCM controversy shows clearly that the dispute was not caused because the 
public incorrectly perceived the real, or probabilistic, risk. Indeed, even now 
(1990) the "real" level of risk is unknown (and cannot be calculated) because 
the carcinogenic mechanism, in the animals in which it has occurred, is 
unknown, according to the EPA.20 Hence scientific uncertainty, not faulty 
public knowledge, appears to be driving the conflict. 

Lawless also argues that the nuclear controversy, in particular, has been 
caused not only by scientific uncertainty, but also by the lack of credibility of 
federal regulators and by apparent government failure to consider environ­
mental values. He notes, in general, that disputes over risk arose (in more 
than 50 percent of the cases studied) because technologies were allowed to 
grow, despite evidence that they were beset with problems, and because they 
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were used irresponsibly. 21 All this suggests that laypersons' risk aversion may 
be reasonable, rather than merely a product of their erroneous risk percep­
tions. 

As with the Otway and Lawless studies, there is little clear evidence, con­
trary to the claims of Starr, Whipple, and others, that the work of Fischhoff, 
et al. supports the thesis that environmental controversy arises because of lay 
misperception of risk probabilities. Their research with the League of Women 
Voters indicates that the commercial nuclear risk, for example, was not per­
ceived as worth the benefits accruing from it. 22 A number of risk assessors, 
however, appear to dismiss the importance of the question of whether the 
nuclear benefit is worth the risk (see endnote 51). Since these same assessors 
claim that risks and benefits are not evaluated independently, however, it is 
not clear how they can be so sure that the debate over nuclear safety is pri­
marily over probabilities, rather than whether the benefit is worth the risk. 

Fischhoff, et al., specifically note that, on their surveys, the public (stu­
dents and members of the League of Women Voters) judged nuclear power to 
have "the lowest fatality estimate" for the 30 activities studied, but the 
"highest perceived risk. "23 As a consequence, they conclude, "we can reject 
the idea that lay people wanted to equate risk with annual fatalities, but were 
inaccurate in doing so. Apparently, laypeople incorporate other considerations 
besides annual fatalities into their concept of risk. "24 

According to the Fischhoff study, the key consideration influencing judgments 
of high risk was not perceptions of high accident probability but the fact that 
certain technologies represent an unfamiliar (as opposed to a common) risk; 
an inequitably (as opposed to equitably) distributed risk; and a hazard with 
severe consequences in the unlikely event that an accident were to occur. 25 In 
fact, the assessors found that perceived risk could be predicted almost com­
pletely accurately solely on the basis of the single variable, "severity of con­
sequences," even though the probability of those consequences' occurring was 
quite small and was perceived as quite small. 26 If this is true, then the sugges­
tion that environmental controversy is fueled primarily by incorrect probabil­
ity estimates of laypersons is less helpful than the suggestion that, in cases of 
high-magnitude events, it is the possible consequences that are important to 
societal evaluation. Wilson proposes that N lives lost simultaneously in a 



PROBABILISTIC UNCERTAINTY AND TECHNOLOGICAL RISKS 49 

catastrophic accident should be assessed as a loss of N2 lives. He argues that 
the risk-conversion factor for catastrophic accidents should be exponential,21 

Admittedly, the studies by Fischhoff and others show only that, contrary 
to the assertions of other assessors, controversy over hazardous technologies 
very likely arises because of the value placed on consequences, not because 
of overestimated risk probabilities. The studies do not show that consequences 
ought to be valued in this way. Moreover, the Atomic Energy Comission 
(AEC) , the Nuclear Regulatory Commission (NRC), and the courts generally 
have not attributed much importance to consequences. Courts "have consist­
ently taken the position that probabilities are determinative of risk, regardless 
of potential consequences. "28 Nuclear risk assessments have also consistently 
adopted the nuisance rule that probabilities alone determine risk, probably 
because of society's interest in technological development. Historically, the 
rule has owed its inspiration to the reluctance of the nineteenth-century courts 
to allow the traditionally restrictive law of nuisance to hinder economic prog­
ress. 29 

3.2.2 Do probabilities, alone, adequately define 'risk'? 
There are, however, a number of reasons for arguing that, in certain cases, 
risk consequences are more important than the accident probabilities. For one 
thing, greater social disruption arises from one massive accident, as compared 
to many single- fatality accidents killing the same number of people. The law 
of torts also recognizes the heightened importance of high-consequence 
events, apart from their probability of occurrence. In fact, for the rule of 
strict liability, risk is based almost totally on grave potential consequences, 
regardless of the associated probability. 30 Part of the justification for this 
judicial emphasis on accident consequences is apparently the fact that the 
parties involved in litigation over catastrophic accidents -- viz., the injured 
persons and those liable for the injury -- are not equal in bargaining power. 31 

The representative of some technological or industrial interest usually has 
more clout than the person damaged by it. Moreover, a person is more 
deserving of compensation according to strict liability when she is victimized 
by an impact that she did not voluntarily accept or help to create. And if so, 
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then societal risk evaluation of potentially catastrophic technologies ought to 
focus on the accident consequences, as well as on their probabilities. 

This point is clear if one considers a rational response to the invitation to play 
Russian Roulette. Suppose the probability that a bullet is in a chamber when 
the trigger is pulled is one in 17,000 -- the same likelihood, per reactor-year, 
as a nuclear core melt. Even with such a small probability, a person could 
still be rational in her refusal to play the game. She could even maintain that 
the probability in question is irrelevant. Any probability of fatality might be 
too high, if the benefits deriving from taking the risk were not great enough. 
And if so, then probabilities might not be as important, in environmental risk 
evaluation, as proponents of the Probabilistic Explanation suggest. As one 
expert expressed it, current debate over whether a given technology has a 
particular risk probability is a spurious issue. "Risk assessors tend to choose 
methods and data that support the position to which they are already com­
mitted. ,,32 But if so, then debate over environmental risks is likely to be over 
many factors other than probability. 

3.3 Risk controversy and beliefs about probabilities 

The claim that probabilities are central to risk evaluation, and that "the bulk 
of disagreement" over environmental hazards has been caused by "intuitive 
estimates of unreasonably high risk," also errs in ignoring reasonable dis­
agreement over risk probabilities. Risk assessment has been repeatedly criti­
cized as an "arcane expert process" overly dependent on probability estimates 
of assessors.33 Many risk assessors appear to believe that it is "perfectly valid 
to base public policy on expert estimates and data," but that, once a risk 
expert has spoken, any disagreement is unreasonable and intuitive.34 Such a 
notion is doubly questionable. 

It is in part implausible because it presupposes a far more objective 
picture of probabilistic risk data than is now available. Even the authors of 
the most complete hazard analysis ever accomplished, WASH-l400, cau­
tioned that their probability estimates were deficient, unprovable, possibly 
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incomplete, assumption-laden and saddled with "an appreciable uncertainty." 
They said that "the present state of knowledge probably will not permit a 
complete analysis of low-probability accidents in nuclear plants with the 
precision that would be desirable. 35 More generally and more recently, risk 
assessors have pointed out that "uncertainties of six orders of magnitude are 
not unusual" in any probabilistic risk analysis. 36 In the face of such caveats, 
alleged certitude about which risk probabilities are correct, and which are 
incorrect, may be doubtful. Often the scientific mechanisms causing a hazard 
are unknown, as in the case of methylene chloride. 37 Moreover, accident 
probability often cannot be determined on the basis of observed accident 
frequency.38 On the one hand, very low values of an accident probability per 
LNG trip, or per reactor-year, for example, are consistent with an assumed 
record of zero accidents in 800 voyages, or zero core melts in 17,000 reactor 
years. On the other hand, an annual accident probability as high as 1 in 100 
or 1 in 200 would still be consistent with the current LNG accident- fre­
quency record, just as a yearly probability as high as 1 in 2000 would be 
consistent with the existing nuclear-accident record. Even though an accident 
record may be consistent with very low risk probability values, this frequency 
alone "does not prove that the values are low. ,,39 

Proponents of the Probabilistic Explanation also err, in emphasizing risk 
probabilities, because they are unable to account for the reasonable contro­
versy, among Nobel Prize winners, the American Physical Society (APS), the 
Environmental Protection Agency (EPA), the Nuclear Regulatory Commis­
sion (NRC), and the American Nuclear Society (ANS) , over various risk 
probabilities.40 Reputable assessors affirm that many of the most serious 
environmental risks, e.g., global warming from burning of fossil fuels, are 
"highly resistant to quantification. "41 Moreover, there are a number of diffi­
culties which make nuclear probabilities, for example, especially resistant to 
accurate estimation. Compound events, sequential component failures, sab­
otage or human error, and weapons' proliferation are not amenable to 
quantification. 42 Rasmussen himself computed the probability of having a 
Three-Mile-Island- type accident as anywhere from 1 in 250 to 1 in 25,000 
reactor- years. 43 All this suggests that certain accidents are not really 
"impossible," because many low probabilities are not believable. For 
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example, the probability for a royal flush is 1 in 464,000. Yet, in a card 
game the probability is actually much higher, since the probability of cheating 
is likely to be as high as 1 in 10,000. Likewise, although the probability of a 
given environmental or technological accident may be only very slight, the 
higher probability of sabotage or terrorism is likely to increase this number 
by several orders of magnitude. This means that real risks are likely to 
include so-called "outrageous events" or "rogue events" which are difficult to 
handle in probabilistic risk assessment. 44 Indeed, human error causes a major­
ity of most industrial, marine, and transportation accidents. 45 

In claiming that the public overestimates many risk probabilities, like 
those for nuclear accidents, many assessors assume that, in some of the most 
controversial, untested, and potentially catastrophic areas of technology, it is 
possible to judge clearly when a risk probability is accurate and when it is 
not. This is an appeal to authority, an appeal which (given the history of 
science) simply does not hold up. 

Risk assessors' emphasis on the importance of probability estimates is 
especially vulnerable when one recalls that the characteristics hypothesized 
by various authors to influence judgments of perceived and aceptable risks are 
highly inter- correlated; involuntary hazards, for example, "tend also to be 
inequitable and catastrophic. ,,46 This means that it is especially difficult to 
determine whether or not society's expressed concern about involuntary risks, 
for example, is merely an artifact of the high correlations between 
involuntariness and other undesirable risk characteristics. There are numerous 
allegedly causal explanations, all consistent with the same "observed" phe­
nomena. Kasper made an analogous observation: 

Even the best of epidemiological studies is confounded by the myriad explana­
tions for low-level neurobehavioral effects;the same effects attributed to leadmay 
be caused by exposure to low levels of many other trace metals, and indeed by 
exposure to the pace and stress of urban life itself. The resultis that careful 
studies yield not proof but only suggestions.47 
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Or as another risk assessor put it, "multiple models, having quite different 
implications at low doses, may all adequately 'fit' the observed dose-response 
data. ,,48 

Precisely because their hypothesis about misperceived probabilities is con­
sistent with other explanations, proponents of the Probabilistic Explanation 
are not warranted in singling out the public's alleged misperceived probabil­
ities as the cause of its high aversion to societal risks. Rather, the distinction 
between expert/objective, versus lay/subjective, determination of environ­
mental risks will not hold up. Because of problems of actual risk calculation 
(prior to any alleged evaluation), many hazard estimates are merely the intu­
itive guesses of individuals. Authors of a recent study done at the Stanford 
Research Institute admitted, for example, that analytical techniques could not 
handle probability estimates for certain human-caused events. They 
concluded: "We must rely on expert judgment, quantified, using subjective 
probabilities. "49 Likewise, the loss of the astronauts in the Challenger disas­
ter, as well as the death of three astronauts on the ground at Cape Kennedy 
demonstrated that even the best systems-analytic approaches cannot anticipate 
every possibility. In fact, one of the most famous nuclear risk probabilities, 
widely touted as "objective," is highly value- laden. This is the reactor-year 
probability of a core melt in a nuclear plant, 1 in 17,000. As defended in 
W ASH-I400, this probability is notoriously laden with value judgments about 
the effectiveness of evacuation in the face of catastrophe, the probability of 
weather stability, and the Gaussian Plume rise of radioactivity. so The prob­
lem, however, is not that such "objective" probabilities (as given by experts) 
are value-laden, but that they are apparently not recognized as such by pro­
ponents of the Probabilistic Explanation. 

3.4 Lessons learned from experts' Claims about societal risks 

The tendency of proponents of the Probabilistic Explanation, to 
overemphasize the importance of risk probabilities and to condemn the 
public's alleged "misperceptions" of societal risks, reveals an important flaw 
in contemporary environmental risk analysis. Assessors presume that, if there 
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is a public preference for a risk whose probability-of-fatality is statistically 
higher than that of an alternative, then this preference is a result of 
misperceived probabilities, not a legitimate value system. Their failure to 
recognize the value components of allegedly objective probability estimates 
goes hand-in-hand with assessors' tendencies to define ethical and political 
issues as merely technical ones, as the naive positivists are prone to dO. 51 

They assume, incorrectly, that agreement about technical matters is sufficient 
for resolving normative disputes. 

Apparently they make this assumption because they are afraid of damaging 
"the scientific pretenses of their work. "52 As a consequence, their emphasis 
on the importance of abstract, "objective" science helps both to disguise the 
often exploitative way in which technology is used, and to condone a passive 
acceptance of the status quo. It allows assessors to dismiss as irrational or 
unscientific, as Okrent, Starr, Whipple, Maxey, Cohen, Lee, and others have 
done, any attempts to challenge our contemporary ethical or political values. 53 

But as Dickson has argued, "the use of supposedly objective models 
of...social behavior serves to legitimate the imposition of social policy. "54 

This is because the real risk concerns of laypersons can then be dismissed as 
sUbjective. As one critic put it, this is "like playing Monopoly with the 
Mafia: they always start the game owning Boardwalk. ,,55 

3.5 Conclusion 

Because experts often define risk only in terms of probability of fatality and 
consequently neglect ethical and political concerns, they fail to attack an 
essential problem of risk evaluation: how to make the decision process more 
democratic. As Thomas Jefferson warned, the only safe locus of societal 
power is in the people. He wrote: "I know of no safe depositor of the ulti­
mate powers of the society but the people themselves; and if we think them 
not enlightened enough to exercise their control with a wholesome discretion, 
the remedy is not to take it from them, but to inform their discretion. ,,56 
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4.1 The separation of science from public policy 

Those responsible for science policy occasionally run the risk that a piece 
of unanticipated reality may be lurking behind the metaphorical imagery 
they have constructed in order to accommodate a broad spectrum of differ­
ent ideas. The conventional link between science and public policy is to 
think in terms of public policy for science -a long-standing concern among 
a small circle of experts drawn from the natural sciences, the policy 
sciences, and politicians as to how to find optimal ways of funding 
research and of guiding the innovative process of scientific-technological 
development. Yet, the converse combination is also possible, namely to 
think of science for public policy. This has, as I will try to show, both an 
obvious ring of familiarity, asking us to restate and perhaps clarify the 
directive mission contained in the pronoun, but at the same time a more 
provocative meaning inviting us to overcome the de facto separation of 
science from public policy. 

Let me first consider the obvious meaning: science for public policy as 
the outgrowth of the oldest social mission of science -for the public good. 
Ever since the inception of modern science in seventeenth-century Eng­
land, with the incisive formulations of Francis Bacon, scientists and tech­
nologists have conceived their activities in terms of noble aspirations. By 
linking their work to an increase in welfare -first of their own nations, but 
ultimately of the entire human race- they sought to reduce suffering due to 
the lack of means, to satisfy material wants, and to alleviate degrading 
labour. The collective purpose of science conceived in these broad terms 
has hardly changed. In the latter part of the twentieth century the common 
good is still on the public agenda and policies are still directed towards 
tangible results. As Harvey Brooks has reminded us, the standard list of 
fundamental human needs to which science and technology are expected to 
contribute is still remarkably unchanged: food and energy supply, health 
needs, transportation, shelter, personal security. Later additions seem to be 
the remaining items: a cleaner environment and a social system which, in 

63 



64 NOWOTNY 

the words of Harvey Brooks, facilitates rapid adaptive change while 
restraining the possibility of violent conflict. 2 

Such additions to the standard list already signal the shift from the tangible 
results of science and technology, from their expected direct contributions 
to economic growth and welfare, to the more intangible, indirect, and 
mediated ones. Today, science for public policy can no longer concentrate 
on accelerating the rate of innovation as an aim in itself. Rather, it has 
increasingly become preoccupied in dealing with the unwanted and unin­
tended effects of its direct contributions. The quest for a cleaner, safer 
environment is a case in point. The secondary and tertiary effects, the as­
yet unknown consequences, of our interaction with the environment have 
become the source of our main concerns. There is an equal quest for a 
social system that would facilitate adaptive change and yet not be over­
turned by it. The expected contributions of science for public policy have 
shifted from the operational to the symbolic realm. Utilizing its cognitive 
capacities, putting knowledge as the most precious resource science has to 
offer at the disposal of policy makers thought to be in desperate need of it, 
scientific knowledge and information has become the key for managing a 
future whose existence is threatened by the intervention made in the past. 
Science, so far, holds an absolute monopoly on this kind of knowledge 
and, as other previous monopoly holders, it has to maintain its claims by 
guarding its institutional boundaries, in this case, its autonomy in the 
production of knowledge. This is one reason why the dividing line, separ­
ating scientific facts from values, ordinary everyday knowledge from 
scientific knowledge, scientific expertise from lay participation, and 
science from politics, is so entrenched. What science had to offer -accord­
ing to its own definition of its social mission- was advice: advice held to 
be clean from political considerations, free from values and mere opinions, 
from interests and control over its later applications. Science was disinter­
ested and neutral, committed solely to its own impartial and context-inde­
pendent conception of Truth. This, at least, was the ideal. 

But is such a formula sufficient? Is this what science for public policy 
is all about, when the pressure of taking action mounts is areas of genuine 
scientific uncertainty, and when the roles of what once were thought to be 
"hard" scientific facts amid "soft" human decision-making procedures, as 
Jerome Ravetz has pointed oue, are becoming reversed and we now are 
confronted with the necessity for making "hard" decisions in the face of 
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"soft" scientific evidence? While science for public policy is firmly 
ingrained in the social mission of science, both in the sense of tangible, 
instrumental results and the more intangible resource of providing informa­
tion for guiding the policy processes, the lines separating science from 
public policy are also sharply drawn. Harvey Brooks states this very 
clearly: science and technology, he writes, cannot provide a solution by 
themselves. They can only generate the conditions in which a society can 
develop a solution4• 

But does the policy process really live up to the expectations put into 
it? Who does the translation from one field to the other in the first case 
and what happens (as invariably it does happen) if scientific findings get 
transformed, distorted, subject to political bargaining in the translation 
process? Is it really true that science "only" creates the conditions in which 
society can develop a solution? Are not both science and the evolution of 
an institutional societal framework geared towards the production of 
certain types of solutions, linked to each other through a common histori­
cal ancestry? Are not both, as Max Weber suggested a long time ago, 
embedded in the process of ongoing rationalization that happened to be 
both a precondition and the most important consequence for capitalism to 
evolve, bent on achieving a high degree of predictability and calculability, 
of efficiency in the domain of nature as well as within the social and 
economic order? While the spillover effects of the scientification of every­
day life, including political institutions, has been enormous, one ought not 
to lose sight of the tremendous changes that science, its organization, and 
the concept of science have undergone in this very same process. 

Thus, the innocuous looking line that restates the obvious -that science 
is for public policy- while at the same time separating science from public 
policy -by claiming that it only creates the conditions for society to devel­
op solutions- open up a dilemma which is becoming more acute under the 
pressure for new solutions on the part of science for public policy. 

4.2 How rational is the policy process? 

The impact of the process of rationalization has been uneven: while the 
organization of scientific knowledge became the model of rational organiz­
ation per se, the political process is generally viewed as lagging far 
behind. It is worthwhile to recall the great appeal that the scientific method 
once commanded as a way of settling disputes, and the futile hope that was 
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expressed again and again, in scientific and political utopias alike, that it 
would be possible to arrive at similar rational procedures for solving 
conflicts in the political realm5 • The dominant view of science for public 
policy shares some of these elements, since it rest on the implicit assump­
tion of an underlying structural similarity of mutually converging 
rationalities. This assumption has been elaborated in two direction: one is 
the still dominant model of rational decision making that was devised 
especially by policy analysts, and the other one is the view that a great 
number of scientists hold about the nature of their input into the policy 
process. 

This picture of a rational or, perhaps better, over-rationalizing model of 
the policy process has not failed to repeatedly attracts well-founded criti­
cism. Majone, among others, has pointed to an underlying deeper commit­
ment to a teleological, end-result conception of policy making and the 
reliance upon a number of fictional constructs which follow from the 
model6 • In a thorough review, Aaron Wildavsky highlights the essential 
difference that exist between puzzles -to be solved once and for all- and 
(policy) problems that may be alleviated, eventually superseded, and 
finally redefined. He declares that the "rational paradigm" is simply 
mistaken. It fails to adapt to the ways in which decisions are actually 
made, where available answers determine the kinds of questions that are 
asked and objectives are never the products of the seat of rationality, but 
dependent upon available resources7 • Others, like Peter House, have 
systematically questioned the assumptions by which policy analysis was 
supposed to be brought into the policy process, by comparing a number of 
actual cases with their analytical foundations8 • In attempting to explain 
why policy-oriented research seems to have had little or no direct impact 
on policy making, Bjorn Wittrock has suggested that the mismatch between 
the supply and the use of policy-relevant social knowledge can be traced 
either to a highly rationalistic conception of the policy process -the "social 
engineering" model- or to an "enlightenment" model that assumes that 
social science research does not so much solve problems as provide an 
intellectual setting of concepts, orientations, and empirical generalizations. 
He argues in favour of a third model -a dispositional one- a conception of 
knowledge utilization: the process is neither arbitrary and haphazard, nor 
entirely pre-programmed; important policy research must be there to be 
utilized and if conditions are propitious and important actors available, its 
findings might well have an impact9• 
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While some of these commentaries and criticisms pertain more to the 
utilization of social science knowledge, there is widespread recognition of 
the enduring and conflicting nature of public policy issues in general which 
have increasingly come to include environmental and technological 
issues 1o• In such an enlargened view of policy analysis, the question of 
the epistemological foundation is also receiving renewed attention. Thus, 
in a recent review of policy research and a rejoinder undertaken in defense 
of the policy sciences as science, one consistent theme of contention 
between the authors was that one of their models would follow an outdated 
positivistic conception of science, while the policymaking process should 
be viewed as resting on a much broader epistemological basisll. 

While some of this ongoing dismantling of the Received View can be 
interpreted as a necessary correction of the immature field of policy analy­
sis, I think that the reasons lie somewhat deeper. The Received View has 
been adopted not only by its proponents -over-confident about rational 
problem solving and about the extension of methods and tools from one 
realm- that of military and industrial operations -to the much more com­
plex and ambiguous arena of political and social issues- but also has its 
adherents among actual decision makers and scientists alike. It conformed 
to the Enlightened View that science and public policy were either slowly 
converging in their inherent rationalities or that public policy, in order to 
be receptive to scientific advice and improvement, had to come to 
resemble more closely what a scientific model of the policy process 
demanded it to be. This was a highly convenient way of thinking about 
science for public policy, as long as it remained the exclusive concern of a 
relatively small circle of public policy officials and scientists involved as 
advisors in certain policy arenas. It fitted into an institutional arrangement, 
moreover, that defined public policy as falling within the competence of a 
relatively closed administrative-scientific coalition. 

Not surprisingly, the correlative view held by many scientists involved 
in the policy-making process as experts or advisors carries an equally 
strong faiths to what good public policy is all about. It is to be guided by 
scientific expertise which claims authority also over the definition of good 
government: one that admits to strong scientific guidance in how to con­
duct political affairs. There was a recent reanalysis of the testimony of 
some 130 expert witnesses who stated their views on the necessity and 
desirability of creating a US Congressional Office for Technology Assess­
ment. Most of these witnesses were of the opinion that technology is to be 
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equated with effective intelligence which they considered to function as a 
substitute for an otherwise failed sense of history, of logic and purpose in 
the unfolding of events12 • 

Although expressed in a particular context and referring explicitly only 
to technological expertise, such views probably accurately reflect the confi­
dent attitude of a scientific-technological elite involved in the public policy 
process so long as their equally held belief in the impartiality of their 
expertise remained unchallenged. Good science and good public policy 
would meet as long as both would conform to the underlying assumption 
of the growing convergence in their rationality. The shock and disturbance 
which came with public contestation were accordingly great. 

4.3 Science contested: science for whom? 

As long as public trust in science and technology was still high and undis­
turbed, as long as it was a small circle of a scientific elite that functioned 
as advisors to governments and administrative officials, as long as the 
public image of science would reasonably cover what scientists themselves 
projected their activities to be for society -science for public policy was 
what good scientists did for a rational policy process 13. The internal hier­
archy of the status system was sufficiently strong to carry its weight in the 
public arena and the internal status system determined who a good scientist 
was. Looking back to the time before public contestation seems almost like 
looking back at a bygone age. Science and public policy have long since 
ceased to be bound by a relationship consisting simply of a few representa­
tives of science and a few policy makers and officials. The public has 
intruded in public policy and is, so it seems, here to stay, even though it is 
not always easy to say who the public is. Most observers would most 
probably agree that a new set of political actors and new social movements 
have come to the fore in the stream of an altered public awareness of the 
impact of science and technology. They have done so, first by questioning 
what has been taken for granted so far, namely that science always works 
for better public policy; then by protesting that their concerns were not 
taken into account properly; and finally by claiming that science for public 
policy should be subject to participatory scrutiny like other inputs into the 
political process. Since it had become obvious that science and technology 
could sometimes have negative side effects and even potentially cause great 
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harm, the assumption valid from the seventeenth century onwards that 
science would inevitably produce results for the public good has definitely 
come to its end. 

Among the many repercussions that the protest phase had on the rela­
tionship between science and public policy, I want to single out those that 
illustrate the changes of the context in which science for public policy is 
defined today. This changed context reflects a new balance of the tensions 
inherent between science and public policy. 

The first outcome is the undermining of the alleged rationality of the 
political process, which turned out to be far less rational than depicted by 
the champions of rational policy analysis. There was not one unitary 
decision maker but a multitude of conflicting parties. The political process 
showed itself to a certain degree receptive to protests, and new forms of 
political intervention were designed to distort, disrupt, and alter the way 
politics was routinely conducted. The high standards of rational decision 
making quickly dissolved under the eyes of the empirical observer, yield­
ing their place to a mixture of power games, arduous negotiation processes 
of political bargaining, and recourse to already institutionalized conflict­
solving mechanisms, such as the courts. While nothing in this is surprising 
to political scientists, it came as a surprise nevertheless to those who had 
thought that scientific advice was exempt from these ordinary forms of 
political rationality. When confronted with scientific advice and expertise, 
the policy process did not display the rationality expected. Scientific 
expertise was treated like any display the rationality expected. Scientific 
expertise was treated like any other input into the political process: as a 
political resource to be used by both sides, negotiable, and not necessarily 
"true"; in any case not endowed with higher political credibility than other 
inputs. 

The second outcome is related to the first. IT underlines the inherent 
difficulty in reconciling the idea of scientific knowledge, generated in 
accordance with its methodological canon of objectivity and intersubjective 
validation, with demands of popular participation. What can be shared to a 
certain extent -"popularized" as the term has it-comes after scientific facts 
have been established and a body of knowledge validated. It is the diffu­
sion of knowledge and, to some extent perhaps, its application that can be 
opened to public participation, but not the process of producing and vali­
dating scientific knowledge as such. Yet, in the public contestation phase, 
the objective findings of facts, their precondition as well as political 
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consequences, were challenged. Thriving on the open disagreement of 
experts in public, a more transparent model of science for public policy 
was proposed, an adversary system that would allow for some kind of 
representational system of comparing scientific findings and methods of ar­
riving at them. By juxtaposing experts and counter-experts, each chosen as 
trustworthy from the opposing parties, science was to become more demo­
cratic. Underlying such a proposal was of course the expression of a 
deeply-seated distrust of science functioning as an objective enterprise and 
standing above vested interests. In the public contestation, science was 
charged with taking sides with other powerful interest groups in society 
and therefore discredited as not being truly for public policy. 

The other two changes affecting the dominant conception of science for 
public policy arose out of internal reflection and critical evaluation, 
notably through sociological studies of science. They show science not to 
be as neutral, objective, and free of social interests as the positivistic ideal 
of science affirmed for a long time, and claim that all scientific knowledge 
is socially constructed and negotiated 14. Scientists were shown (in their 
own accounts of how they arrived at results) to oscillate between a usually 
informal context of contingency, in which they admit the uncertainty and 
provisional nature of the knowledge in question, and an empirical, formal 
context in which they justify the conclusions reached by emphasizing 
solely the certainty and absoluteness of the results they obtained 15. Both 
of these themes represent revisions of the official model of science, the 
standard model confirmed by the public rhetoric of science. Although the 
critical dismantling of some of its features came from inside science, so 
did public controversies throw open the not-so-objective sides of objectiv­
ity and add the weight of context-dependency to the process of scientific 
inquiry. Among others, Brian Wynne has noted that it is important to see 
clearly that such criticisms and invitations to self-reflection are not to be 
taken as an all-out assault on science; nor is it a question of deliberate bias 
and wilful distortion on the part of scientists that needs to be publicly 
exposed. Rather, the all-pervasive message of such studies and detailed 
critiques is to make a much more general point: that the definition of a 
scientific problem is never isolated from the political context in which it 
occurs, nor can political implications be completely eliminated from the 
course of the analysis and policy conclusions derived only an the end 16. 

Put in another way, I would add: we have to recognize and accept that all 
scientific analyses tied to a given policy context anticipates and reacts to 
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the often unstated assumptions of policy outcomes. The use of concepts, 
the substantive implications of methodological procedures, the utilization of 
any kind of data cannot but be impregnated with different policy meanings. 
To claim anything else would be utterly naive and could not be upheld in 
the face of overwhelming empirical evidence to the contrary. How to 
utilize this knowledge for better public policy purposes is, however, still 
another matter. 

In the period of public contestation and its aftermath, science for policy 
has been turned into the question of "science for whom?" While the policy 
arena has been potentially enlarged by a wider public that wanted to be 
heard, the lessons to be drawn from the demystification of the over-ration­
alized political process and the over-rationalized image of the internal 
workings of science are by no means clear. If we admit that policy-prone 
types of scientific analysis inevitably bear the marks of their contexts of 
justification, of contingency, and of political relevance; if we admit that 
the informal process of scientific reasoning, of the utilization of data, and 
their interpretation include much stronger doses of intuitive judgment, 
implicit values, and tacit procedures of persuasion -are we set on a course 
which leads not. directly to hell, but to something akin, namely scientific 
relativism? Or, as many scientists (who still uphold the ideal of no science­
in-public) would maintain, would a greater degree of honesty and modesty 
about the internal workings of the scientific process lead only to a further 
decline in public trust or increase public apprehensions, perhaps wilfully 
distorted even further by the media? Is there a way out from haughty 
retreat behind a formal position and from apologetic relativism alike? 

4.4 Between orthodoxy and reformism 

The orthodox response has been to reassert the traditional separation of 
science from public policy, arguing that only then can it be science for 
public policy. Similar statements abound in the policy field dealing with 
risk analysis, risk assessment, and risk management. A recent study 
prepared by the National Research Council of the US Academy of Sciences 
makes an explicit distinction between risk assessment and risk manage­
ment: risk assessment is to be based on scientific judgement alone and has 
to find out what the problems are; it should therefore be protected from 
political influence. Risk management, on the other hand, is defined as the 
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process of deciding what to do about the problems. It involves a much 
broader array of disciplines and is aimed towards a decision about con­
trol17. Perhaps more clearly than other policy studies, risk analysis has 
been confronted with the problematic situation that is inherently at the 
heart of most of them: while the intention is to provide as clear and careful 
a basis for action as possible by diligent scientific scrutiny of the hazards 
that can be subject to analysis, the selection and implementation of inter­
vention measures generally involve balancing scarce resources, political 
goals, changing social values, and sometimes a somewhat unpredictable 
public opinion1s• Another study published by a group of the UK Royal 
Society, equally devoted to methods and approaches to risk analysis, 
reached a different conclusion in which the whole process, including risk 
estimation, risk evaluation, judgments on acceptability, and taking account 
of public opinion, is referred to as risk management19• The respective 
roles of these two parts of the process are treated differently. 

The chances for a successful application of the relativistic strategy are 
even slimmer. Not only is relativism a highly contested philosophical 
position within the theory of science20 , it has few, if any, friends among 
practising scientists. Even if we would leave aside the deeper philosophical 
issues and concentrate on a reformist plea for greater public openness 
about the internal side of science in which subjective judgements have their 
place, uncertainty abounds, and room is even made for errors -would this 
alone provide a better basis in the face of pressure for political action 
when confronted with incomplete and uncertain scientific knowledge? 
Although the public image of science is in urgent need of correction in the 
reformist vein, no miracles can be expected from this strategy if nothing 
else changes. 

This takes us back to the questions raised at the outset of this chapter. 
If science only creates the conditions in which a society develops solutions, 
we may ask from a sociological point of view which kind of solutions are 
likely to emerge. If science itself takes proper notice of the increasingly 
recognized realm of uncertainty, due not only to the human condition of 
ignorance but to the knowledge gained about the interacting secondary and 
tertiary effects of scientific and technological interventions in the natural 
and social environments, the conditions are created for science and society 
to develop new kinds of solutions. On the epistemological side, this can be 
an intellectually exciting venture; for the policy process it might reveal 
some unexpected results. 
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So far, the historical conditions have favoured one particular type of 
solution: the utilitarian-instrumental one. Utilitarian solutions have pressed 
for the increased applicability of scientific knowledge, for its industrializ­
ation and more efficient organizational forms, and for its relevance to 
continued innovation. The concomitant societal mechanism aiming for the 
distribution of the surplus thus created, for motivation of the work force, 
and for the smooth functioning of societal institutions has been an instru­
mental type of rationality concerned only with efficient and hierarchical 
means-ends procedures that have. become the guiding principle of how 
social affairs are conducted in the industrialized West. Yet, we have also 
come to realize recently that the conditions created by science and technol­
ogy have increasingly cast doubt on the adequacy of these solutions as a 
guide for policy. The discussions about accelerated economic growth in the 
face of environmental damage and the threat to the overall balance between 
nature and man have been only one facet of growing uneasiness. Discus­
sions within the scientific community on how to cope with uncertainty 
under the outside pressure for action have underlined the limits of the 
utilitarian-instrumental solution. 

4.5 The rise of the managerial conception of science for 
public policy 

The utilitarian-instrumental solution allowed for a clear-cut separation of 
science from policy while maintaining at the same time a strong (utili­
tarian) link of science for public policy, based on a means-ends relation­
ship. While the production of scientific knowledge needed its autonomous 
space, it was assumed that it would lead more or less automatically to its 
social utilization since this was the in-built direction for scientific techno­
logical development to take. Steering clear of too-close a contact with the 
political system, "not meddling in politics", science became closely 
enmeshed with the industrialization process and its aftermath. 

Science in now confronted with new demands from the political 
process. As with the industrial system, the question is not so much one of 
direct influence or control. The scientific system has guarded surprisingly 
well the core of its institutional autonomy. It was at the height of in­
dustrialization in the latter part of the nineteenth century that major indus-
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tries In Europe became science-based, and the split between basic and 
applied science was successively introduced. I see something similar 
occurring today, with science yielding to the powerful and all-pervasive 
political context that demands new scientific solutions for dealing with 
problems that science and technology have helped to create. An institu­
tional split -which is also epistemological, concerning methodologies, 
substantive content, and professional self-understanding alike- is likely to 
occur within the sciences- between a public policy branch and an academic 
branch. But there is no ready-made kit of tools and recipes, of techniques, 
nor computer simulation models which can easily be drawn upon to fill the 
knowledge gap. Rather, the epistemological and practical basis for this 
latest branch in the differentiation of the sciences is yet to be created. In 
order to be successful, it has to have a strong epistemological tradition 
within at least some of the sciences themselves; it has to hold out the 
promise of conceptual power and clarity and, at least, a methodological 
armoury that is adequate for the types of problem to be addressed. In 
short, it has to embody a vision of being able to meet the demands of the 
policy process without giving up its strong claims to institutional autonomy 
from direct political interference. In order to keep its position as monopoly 
holder of the most cherished type of knowledge and to be trusted by the 
public, confidence in its impartiality has to be restored. These criteria are 
met by a new conception of science for public policy which I call the 
managerial conception of science. 

The development of the managerial conception occurred gradually and 
on several levels. At the height of environmental concerns, when the limits 
of growth and exploitation of natural resources became a newly perceived 
part of reality, resources were suddenly seen to be finite -to be managed 
for the interest of all. When technologies were threatening to get out of 
hand and in urgent need of new kinds of control, we started to speak of 
managing them. When it became clear that the new problems created 
through scientific-technological interventions, with their unknown, unin­
tended, yet potentially harmful effects, could not be solved in the accus­
tomed way -if ever at all- we switched in our rhetoric from solving prob­
lems to managing them. This is a reasonable adaptation to a new situation 
in which too many variables were interacting under highly uncertain 
temporal conditions and in which the resilience or robustness of systems 
had yet to be determined empirically and theoretically. The thought of 
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management comes easily to systems thinking, as this is one of its more 
precisely defined roots. 

The managerial conception of science for policy also contains an impli­
cit plea for shared responsibility at a time when individual responsibility 
has lost all ground in the modern organization of science. It is no coinci­
dence that it alludes to a corporate style: management of problems which 
cannot be solved; management of uncertainty rather than a quick and 
unfounded (irresponsible) hope that it disappear quickly. This contains an 
appeal to a multi-levelled hierarchy of responsibility adequate for the new 
kind of situation we era facing. In contrast to a notion like "muddling 
through" which Charles Lindblom proposed, with very moderate success, 
to explain the political process, the scientific management of problems 
proclaims a relatively high degree of control in the face of a sea of exter­
nal uncertainties. It contains the promise of exploiting new opportunities, 
should they arise, and of ways to "identify and carry out actions that will 
allow us to change the rules of the game"2l. In short, management, and 
especially scientific management, is a respectable, orderly procedure with 
a high degree of success in economic life, particularly within large-scale 
organizations. It implies a certain type of rational behaviour since it is a 
goal-oriented, but also takes account of unavoidable constraints. It has a 
formal and an informal side, as every student of organizational behaviour 
knows and good management is apt to utilize both to the fullest. Contrary 
to the political model of accountability, defined as the electorate in West­
ern democracies, managerial accountability rests on the assumption of a 
built-in hierarchical structure of duties and liabilities which is only ulti­
mately responsible to a distant and abstract entity (the "owners") who are 
not supposed to interfere. Thus, one of the strong appeals of the mana­
gerial model over a kind of political model lies in the high degree of auto­
nomy it promises to the managers -in this case, to scientists. While it has 
remained problematic to defend the autonomy of science in the face of its 
role in the political process, the managerial conception promises a way 
out: while not denying the need for a built-in system of responsibility, its 
exact nature remains shrouded in a veil of competence in the double sense 
of the word; competence of those who are capable to handle scientific 
policy matters and of those who are officially charged with handling them. 

The new conception of science for public policy -as distinct form aca­
demic science research- reduces the old question of how to maintain the 
boundary between science and public policy to irrelevancy, since by defini-
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tion scientific management of policy problems stands above the need to 
protect science from political intrusion. It has all the evocative power of a 
new mediating institution and of a new social invention in the face of 
otherwise unsurpassable contradictions. It is an elegant solution and I pre­
dict that it will work successfully. It can incorporate the orthodox response 
and the reformist strategy described above: the former by interpreting the 
protective line being drawn between scientific fact-finding and political 
decision-making as being merely an administrative procedure; the latter by 
proclaiming greater honesty about inherent biases in the way science works 
as being part of the informal side of the management process. 

The new ethos of science for public policy will be that of scientific 
managers, and good management is for the sake of the company. The only 
drawback I see is the question that remains open: who is the company and 
who controls it? 

Notes 

1. Reprinted with permission from H. Brooks, Ch. Cooper (eds). Science for public 
policy. Copyright 1987. Pergamon Press Ltd. 

2. Brooks, H.(l981) Some notes on the fear and distrust of science, in A.S.Mar­
kovits and K.W.Deutsch, (Eds) , Fear of Science-Trust in Science (Cambridge, 
USA: Oelschlager, Gunn and Hain Publishers). 

3. Ravetz, J. R. (1985) Uncertainty, ignorance and policy, in Brooks, Cooper (eds.) 
1987 Science for public policy, Oxford, Pergamon Press. 

4. Brooks, H. (1981). op.cit. 

5. Mendelsohn, E. and Nowotny, H. (Eds.) (1984) Science between Utopia and 
Dystopia: Yearbook in the Sociology of the Sciences, Vol.8 (Dordrecht, The Ne­
therlands: Reidel). 

6. Majone, G. 1981 Short ... of the policy science approach to the analysis of the 
public sector, in F.X. Kautmann, G. Majone, and V. Ostrom (Eds) Guidance, 
Control, and Evaluation in the Public Sector (Berlin, FRG: Walter de Gruyter). 

7. Wildavsky, A. (1979) Speaking Truth to Power (Boston, USA: Little, Brown, and 
Co.). 



A NEW BRANCH OF SCIENCE; INC. 77 

8. House, P. (1982) The art of Public Policy Analysis (Beverly Hills, USA: Sage). 

9. Wittrock, B. (1983) Policy Analysis and Policy-Making: Towards a Dispositional 
Model of the University/Government Interj'ace, Report No. 29 (Stockholm, Swe­
den: University of Stockholm, Sweden, Group for the Study of Higher Education 
and Research Policy). 

10. Coates, I. (1978) What is a public policy issue? in Judgements and Decision in 
Public Policy Fonnulation (Washington, DC, USA: American Association for the 
Advancement of Science Selected Symposium 1) pp.34-69. 

11. Schneider, I., Stevens, N., and Tornatzky, L. (1982) Policy research and analy­
sis: an empirical profile, 1975-1980, Policy Sciences, 15, 99-114; Brunner, R. 
(1982) The policy sciences as science, Policy Sciences, 15, 115-135. See also 
Brewer, G. and de Leon, P. (1983) The Foundations of Policy Analysis (Home­
wood, USA: Dorsey). 

12. Doughty Fries, S. (1983) Expertise against politics: technology as ideology on 
Capitol Hill, 1966-1972, Science, Technology, and Human Values (Spring). 

13. Nowotny, H. (1984) Does it only need good men to do good science?, in Science 
as Commodity.M Gibbons and B.Wittrock (Eds) (London, UK: Longman). 

14. A good sampling of the literature can be obtained in Social Studies of Science. 

15. Mulkay, M. (1983) Scientists theory talk, The Canadian Journal of Sociology 8 
(2 , Spring). 

16. Wyne, B. (1983) Models, Muddles and Megapolicies: the RASA Energy Study as 
an Example of Science for Public Policy, Working Paper WP-83-127 Laxenburg, 
Austria: International Institute for Applied Systems Analysis). 

17. National Research Council (1983) Risk Assessment in the Federal Government: 
Managing the Process (Washington DC, USA: National Academy Press); Ruc­
kelshaus, W. P. (1983) Science, risk and public policy, Science 221, 1026-1028. 

18. Coppock, R. (1983) The Integration of Physio-technical and Socio-physical Ele­
ments in the Management of Technological Hazards, mimeo (Berlin, FRG: Scien­
ce Center, International Institute for Environment and Society). 

19. The Royal Society (1983) Risk Assessment. A Study Group Report (London, UK: 
The Royal Society). 



78 NOWOTNY 

20. For a glimpse of an ongoing debate see Roll-Hansen, N. (1983) The death of 
spontaneous generation and the birth of the gene: Two case studies of relativism, 
Social Studies of Science, 13,481-519. 

21. Clark, W. C. (1980) Witches, Floods, and Wonder Drugs - Historical Perspectives 
on Risk Management, R-22 (University of British Columbia, Canada: Institute of 
Resource Ecology). 

Managerial Science, Inc. Revisited 

Looking back in retrospect to an analysis written almost six years ago, my 
approach is a mixture of inevitable curiosity and distance. Curiosity, since 
it is always of interest to observe how the diagnosis of yesterday fits into 
the frame of analysis of today and distance since it is obvious that many 
profound changes have occurred since. Tucked somewhere between this 
curiosity and the immunizing distance there is also room for surprise. 

My first reaction was that the analysis reprinted above holds up quite 
well to the test of time. Obviously, the trends I and others could observe 
then were clearly under way and could be laid bare to shared observation 
and comment. The old conception of science for public policy was osten­
sibly giving way to something new which, with a tinge of irony, I called 
the managerial conception of science: from now on, I wrote, whatever 
problems could not be solved, would have to become managed. And I 
went on with an almost lyrical tone to describe what this new conception 
of science would entail: like any monopoly holding firm under competitive 
pressure it would set up its new marketing division. Science Inc. would 
reach out and preempt any competitive assault. While promising increasing 
participation and attendance to users'needs, it would subtly scale down 
those expectations it clearly could not fulfil. While maintaining its monop­
oly of technical competence, Science, Inc. would give itself the guise of 
new and more modest image in public, emphasizing that uncertainty 
existed but reassuring the public at the same time that everything was 
under control. But Science. Inc. through its many subsidiaries in form of 
experts would also be ready to open up new negotiating space whenever 
public controversy demanded so. Like with any good management, the top 
would emphasize long-term planning and vision over short-term and 
attempt to foresee to the maximum extent possible where future trouble 
might arise. Technology assessment, different forms of evaluation, setting 
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up high level advisory committees and other mechanisms should see to 
that. In short, the answer I saw forthcoming to the embattled old concep­
tion of scientific rationality feeding into the public policy process would be 
an essentially technocratic version in a new guise: by widening the negoti­
ation space and by setting up new intermediary institutions and mechan­
isms destined to mediate between the policy process and science, a good 
management conception borrowed from the business world would seem 
convincing enough to stave off what I regarded the real question: who 
would be in control in defining which problems were scientific, where the 
lines would be drawn between purported facts and purported values. 
Whose science would be selected by whom for being channelled into 
public policy when public controversies involving technological risks 
would not be assuaged quickly but were here to stay. And would those 
running Science. Inc. begin to understand that the public unrest was not 
simply anti-scientific, but legitimate and profound concerns about the 
future directions society would take and how their own lives would be 
affected by them? Behind the ironic tone I can detect now a profound note 
of concern that the real issues would not even be addressed. 

So what has happened since? The demise of the old model of rationality 
inherent in the policy process and in the mechanisms through which the 
purported rationality of science would be fed into it, has proceeded with 
surprising speed. Indeed, upon rereading my text some of the characteris­
tics of the old model do not seem just a few years away, but decades. The 
language of describing rational planning processes just as much as the faith 
that once upheld them, seem completely out of place and belonging to a 
by-gone age. While their ongoing demise was obvious then, the acceler­
ation with which it has taken place fills me with surprise. It is related to 
the profound changes that have occurred since between the room given to 
market forces and the state. Especially in Europe, the all powerful welfare 
state in the glorious three decades in which it reigned supreme after the 
war, brought with it not only powerful and efficient alliances between 
modernizing elites and social scientists and others eager to advise 
policy-makers, but also was built upon the belief into rational planning and 
an as yet largely unclouded vision of further human betterment and prog­
ress brought about by science and technology. Not only have these politi­
cal alliances fragmented, and the former pervasive consensus into a 
"societal project" of major proportions been shattered. The once powerful 
State has lost control and with it once possible regulatory mechanism have 
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been rendered unfeasible. Political majores ties are difficult to set up 
almost everywhere, demagogical elements are pervasive. A process of 
desolidarisation has set in. Technological innovation has become the prime 
mover of economic competitiveness between nations. Public expenses for 
science and technology are legitimated by bluntly pointing to the links 
between technological innovation, international competitiveness and private 
wealth. After the fall of the Communist regimes, science and technology 
have emerged in Eastern Europe as deeply implicated with the old totalitar­
ian order. As a reaction new waves of anti-science are on the rise. In the 
United States where the state never played the central role it did in conti­
nental Europe, other dispersive forces have come to the fore, strongly 
aided by an adversary legal political culture that relies heavily on court 
decisions. Creationism won some local victories and "junk science" was 
able to enter the courtrooms. While the percentage of legislation containing 
a scientific and technical dimension has increased manifold, the mechan­
isms of regulating disagreements and conflicts that ensue, have apparently 
lagged behind. 

Undoubtedly other factors have contributed to the demise of the old 
conception of science for public policy. The public demand for partici­
pation in decision-making regarding future technological and scientific 
developments that were seen as carrying risks, was here to stay, regardless 
of how participation would be defined in the end. It became reinforced 
through processes that were built upon the increasing funding needs of the 
research system which led to a greater demand for public accountability of 
science and technology. More recently, scientific fraud (itself closely 
linked to intensified pressure for publications, especially in the life 
sciences) and alleged mismanagement of public research funds, have 
become highly visible and hotly debated issues in the United States. In 
many ways one might plausibly argue (as I have done elsewhere, 
Nowotny, 1990) that science has become much more like other institutions 
in modern society: in its organisation forms and work setting, in its moral 
standing and the norms held by its members, and in its affinity towards 
(some would say corruption by) economic and political influence. From 
this it is easy to make a more discomforting conclusion: if science is not so 
special, it has no grounds upon which it can claim privileged status as far 
as its funding base and political support is concerned. It is but a short step 
to being treated like any other institutions that functions to serve society. 
And it is but yet another short step to be affected by this process of 
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"societal normalization" in its claims towards a higher form of rationality 
and consequently towards higher cognitive status and authority. 

In de-mystifying science and technology and in deconstructing what has 
become widely accepted as a "social construction" with inbuilt social 
negotiation processes, social studies of science and technology have played 
an epiphenomenal role. While these studies are vitally important in eluci­
dating the social nature of science and technology and in showing how 
they are deeply embedded in society, it is patently too simple and more­
over displays ignorance of how the social sciences work when they are 
seen merely as attempting to subvert the authority of the natural sciences 
while offering little in return. While it is understandable that natural 
scientists react with irritation to what they see as the subversive and 
demystifying result of much social analysis, it would be grossly overesti­
mating the potential impact of any social science analysis to attribute the 
actual process of legitimation of science to such analysis alone. If we look 
for the power of ideas and their cultural influence in changing the general 
outlook of a society, then we have to take into account much wider 
currents flowing in the cultural sea. The decisive turn is one from a mod­
ern society to one that believes itself to have moved beyond this 
programme and its so called postmodernity. Postmodernism is far from 
being merely a cultural fad or an intellectual pass-time for philosophers. 
Recently, Thomas Hughes, the eminent historian of technology, spoke 
about "post-modern technology". What he meant were among other the 
radically altered conditions of production and intellectual and social cre­
ativity under which technologies are being created today. This relates to 
modes of financing as much as to styles of corporate management, to the 
interlinkages of science and technology with contexts of their potential use 
which need to be taken into account and built into their making right from 
the beginning (Hughes, 1992). Post-modernism is built upon 
deconstruction of any central authority, it entails fragmentation and the loss 
of any central perspective. But it also enables new forms of local action 
and allows for contingencies, it entails entirely new possibilities of 'just 
connect" through multiple configurations through which creative new 
interlinkeages are being networked. Far from being only a bundle of 
ill-defined concepts and methods, it has seeped into the social fabric of 
society, into the relationships of a former centralized locus of power and 
authority and those who are connected to it. In essence, postmodernism is 
an answer that has evolved in response to the greatly increased societal 



82 NOWOTNY 

complexity. Is it surprising that science as a central authority in our highly 
industrialized societies is also affected by it? 

So far, the response on part of the natural scientific establishment has 
been one of covert bewilderment. The managerial model of Science, Inc. 
has been put into place, yet it does not prove quite as effectively as it was 
supposed to be. Sheila Jasanoff in a recent contribution detects a definite 
technocratic bent in the ongoing renegotiations of the boundary separating 
science and politics. She sees a more general trend emerging in the US 
towards reducing the power of lay perspectives to influence the direction 
of science and technology policy, partly as a reaction towards the role of 
experts in the courtroom, where unrestricted access of experts to the jury 
is seen by segments of the policy community as an invitation for "bad 
science" to crowd out the "good". She points out that both scientists and 
the state have a stake in representing results as "science" so as to protect 
them against renewed destruction (J asanoff, 1992). Another scholar, 
Yaron Ezrahi, who has attentively observed science in the framework of 
transformation of contemporary democracy, is convinced that the growing 
public distrust of science and technology is more a symptom of the chang­
ing conception of politics than of science and technology per se. Yet this 
changing conception has radical consequences also for science and technol­
ogy. While major economic, mIlitary, or social crises are likely to revive 
the rhetoric of realism, the criticism of "pleasing illusions" and the appeals 
to science and technology, Ezrahi believes that for the time being, 
"stagecraft" as the art of eloquent, edifying and politically effective ges­
tures is the supreme technique of statecraft. But he also cautions that the 
"descent of Icarus", the delegitimation of grand social and political engin­
eering and the decline of instrumental rationality in the context of public 
affairs, does not necessarily represent a return to darkness. Postmodern 
politics and postmodern science will have to face their own respective 
limits (Ezrahi, 1990). 

Perhaps facing their limits while renegotiating their boundary is 
nowhere as manifest and urgent than in the field of the environment. The 
very term of "science for public policy" ceases to be meaningless there 
when science is taken to imply a relatively closed, self-contained set of 
knowledge which is supposed to provide guidelines for action. The com­
plexity of the problems, their truly global nature and their "wholeness" 
raises much more fundamental questions about scientific determinacy, 
uncertainty and the relationship of scientific knowledge to policy advice 
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and action. In a sense, environmental problems defy anyone-way 
approach to solutions. They call for "management", yet the style and form 
of management itself has changed and assumed some definitely 
post-modern features. Multiple local actions, all embedded into economic 
and social arrangements and global environmental effects are interlinked in 
almost intractable ways, while global action, the aim of reaching interna­
tional consensus and binding agreements, is filled with obstacles that 
deliberately thrive on scientific uncertainties. And while it can be said that 
science-based industry and industrialized science got started when aca­
demic science was moved into specially set-up industrial research labs in 
the latter part of the 19th century, today we can see the necessity of 
moving the environmental sciences out into society. This makes them open 
to new claims of societal access. A whole new set of issues is awaiting 
recognition and some form of incorporation into science: environmental 
rights of citizens, a new "contract" with nature, intergenerational rights, 
communal rights for common property, such as the atmosphere, and the 
oceans, the setting up of environmental codes of conduct and definition of 
the responsibilities of scientists. Science is challenged to become "vernacu­
lar": conversant. with mature citizens and willing to accede to certain of 
their legitimate demands. It is asked to share knowledge and information, 
the process of monitoring and its results. The management of sustainable 
development calls for a new kind of cooperation between natural science 
and social science, but it is a management which can only hope to succeed 
if it does not fall into either of the two old traps: to become science infil­
trated by politics or to become science aloof from society. 

Thus, the managerial model of Science, Inc. is up for some hard 
testing. It will be tested for the sincerity with which it is open to citizens' 
demands, even if openness will not necessarily bring with it political 
consensus. It will be tested for the robustness and adaptiveness of its 
intermediary organizations which spring up all over in attempts to 
renegotiate boundaries and to make transactions between science and 
politics more productive. Will the new species of hybrid experts working 
in these intermediary spaces be able to develop an ethos of their own, one 
that will enable them to speak to each other as honest brokers? If one of 
the answers of the postmodern managerial style is pluralism, if it is true 
that only "divided we stand" (Schwarz and Thompson, 1990), that we 
have to accept our differences in beliefs and outlooks and utilize them 
consciously as resource, then it will be necessary to develop a political and 
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scientific culture based upon a widely shared understanding and acceptance 
of that pluralism. In the end, there cannot be only one solution, for this 
very pluralism implies that science and society will have to find - and 
accept - many different configurations in which their boundaries are 
redrawn. If there is a lesson to be learned, its sphere of relative autonomy 
and its claims towards a higher form of cognitive rationality only, if it is 
able to incorporate and accommodate sufficient elements of ongoing 
societal discourse and of the presently occurring societal structural 
changes. For science is no longer immune from society. 

References 

Ezrahi, Yaron (1990). 
The Descent of Icarus. Science and the Transformation of Contemporary 
Democracy. Cambridge, Mass.: Harvard University Press. 

Hughes, Thomas (1992). 
"Modem and Postmodern Technology". Paper presented at the International 
Conference 'The social impact of science and technology: modernization of 
society between market and state'. Genova, Badia di S. Andrea, 9 - 10 April 
1992. 

Jasanoff Sheila (1992). 
"Pluralism and Convergence in International Science Policy". Paper prepared 
for IIASA 92. An international Conference on the Challenges to Systems Analy­
sis in the Nineties and Beyond. 

Nowotny, Helga (1990). 
"Individual Autonomy and Autonomy of Science: the place of the individual in 
the research system. In: S.E. Cozzens et al (eds.) The Research System in Tran­
sition. Dordrecht: Kluwer Academic Publishers, 331 - 343. 

Schwarz, Michel & Thompson, Michael (1990). 
Divided We stand. Redefining Politics, Technology and Social Choice. 
Philadelphia, University of Pennsylvania Press. 



5 THE EMERGENCE OF POST-NORMAL SCIENCEl 

Silvio O. Funtowicz* and Jerome R. Ravetz** 

Institute for Systems Engineering and Informatics, Joint Research Cen­
tre, Commission of the European Communities, Ispra (Va), Italy. 

** The Research Methods Consultancy Ltd., London, England. 

5.1 Introduction 

Few will still doubt that our modern technological culture has reached a 
turning point, and that it must change drastically if we are to manage our 
environmental problems. It may not yet be as widely appreciated that 
science, hitherto the mainspring of that technological progress, must also 
change. From now on its central task must be concerned with the patholo­
gies of our industrial system; and this imposes new problems and requires 
new methods. These are the subject our of study. 

The fundamental achievements of science, like those of all creative activi­
ties, have a timeless quality. The social activity of science, like any other, 
evolves in response to its changing circumstances, in its objects, methods 
and social functions. In the high Middle Ages, the independence of secular 
learning was established in the universities, removed from the monasteries; 
and the boundary between the sacred and private on the one hand, and the 
secular and public on the other, was set for European culture. The Scienti­
fic Revolution of the seventeenth century was one of the great intellectual 
mutations of mankind, and reinforced the growing hegemony of European 
civilization in the world. The nineteenth century saw the replacement of 
"natural philosophy" by science, the growth of subject specialties, the 
institution of a value-free Scientific Method, and the first career opportuni­
ties for scientists. Parallel to this came the consolidation of the science-ba­
sed professions, with their own institutions and formalized social contracts. 
In the recent postwar period we have experienced the industrialization of 
science, with the growth in scale and capital-intensity of research and its 
intimate connection with technology and political power. Paradoxically, as 
science prospered materially, it was losing its ideological function as the 
unique bearer of the True and therefore the Good. 

85 



86 FUNTOWICZ & RA VETZ 

Now the global environmental issues present new tasks for science; 
instead of discovery and application of facts, the new fundamental achieve­
ments for science must be in meeting these challenges. Because of the very 
rapid changes in environment, society and science itself, and in their 
interactions, a general awareness of the new state of science has yet to be 
achieved. In this essay we make the first articulation of a new scientific 
method, which does not pretend to be either value-free or ethically neutral. 
The product of such a method, applied to this new enterprise, is what we 
call "post-normal science". 

We adopt the term 'post-normal' to mark the passing of an age when 
the norm for effective scientific practice could be a process of puzzle-sol­
ving in ignorance of the wider methodological, societal, and ethical issues 
raised by the activity and its results. The leading scientific problems can 
no longer derive from abstracted scientific curiosity or industrial imperati­
ves. They are thrown up by issues where, typically, facts are uncertain, 
values in dispute, stakes high and decisions urgent. When research is 
called for, the problem to be studied must first be defined, and this will 
depend on which aspects of the issue are most salient; hence political 
considerations constrain which results are produced and thereby which 
policy implications are supported. In general, the post-normal situation is 
one where the traditional opposition of 'hard' facts and 'soft' values is 
inverted; here we find decisions that are 'hard' in every sense, for which 
the scientific inputs are irremediably 'soft'. 

5.2 Uncertainties in research related to policy 

The concept of uncertainty is at the core of the new conception of science, 
for hitherto it has been kept at the margin of the understanding of science, 
for laypersons and scientists alike. Whereas science was previously under­
stood as steadily advancing in the certainty of our knowledge and control 
of the natural world, now science is seen as coping with many uncertain­
ties in urgent technological and environmental decisions on a global scale. 
A new role for scientists will involve the management of these crucial 
uncertainties; therein lies the task of quality assurance of the scientific 
information provided for policy. 

The new global environmental issues have common features that distin­
guish them from traditional scientific problems. They are global in scale 
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and long term in their impact. Data on their effects, and even data for 
baselines of 'undisturbed' systems, are radically inadequate. The pheno­
mena being novel, complex and variable, are themselves not well under­
stood. Science cannot always provide well-founded theories based on 
experiments for explanation and prediction; but can frequently achieve at 
best only mathematical models and computer simulations, which are 
essentially untestable. On the basis of such uncertain inputs, decisions must 
be made, under conditions of some urgency. Therefore science cannot 
proceed on the basis of factual predictions, but only on policy forecasts. 

Computer models are the most widely used method for producing 
statements about the future based on data of the past and present. For 
many, there is still a magical quality about computers, since they are 
believed to perform reasoning operations faultlessly and rapidly. But what 
comes out at the end of a program is not necessarily a scientific prediction; 
and it may not even be a particularly good policy forecast. The numerical 
data used for inputs may not derive from experimental or field studies; the 
best numbers available, as in many studies of industrial risks, may simply 
be guesses collected from experts. (And who has expertise in choosing 
experts?). Instead of theories which give some deeper representation of 
the natural processes in question; there may simply be standard software 
packages applied with the best-fitting numerical parameters. And instead of 
experimental, field or historical evidence, as is normally assumed for 
scientific theories, there may be only the comparison of calculated outputs 
with those produced by other equally untestable computer models. Thus in 
this post-modern science of simulation, computer power allows articulation 
and flexibility to substitute for versimilitude and testing against an external 
reality. 

In spite of the enormous effort and resources that have gone into 
developing and applying such methods, there has been little concerted 
attempt to see whether they contribute significantly to our knowledge or to 
the quality of our decisions. In research related to policy for risks and the 
environment, apparently so crucial for our well-being, there has been very 
little effort of quality assurance of the sort that the traditional experimental 
sciences take for granted in their ordinary practice. Whereas computers 
could in principle be used to enhance human skill and creativity by doing 
all the routine work swiftly and effortlessly, they have tended to become 
substitutes for thought and scientific rigour. Indeed, some distinguished 
scientists have questioned whether computer models should be used at all 
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in the study of the global environmental problems. Thus the American 
mathematician S. Mac Lane describes 'systems analysis' as, "the construc­
tion of massive imaginary future" scenarios" with elaborate equations for 
quantitative "models" which combine to provide predictions or projections 
(gloomy or otherwise), but which cannot be verified by checking against 
objective facts. Instead, [such] studies often proceed by combining in 
series a number of such unverified models, feeding the output of one such 
model as input into another equally unverified model... Such studies as 
these are speculations without empirical check and so cannot count as 
science ... (1). 

In his defence of the field, N. Keyfitz reminded us that "many of the 
most difficult problems we have to face cannot even be precisely formula­
ted in the present state of knowledge, let alone solved by existing techni­
ques of science .... Such models, although unsatisfying to many scientists, 
are still the best guide to policy that we have .... (2). 

In his reply, Mac Lane continued to doubt that the global problems 
should be tackled by making models "that in the first instance are not 
verifiable", and added, "problems are not solved and science is not helped 
by unfounded speculation about unverifiable models". His concluding 
comment was on quality assurance: to the effect that the research instituti­
on he was criticizing "does not appear to have an adequate critical mecha­
nism, by discipline or by report review." (3). 

To believe that the calculated outputs of untestable computer simulati­
ons should determine policies, is to indulge in the purest rationalistic 
fantasies, reminiscent of Leibniz or better of Ramon Lull. Indeed, we may 
speak of a new sort of pseudo-science, depending not on magic but on 
computers, which can be called GIGO ("Garbage In, Garbage Out"). This 
can be defined as a computational field where the uncertainties in the 
inputs must be systematically suppressed, lest the outputs become comple­
tely indeterminate. How much of our present social and environmental 
science belongs to this category, is an interesting and urgent question. 
Parallel to these computer-based pseudo-sciences are the computer-based 
pseudo-technologies. These based their appeal on a confusion between 
adequate computer graphics of an excellent technological system and 
excellent computer graphics of an imaginary technological system . 

It is clear that the dilemmas of computer modelling in research related 
to policy cannot be resolved at the technical level alone. No one claims 
that the computer models are adequate tools; and yet nothing better can be 
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provided by traditional science. The cntlcs basically judge them by the 
standards of mathematical-experimental science, and of course in those 
terms they are nearly vacuous. Their defenders advocate them on the 
grounds that they are the best possible, without appreciating how very 
different are these new sciences of clean-up and survival in respect of their 
complex uncertainties, new criteria of quality and socio-political involve­
ments. The need is for exceptionally dedicated efforts for the management 
of uncertainty, the assurance of quality, and the fostering of the skills 
necessary for these. Such skills will not be easily developed within the old 
framework of assumptions about the methods, social functions and quali­
fied participants in the scientific enterprise. 
The uncertainties in research related to policy are not restricted to compu­
ter models. Even the empirical data that serve as direct inputs to the policy 
process may be of doubtful quality. Their uncertainties are frequently 
incapable of management by traditional statistical techniques. As J.e. 
Bailar puts it: 

"All the statistical algebra and all the statistical computations are of value 
only to the extent that they add to the process of inference. Often they do not 
aid in making sound inferences; indeed they may work the other way, and in 
my experience that is because the kinds of random variability we see in the 
big problems of the day tend to be small relative to other uncertainties. This 
is true, for example, for data on poverty or unemployment; international 
trade; agricultural production; and basic measures of human health and survi­
val. Closer to home, random variability - the stuff of p-values and confidence 
limits, is simply swamped by other kinds of uncertainties in assessing the 
health risks of chemicals exposures, or tracking the movement of an environ­
mental contaminant, or predicting the effects of human activities on global 
temperature or the ozone layer." (4) 

Thus in every respect the scientific status of research on these policy-re­
lated problems is dubious at best. The tasks of uncertainty management 
and quality assurance, managed in traditional science by individual skill 
and communal practice, are left in confusion in this new area. New me­
thods must be developed for making our ignorance usable (5). The path to 
this lies in a radical departure from the total reliance on techniques, to the 
exclusion of methodological, societal or ethical considerations, that has 
hitherto characterized traditional science. This is the challenge that has led 
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us to develop the idea of post-normal science, as the sort of science that is 
appropriate to this post-industrial civilization. 

5.3 Uncertainty, quality and values in science for 
policy 

Any policy decision on global environmental issues will need to be made 
in the context of uncertainty, dependent on inputs of variable or even 
unknown quality. There is a growing concern among experts, politicians 
and the public about the uncertainties affecting data for major environmen­
tal issues, such as global warming. There seems to be no systematic 
solution to this problem; instead, uncertainty is manipulated politically, for 
accelerating or deferring major initiatives, depending on the outlook of the 
advocate. By contrast, the problem of quality assurance of information has 
been almost universally ignored. One reason for this neglect may be in the 
confusion between uncertainty and quality, and the naive belief that there 
is a straightforward relationship between them, high quality being equiva­
lent to low uncertainty. 
Hitherto the handling of these problems has oscillated between two extre­
mes. At one end there are perceptive philosophical analyses about the 
relation of knowledge and ignorance (5,6), and of the general phenomenon 
of quality criteria as employed in the policy process (7). These provide a 
reflective understanding, but they cannot easily be translated into practical 
tools for quality evaluation of uncertain information. At the other extreme 
are the technical uncertainty analyses (8,9,10). and simple quality taxono­
mies (11,12). These combine classifications of sources of uncertainty, 
specific to each field, with mathematical formalisms that treat uncertainty 
as if it were an additional physical variable. It is small wonder that those 
who must cope with uncertainty in their work will generally ignore the 
whole subject in practice. 
Whereas uncertainty is an attribute of knowledge, quality is a pragmatic 
relation between a product, or process, and its intended users. It can be 
defined as 'the totality of characteristics of a product that bear on its 
ability to satisfy an established use' (13). Uncertainty and quality are two 
distinct attributes, for information of lesser certainty may yet be of good 
quality for its intended function. An extreme case of this is provided by 
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deforestation in the Himalayas; although the estimates of the per capita 
fuel wood consumption vary through a factor of almost a hundred, all 
serious studies agree that their numerical predictions imply that the pro­
blem exists and that its solution is urgent (14). An example of high certain­
ty and very poor quality is provided by a prediction of a rise in the avera­
ge temperature of the earth of 0 to 10" C over the next forty years due to 
the greenhouse effect. On a common sense basis, we may say that the true 
value is almost certain to lie within that range; but the climatic consequen­
ces in this range vary from the trivial to the nearly catastrophic. The pre­
diction is nearly true by definition; its quality decreases accordingly becau­
se the statement approaches being analytical rather than synthetic, in other 
words, it tells us very little about the real world. 

Thus there are inherent limitations to the reduction of uncertainty in 
this kind of research. There is no point in ecological modelling (for exam­
ple) trying to emulate experimental physics in its control of uncertainty. 
Each field of practice has a characteristic grade of information (rather like 
hotels or restaurants in grading schemes) appropriate to its needs; within 
that grade, information may vary in quality (as with hotels), depending on 
how well its uncertainties are managed and hence how well the information 
fits its function as an input to a decision process. 

In ordinary scientific practice, considerations of values are largely 
implicit; even if they are operative in the choice of problems, once the re­
search is underway they are put in the background. However, they are 
always present as part of the framework of the research; the myth of "va­
lue-free" science can be sustained only by ignoring the routinely used 
statistical methods. In any genuine statistical exercise, the design must take 
account of the error-costs of the possible alternatives; thus no single test 
can optimize both selectivity and sensitivity (avoiding the errors of fal­
se-positives and false negatives). The choice, as expressed in numerical 
confidence-levels, reflects the background of values, realized as costs and 
benefits, which condition every experimental program. 

When ordinary scientific practice does not provide conclusive solutions 
for its problems, the values become explicit in the assignment of rules of 
inference. The growing use of scientific expertise in the courts frequently 
reveals a mismatch between the traditional value-implicit rules of scientific 
inference and those appropriate in tribunals. Thus in the law courts, vari­
ous special principles for controlling error-costs are invoked, including 
"balance of probabilities" and "burden of proof". Thus in the latter case 
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the error-costs of convicting an innocent person are deemed to be higher 
than those of acquitting the guilty, at least in the Anglo Saxon tradition. 
Tribunals of inquiry provide an illuminating case of bridging between the 
two approaches and their appropriate conceptions of value and error-cost. 
In the Black enquiry on the excess child leukemia cases in the neighbour­
hood of the Sellafield nuclear reprocessing plant, the Scottish concept of a 
'not proven' verdict was explicitly applied for the possible cause of the 
excess leukemias (15). 

In problems of risks and the environment, the value considerations in 
scientific practice may be quite explicit. For a classic example, we may 
consider the statistical design of a program for testing defective copies in a 
large shipment. If it is of apples, then a bad one spoils only its barrel; but 
if it is of landmines, a premature explosion can take the whole neighbour­
hood with it. The relative costs of false-positives and false-negatives are 
very different in the two cases. This example also serves to illustrate the 
factor of "dread" which is an important dimension of public perception of 
novel risks like nuclear power and release of genetically engineered orga­
nisms. 

An integrated approach to the problems of uncertainty, quality and 
values has been provided by the NUSAP system. In its terms different 
sorts of uncertainty can be expressed, and used for an evaluation of quality 
of scientific information. NUSAP enables us to make the distinction be­
tween the sources and the sorts of uncertainty. Classification by sources is 
normally done by experts in a field when they try to comprehend the un­
certainties affecting their particular practice. But for a general understan­
ding, we have to distinguish among the technical, methodological and 
epistemological levels of uncertainty; these correspond to inexactness, 
unreliability and "border with ignorance", respectively (16). 

Uncertainty is managed at the technical level when standard routines 
are adequate; these will usually be derived from statistics (which them­
selves are essentially symbolic manipulations) as supplemented by tech­
niques and conventions developed for particular fields. The methodological 
level is involved when more complex aspects of the information, as values 
or reliability, are relevant. Then personal judgements depending on hig­
her-level skills are required; and the practice in question is a professional 
consultancy, a 'learned art' like medicine or engineering. Finally, the 
epistemological level is involved when irremediable uncertainty is at the 
core of the problem, as when modellers recognize 'completeness uncertain-
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ties' which can vitiate the whole exercise, or when 'ignorance-of-ignoran­
ce' (or 'ignorance-squared') is relevant to any possible solution of the 
problem. In NUSAP these levels of uncertainty are conveyed by the cate­
gories of spread, assessment and pedigree, respectively. 

There is no strict correspondence between these conceptual sorts of 
uncertainty and the sources we mentioned that are derived from practice. 
All data are affected by inexactness, and all computer models by ignoran­
ce. But all data exist within the framework of structures of concepts and 
procedures for their production, and of theories for their interpretation; 
hence the higher levels of uncertainty are relevant to their evaluation and 
use. Therefore, we may say that ignorance is a part of data uncertainties. 
Similarly, the lowest level of uncertainty, inexactness, occurs in computer 
models, through the use of numerical analysis techniques which unavoida­
bly involve rounding-off and other approximation methods. Hence, the two 
approaches to the classification of uncertainty are quite distinct. A taxono­
my based on sorts of uncertainty, like that of NUSAP, enables the con­
struction of a general tool for the explicit communication of quality and 
values of the kind that appear in global environmental issues and policy 
related research. 

5.4 The discovery of uncertainty in science 

Now that global environmental issues provide the most challenging pro­
blems for science, uncertainty is moving in from the periphery, one might 
say the shadows, of scientific methodology, to become a central, integra­
ting concept. This is the culmination of a process that has extended nearly 
a century, after almost three centuries of dominance of a triumphalist 
ideology of science in whose terms uncertainty was vanquished. At each 
stage of the process, the very successes of science have, in dialectical 
fashion, raised problems whose insolubility revealed radical uncertainties. 

The first major crisis was in mathematics, the most technically sophis­
ticated and ideologically sensitive field of science. By the turn of the cen­
tury, contradictions at the logical foundations of mathematics were revea­
led, and within three decades their insolubility had been demonstrated by 
G6del. In 1905 came Einstein's new physics, displacing inherited presup­
positions, as of absolute space and continuity. Later developments produ­
ced the theoretical uncertainties of quantum theory, as in the Heisenberg 
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theory and wave-particle duality. Notwithstanding such philosophers' 
worries, scientists and technologists pressed on to new heights of achieve­
ment, culminating in the atomic bomb with its revival of the ancient moral 
uncertainties of "knowledge too powerful to be revealed". 

Uncertainties in knowledge reasserted themselves in practical fields 
with the development of technologies that are so novel and complex that 
the traditional skills of industrial safety assurance are inadequate. In such 
enterprises, (notably civil nuclear power), it was science rather than engi­
neering that experienced a crisis, for it was scientists rather than engineers 
who took credit for the achievements and created the public expectations of 
a brave new technological world. When the new problems arose, scientists 
were not well prepared for them, because generations of a sheltered exis­
tence inside universities and academies had alienated them from the world 
of practice that was familiar to Leonardo da Vinci, Galileo and even New­
ton. In the recent past, those scientists who worked for clients, such as 
some chemists and statisticians, were socially marginal. The core sciences 
were those closest in all ways to the traditional humanities, where pros­
pects for employment were the least, and entry favoured those with patrons 
or wealthy parents. In the context of this isolation from societal concerns, 
the ideology of a science that was value-free and ethically neutral, and the 
myth of a 'disinterested' scientist, could flourish, and indeed could foster 
the special sort of excellence of academic science. As a social activity, it 
operated largely autonomously and informally in the three crucial functions 
of selection and definition of problems, evaluation of results, and manage­
ment of intellectual property. There was a largely implicit "social contract 
of science", whereby science indirectly provided all sorts of societal bene­
fits, in return for the largesse from society. 

In such circumstances, those with a scientific training whose research 
was directed by an employer (private or State) rather than by an informal 
peer-community, could be envisaged as doing the same sort of thing as 
their more fortunate academic colleagues, though with rather less freedom. 
In historical experience, such applied science provided (along with tea­
ching) the bulk of the career opportunities for science graduates. It was a 
hybrid activity, very similar to core science on the cognitive side, while on 
the institutional side lacking many of the advantages and amenities of 
academic science. Problems were chosen by superiors with a view to 
applicability, solutions evaluated similarly, and intellectual property belon­
ged to the employer. Historically this applied science was quite distinct 
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from engineering, having different tasks and a different social organizati­
on. 

During the Second World War all this was changed, as the world's 
most famous scientists congregated in the military research laboratories of 
the United States and Great Britain, solving problems of military enginee­
ring with their scientific approach. (In addition to the obvious case of the 
atomic bomb, there were the solution of the 'queuing' problem by Wiener 
and von Neuman, and code-breaking by Turing and his colleagues in 
mathematics and logic). In the early postwar period, these scientists and 
their students were involved in the conception and development of the most 
advanced technologies (such as electronics, nuclear power and space), and 
therefore these great engineering projects were generally conceived in the 
image of science. Science itself was being transformed, becoming 'big' or 
industrialized, with gigantic research projects, so that the distinction be­
tween science and engineering was further blurred. The basic distinction 
between scientific validity and engineering feasibility was overlooked, 
particularly in the euphoria of the 1950's. Hence the characteristic pro­
blems of the development and regulation of these new technologies, which 
could have been- familiar to any engineer, were for a long time completely 
unnoticed. And the lack of scientific exactness in the calculations of risks, 
which every engineer knew and managed through 'engineering judgement' 
and 'good practice', came as an unwelcome surprise to the scientists who 
tried to apply the laboratory style to these new and difficult problems. 

The politically sensitive problems of industrial risk assessment were the 
first to expose the conflict between the dominant self-image of science and 
the demands of a new form of practice. Only a few years separated the 
naive confidence of the Rasmussen report on reactor safety (17) from the 
patent bewilderment of the experts during the weekend of the Three Mile 
Island accident. During the repeated crises of the '70s and '80's over 
industrial and environmental risks, fields of technology which had previ­
ously legitimated themselves as sciences suddenly revealed their fallibility. 
The old conception of science as the guarantor of the Good and the True 
had passed into history. 

Looking back on this period, we can see it as one where reality sud­
denly broke in and left the official reassurances and the scientific rhetoric 
emptied of significance. The ongoing crisis of a shortfall in recruitment to 
science by younger generations could be a case of what happens when a 
social system loses its claims to idealism. The science of the postwar 
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period promised so much: the conquest of poverty through cheap nuclear 
power; the conquest of disease through cancer research; and the conquest 
of 'the last frontier' through space travel. In retrospect so much of that 
effort seems misdirected; what new cause can provide the challenge that 
will stir the imagination of the young? In one sense it is already there with 
'the environment'; but if the environmental problems are managed in the 
same old way, who will want to find a vocation there? The old fragmented 
academic science, as the model for applied science in technological pro­
blems, has given way to professional consultancy. We shall analyze the 
strengths and limitations of this form of practice, as a preliminary to the 
explanation of the post-normal science that is appropriate for the present 
age. 

5.5 Professional consultancy 

The fields of professional consultancy had long been familiar with the 
problems of risks and responsibilities. They had developed appropriate 
forms of social organization; their "colleges" would admit and also expel 
members, and operate codes of professional etiquette and ethics. Their 
social contract did not involve the same degree of informality and autono­
my as science. In return for a guarantee of good practice, the professions 
were allowed to police themselves, thereby providing their members with 
legal immunity in all but the most extreme cases. They could not pride 
themselves on being members of the "Republic of Letters", where intellec­
tual property takes a very tenuous form; but they could take satisfaction 
from deploying their expertise for human welfare, and on occasion doing 
so in situations fraught with hazard. 

Whereas the scientist's task is completed when he has solved a problem 
which in principle can function as a contribution to a body of knowledge, 
the professional's task involves the welfare of a client, and the science that 
is deployed for that is subsidiary to that goal. One way of appreciating the 
difference between the two vocations is in their degree of recognition of 
skills and judgements. In the traditional philosophical conception of scien­
ce, these are irrelevant for the validation of results, however much they 
may be involved in the research process. Only a few philosophers of 
science (18,19) have accorded them any significance. Among professional 
consultants these are known to be paramount; indeed the fee structure 
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reflects the knowing how to do a job (and being certified as such) more 
than its simple performance. Integral to a genuine profession is the prolon­
ged apprenticeship, which may involve years of initiatory rituals of hard 
study or overwork. But the real rationale for these systems is the training 
in professional craftsmanship, which involves skills at the intellectual and 
behavioural levels. All this is in striking contrast to traditional science, 
where the single piece of supervised research, registered in a Ph.D. de­
gree, has been deemed an adequate warrant for a lifetime career in inde­
pendent research. 

Further, the professional consultant can never escape from the tension 
between the scientific facts as established in the course of training, and the 
elements of a decision in everyday practice. For this practice involves the 
management of uncertainty of many sorts. The tasks as presented will 
(particularly in the challenging cases) correspond imperfectly to the ideali­
zed categories of formal education. On occasion, the professionals may 
have to cope with situations for which their training provides little or any 
direct guidance. Faced with such contingencies, someone inside a scientific 
tradition would tend to protect himself by qualifying his conclusions with 
many caveats and always demanding more time for further research. The 
professionals know that they cannot afford such luxuries. Responsibility 
for the consequences of decisions and actions, rather than the guarantee of 
the validity of conclusions, is their metier. (20). 

Directly relevant to our present study is the difference between applied 
science and professional consultancy in the case of a decision which for­
mally depends on the results of research, but where the stakes are high. In 
the traditional approach of science, even of applied science, such a consi­
deration was deemed irrelevant. Scientists were to find the facts to the best 
of their ability, and that was the end of the matter. But in a real conflict of 
interests, any stakeholder can find ways of strengthening his position by 
criticizing the methodology of the other side's work. Because of the open 
texture of scientific argument (as distinct from logic or mathematics), such 
arguments can be prolonged indefinitely. In such a situation, the role of 
the professional consultant takes on another dimension. In this forensic 
context, the client's concern is less for the (contested) "facts" than for his 
threatened interests. The professional's responsibility for the wellbeing of 
his client can come into conflict with his own long-term interests and those 
of his profession. It is not only in such situations that the professional en­
counters ethical problems; and however imperfectly they have been inc or-
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porated into the training and institutional practice of professionals, there 
has never been any doubt of their existence. This is in striking contrast to 
the scientists, who until very recently were not even aware of having 
clients to whom they had ethical or societal responsibilities. In the present 
period, the degree of awareness of uncertainties and ethical problems 
which professionals have developed, is insufficient for the effective use of 
research results in the decision process. 

We should not think that the professional consultants can confront some 
reality "out there" independent of a cognitive and evaluative framework 
that selects and structures their experience. It is well known that professi­
ons tend to conservatism in all ways; this is natural for prudent practice, 
on behalf both of clients and also of the profession. Formerly, when pro­
fessions interacted only with their individual clients, such tensions could be 
managed outside the sphere of general politics. But now that issues of 
health, safety and the environment become ever more urgent, professional 
practice experiences strains analogous to those that the applied sciences 
have encountered in their confrontations with technological risks in recent 
decades (20). Thus the dialectic of the societal and environmental interacti­
ons of science has reached a new phase. It is now particularly confusing, 
since many scientists, and also their institutions, are only beginning to be 
aware even of the earlier change in the situation of applied science. But 
our present age is characterized by what has been called "future shock", 
where the very rate of change by itself creates problems of incomprehensi­
on. 

5.6 Three types of problem-solving strategies 

The inherent limitations of professional consultancy are revealed by a 
structural feature of the new global environmental issues. For in these, 
decisions depend on evaluations of future states of the natural environment, 
resources, and human society, all of which are unknown and unknowable. 
The powers of science have not only produced irremediable uncertainties 
in knowledge; now we also find moral uncertainties, resulting from the 
invasion of the domains of the sacred and private. The most notable cases 
here are reproductive technology and also scientific research that requires 
the inflicting of pain on aware beings. Under these circumstances of 
radical uncertainty, a new type of problem-solving strategy is emerging. In 
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post-normal science, the traditional description, "the art of the soluble" is 
no longer appropriate. For in this work, it is issues rather than problems 
that are engaged upon, however much special scientific researches may be 
conducted and professional consultancy utilized. Instead of the traditional 
images of conquering or managing, now it is better to think of coping and 
ameliorating. This is a far cry from the old excitement of scientific disco­
very or engineering creativity; but now we must cope with the consequen­
ces of those traditional activities as they had been conducted for so long in 
innocence of their effects. 

We can compare the different sorts of problem-solving strategies that 
are now employed, through a biaxial diagram which exhibits them in terms 
of the two attributes of "systems uncertainties" and "decision stakes", 
ranging from low to high, as on Figure 1 (21,22). For systems uncertain­
ties, the three intervals along the axis correspond nicely with the distincti­
ons we have already made among the different sorts of uncertainty, namely 
technical, methodological and epistemological. It is easy to see how the 
different types of practice correspond to these different sorts of uncertain­
ty. The other axis of the diagram relates practice to the world of policy; 
and the zones on the two-dimensional provide a full specification for any 
issue. For decision stakes, we understand in general the costs, benefits, 
and commitments of any kind, for the various parties to an issue. There 
are three divisions, corresponding naturally to the three types of practice 
that we have discussed. In the case of applied science they are minimal; it 
is only exceptionally that a policy decision will depend on a single research 
result. For professional consultancy, they range from moderate to severe; 
the medical doctor normally cares for the health or life of a single patient, 
though he may also protect a wider community as with epidemiological 
problems; for the engineer there is the welfare of a client, and in connecti­
on with safety, that of a wider community. In post-normal science, when 
global environmental issues are involved, the stakes can become the survi­
val of civilization as we know it or even of life on the planet. Although 
these distinctions are real, there is no pretence of quantifying either of the 
factors. The intervals, and the zones they define, provide a rough gauge 
which forms a part of an heuristic tool for distinguishing the three types of 
problem-solving strategies. 

Looking now at the diagram, we see that applied science is performed 
when both factors are low; then puzzle- solving in the Kuhnian sense is 
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adequate (23). But when either factor is medium, something extra must be 
brought into the work, which we can call consultant's skill or judgment. 
One very useful feature of the diagram is the way it displays the fact that 
even when uncertainties are low, if decision stakes are high then puzz­
le-solving alone will not be effective in a decision process. For no scienti­
fic argument can be logically conclusive; even the received views in the 
philosophy of science acknowledge this. Scientific arguments evolve in a 
continuous dialogue which is incapable of reduction to logic; what makes 
scientists 'rationally' change their opinions is a matter of ongoing debate 
among philosophers and sociologists (24). 

Figure 1 Three types of problem-solving strategies 

High 

Decision 

Stakes 

............................ 

~;,"~:~~£'.'", .... 
". 

", 

\ 
\ .................. , \ 

"'" \ 
...... \" 

.~ \ 

Applied \\ \ \ 
Science \. \ \ 

\ \ \ 
~ ~ ~ 

Low ~--------~!------------~\----------~! 
Systems Uncertainties 

High 



THE EMERGENCE OF POST-NORMAL SCIENCE 101 

Applying this lesson to policy debates, we can appreciate that when a party 
finds its interests threatened it can always find some methodological issue 
on which to challenge results. This is particularly easy in the case of 
research on risks or the environment. Thus the forum for decision becomes 
enlarged from that of the technical experts, to include those with a strong 
stake in the outcome. 

All these tendencies to debate appear still more strongly in the case of 
post-normal science. Although there is still an essential place for professio­
nal consultancy and even for applied science, the extremes of decision 
stakes or of systems uncertainties render them inadequate for the whole 
work. Research work and the deployment of skills have a central role to 
play, but this must be done in the epistemological framework in which the 
narrowly defined problems are integrated into larger issues. In this way 
they are provided with direction, quality assurance, and also the means for 
a consensual solution of policy problems in spite of their inherent uncert­
ainties. 

Examples of issues with combined high decision stakes and high sys­
tems uncertainties are familiar from the current crop of global environ­
mental problems. Indeed, any of the problems of major technological 
hazards or large scale pollution belong here. The paradigm case for post­
normal science could be the design of a repository for long-lived nuclear 
wastes, to be secure for the next ten thousand years. The strength of our 
diagrammatic scheme can be illustrated by consideration of cases located 
close to either of the axes. For a problem with low systems uncertainties, 
we have examples among the major disasters that have afflicted our mo­
dern industrial societies in recent years. Subsequent inquiries have in many 
cases established that the disaster had been 'waiting to happen' through a 
combination of physical predisposing causes and management practices 
which had been well known in advance (e.g. Bhopal, Challenger, The 
Herald of Free Enterprise, Exxon Valdez). Yet the processes of preventing 
a recurrence through improved regulations, or even of giving redress to 
the victims or punishing the culpable, can drag on for years or even deca­
des. 

A problem with low decision stakes will look very different; let us take 
for an example the field of cosmology. There the data are so sparse, theo­
ries so weakly testable, and public interest so lively, that the field is as 
much 'natural philosophy' as science; and experts must share the platform 
with amateurs, popularizers, philosophers and even theologians. In this 
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latter example we see an historical continuity between the science that was 
practiced before the establishment of authoritarian paradigms, and the 
post-normal science of the present. This can help us appreciate the metho­
dological continuity between applied science, professional consultancy and 
post-normal science. For post-normal science is a development from and 
extension of traditional science, appropriate to the conditions of the present 
age. Its essential principle is that uncertainty and ignorance, even in practi­
ce based on science, can no longer be expected to be conquered; instead 
they must be managed for the common good. Programs of reform of tech­
nology or lifestyle which ignore this aspect of knowledge are likely to 
remain part of the problem rather than contribute to its solution. 

For the dominant historical experience within our present lifetimes is 
that science has created effective ignorance, in our inabilities to cope with 
the consequences of progress. Paradoxical as it may appear (and such 
apparent paradoxes may reveal the leading contradictions of an age) each 
advance in technique now opens up new areas of ignorance. These are not 
merely stimuli to curiosity-driven research, but they can threaten to vitiate 
the practice itself, unless they are appreciated as part of an enriched con­
ception of knowledge. Merely to see ignorance as a negativity and a threat, 
is to remain in the old scientific paradigm. In the philosophy that we are 
now articulating, ignorance is a vital complementary aspect of knowledge, 
and in many cases becomes the driving force of progress. In this way, 
ignorance can perform the same functions for scientific methodology as the 
infinite for mathematics. By definition, the infinite cannot be known com­
pletely, but through its fruitful contradictions it has created, not only po­
werful mathematical tools and also beautiful structures, but even new 
conceptions of mathematics itself. In such a context we can genuinely 
speak of "usable ignorance", with the understanding that this is very diffe­
rent from "usable knowledge". For ignorance is usable when it is an object 
of awareness, and shows its dynamic interaction with knowledge. 

By the use of the diagram, we can better understand the different as­
pects of complex projects in which all three sorts of practice may be invol­
ved. For this we may take an example of a dam, that was discussed previ­
ously (19) in connection with an analogous classification of problems as 
scientific, technical and practical. First, in the construction of a dam there 
is much basic, accepted scientific knowledge that is deployed; and there 
will be particular research projects of an 'applied science' character to 
determine the relevant features of the local environment for the dam and 
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the details of its construction. But the making of the dam is in the first 
place a design exercise, where the shape and structure is not determined by 
the scientific inputs. If nothing else, there will be a design compromise 
among the various possible functions of the completed dam, which may 
include water retention, hydroelectric power, flood control, irrigation, and 
leisure, together with their associated costs. Achieving the optimum balan­
ce among these, given both the uncertainties in scientific inputs and the 
value-conflicts among interests, is a task for a professional. But the matter 
does not stop there. Some people may find their homes, farms and religi­
ous monuments drowned by the artificial lake; can they possibly be ade­
quately recompensed? There may be a possibility of long-term deteriorati­
on of the hydrological cycle in the district, and perhaps even local earth­
quakes. Dams, once seen as a completely benign instrument of human 
control over raw Nature, have suddenly become seen as a sort of predatory 
centralism, practiced by vast impersonal bureaucracies against local com­
munities and the natural environment. When such issues are in play, we 
are definitely beyond professional consultancy and in the realm of post­
normal science. 

We can also use the diagram to illustrate how a problem can evolve so 
that it is tamed, and brought some way in towards manageability. For 
when (for example) a risks or pollution problem is first announced, it will 
almost be in a condition of considerable uncertainty. Since it had not been 
appreciated previously, there is hardly likely to be substantial evidence 
about it. Hence the information will tend to be anecdotal on the experimen­
tal side and speculative on the theoretical side. But the strength of the 
decision stakes will ensure that all interests, aided by the independent 
media, will offer their opinions with apparently complete certainty. The 
first phase of the discussion will therefore resemble ordinary political 
debate, but of a particularly confused kind. For each side will attempt to 
define the problem in the terms most favourable to its interest, typically 
proponents presenting it as applied science and opponents stressing its 
uncertainties and also its ethical aspects. It is a new phenomenon for such 
debates to be effective; hitherto commercial viability or State security was 
the overriding consideration for industrial development, subject to a natural 
concern for health and safety. Indeed, in recent decades scientists and 
engineers have experienced bewilderment and dismay in confrontation with 
those who try to block progress on the basis of such intangible and non 
scientific arguments. One of the last debates of the old sort was that over 
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Recombinant-DNA research in the 1970's, when the evolving problem was 
kept firmly in the control of the scientists (25); in its sequel, on Genetic 
Engineering, the critics have scored some signal successes, as in Germany, 
and are now generally accepted as legitimate participants to the debate 
(26). 

If such issues remained in the realm of pure power-politics, the outlook 
for our policies for science, technology and the environment would be 
grim. But there is a pattern of evolution of issues, with different leading 
strategies coming to prominence, which gives hope that the science may 
yet have an important role in such debates. For as the debate develops 
from its initial confused phase, positions are clarified and new research is 
stimulated. Although the definition of problems is (as we have seen) never 
free of politics, an open dialogue ensures that such considerations are 
neither one-sided nor covert. In the developing discussion on the technical 
aspects, no advocates need admit they were wrong; it is sufficient for there 
to be a tacit shifting in the terms of the dialogue. And as new research 
eventually brings in new facts, the issue becomes more amenable to the 
approach of professional conSUltancy. A good example of this pattern of 
evolution is Lead in petrol, where in spite of the absence of conclusive 
environmental or epidemiological information, a consensus was eventually 
reached that the hazards were not acceptable. 

Thus the simple diagram of the three strategies for problem-solving 
enables us to see where traditional scientific practice is not effective, and 
why new dimensions need to be added to the problem-solving process. By 
its means we can make a dynamic analysis of the evolution of an issue 
involving science and policy. Post-normal science is thereby given its place 
as a complement to the other more traditional problem-solving strategies. 

5.7 Quality assurance and post-normal science 

It is important to appreciate that post-normal science functions as comple­
mentary to applied science and professional consultancy. It is not a chal­
lenge to the traditional practice of science, nor does it contest the claims to 
reliable knowledge or exclusive expertise that are made on behalf of 
science in its legitimate contexts. Recent critical philosophies of science, 
concentrating on scientific knowledge alienated from its social context, 
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have led to a view that 'anything goes' in science. It is as if any charlatan 
and crank should have equal standing with qualified scientists or professio­
nals (27). Our critical analysis proceeds on another basis, that of quality 
assurance. The technical expertise of qualified scientists and professionals 
in accepted spheres of work is not being contested; what can be questioned 
is the quality of that work, especially in respect of its environmental, 
societal and ethical aspects. Previously the ruling assumption was that 
these were somehow 'external' to the work of science itself; and that such 
problems as arose could be managed by some appropriate societal mecha­
nism. Now the task is to see what sorts of changes in the practice of 
science, and in its institutions, will be entailed by these extension of the 
problems that are relevant to the quality of scientific and professional 
work. We have introduced these new aspects through the three strategies 
of problem-solving. Now we will develop their implications through an 
analysis of quality assurance in science. 

Assessments of quality, and their use in quality assurance, have recent­
ly been appreciated as essential to successful practice in industrial produc­
tion; this has been the lesson of the Japanese experience. We also know 
that many major disasters have been caused by defects, or low quality, at 
the interface between mechanical and information systems and the humans 
who operate and control them. Probabilistic analyses can indicate the 
relative likelihoods of different sorts of accidents, but real disasters tend to 
arise through sequences of events that no one had thought to put into the 
model. Now it is generally recognized that quality of information, as a 
component of real systems of communication, command and control, is 
critical. 

As yet we are not so familiar with the idea of quality assurance in 
scientific information; yet it is equally fundamental. The public is familiar 
with the idea of scientific achievements of outstanding quality, as in the 
Nobel prize process. Those who award the prizes apply criteria of quality 
that are accepted for science; these include the extension of boundaries of 
the known, fruitfulness for further research, and also aesthetic considerati­
ons of elegance or surprise. Since only a small proportion of scientists 
receive such acclaim, the implication is that most results do not share such 
high quality. As in every other field of endeavour, most of the work is 
"average". Moreover, there will be work which is substandard in its 
quality, which may fail publication aitogether or find a place in a less 
demanding publication. This principle is behind the grading of scientific 
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worth through techniques of 'scientometrics', with the Science Citation 
Index as a well known research tool. 

Such methods of grading for quality are widely used in the allocation of 
resources, for research projects and institutions. These frequently involve 
high decision stakes, in the sense we have used it here. However mathema­
tical their form, these techniques are not an applied science; indeed, they 
provide a good example of how value presuppositions are built into the 
most apparently objective of research. Thus, the journals scanned by the 
Science Citation Index are necessarily a very small proportion of the total. 
By whom are they selected, and by what criteria and procedures? But then, 
who selects the selectors, etc.? The problem becomes acute in the case of 
evaluating science which is conducted outside the main metropolitan 
centres of research; in particular, the developing countries are systemati­
cally under-reported and under-rated through all the built-in biases of 
subject, choice of journal and institutions (28). This example also shows 
how a field which may claim to be one of professional consultancy actually 
involves such an interaction of decision stakes and systems uncertainties as 
to constitute a post-normal science. 

Thus a formalization of the problem of quality assessment leads directly 
to an infinite regress in logic, and to informal, contested and confused 
practices in the actual work. In this way the assessment of quality in 
science, however 'objective' the products in question may be, shares the 
same problems as quality assessment in aesthetic productions; here the 
'critics' may in the first place be scientists, but there is no science of 
selecting science-critics. Methodologically, this example shows the contra­
diction in the idea of a perfectly formalized system of knowing, where 
skills and judgements are to be excluded. 

The idea of quality in science is foreign to the received philosophical 
view, where science is seen as "knowing-that", to the exclusion of 
"knowing-how", and is assumed to be solely about the eventual attainment 
of truth. The concepts of quality, and of controlled uncertainty, appropriate 
to knowing-how, have hardly any place in the traditional philosophies of 
science. These have been concerned with normative, idealized reconstructi­
ons of science rather than starting from the practice which has made 
science a model for successful human knowledge. This practice is of a 
specialized craft, whose subtle skills, including quality assessment, are 
passed down from master to pupil; in the absence of such a transmission of 
partly tacit information, quality of work inevitably degenerates. 
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If we keep the issues of quality in mind, we are in a position to under­
stand how post-normal science is different from its predecessors. First, we 
recall that Kuhn defined "normal" science in his classic work The Structu­
re of Scientific Revolutions (23). There he described it as "puzzle-solving" 
within an unquestioned "paradigm", an exemplar for practice. This is 
adopted by a subject-speciality community which consists of all those with 
the appropriate educational qualifications who also accept (generally 
unselfconsciously) common standards of quality on problems and on 
solutions. "Progress" takes place by means of such routine puzzle-solving, 
as the ruling paradigm becomes ever more articulated; indeed this is the 
defining property of normal science, in "matured" fields. Only when this 
approach fails to an embarrassing degree in resolving anomalies of practi­
ce, does the community lose its unanimity and undergo crisis. This leads to 
a "scientific revolution" and, eventually, the enthronement of a new para­
digm, not so much building on the old one as replacing it and rendering all 
its associated puzzle-solving irrelevant and obsolete. 

Kuhn did not merely describe the practice of 'mature' science; as an 
historian he was also very concerned to see how sciences achieved this 
state, out of th~ 'immature', embryonic early stages which they all went 
through. His account of the achievement of the state of 'maturity' has a 
most important ambiguity, which bears directly on the social aspects of 
post-normal science. For the transition he imagines a sort of 'social con­
tract' among the practitioners of an immature field, in which they agree to 
a closure of the endless debate about foundational questions. Indeed, it was 
his experience of the contrast between argumentative behavioural scientists 
and acquiescent physical scientists that gave him the clue to the essentially 
social character of scientific maturity. He already knew that the foundatio­
nal questions of physics are no more settled than those of psychology; why 
then do physicists normally ignore them? There seem to be two sorts of 
reasons: one is that puzzle-solving 'works' in a way that the community 
accepts as successful and progressive. The other is that dissidents are 
thenceforth ignored, or dismissed as nuisances. If we look at the unquesti­
onably successful fields of academic scientific research, then the difference 
between these reasons is unimportant; only cranks and occasional rebels 
disagree with the consensus. But when we consider fields which are not so 
favoured, the ambiguity in Kuhn's picture becomes crucial. For we may 
then ask, how is the uniformity enforced? Kuhn himself indicated that 
there is something of a dogmatic, totalitarian element in normal science, as 
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when he compared education in natural science to that in orthodox theolo­
gy. This interpretation has been useful both to those academics who would 
like achieve maturity by fiat, forcing all members of a department to 
follow the line, and also to rebellious students who recognize no inherent 
virtue in the subject's ruling paradigm or its intellectual puzzles. 

Kuhn did not deal explicitly with questions of quality in science, for 
his problem lay within the scope of the classic philosophy of science, 
concerned with claims to knowledge and progress. But his social model of 
scientific practice lends itself naturally to an analysis of quality assurance. 
Using his framework for the new problems facing science, we may say 
that in normal science quality assurance is effected by the closed communi­
ty of practitioners on a well-defined set of problems on which they have 
exclusive esoteric expertise. In pre-normal science, quality assurance is a 
matter of continuous controversy, and this is taken as a sign of its immatu­
rity. From the vantage point of post-normal science, we can appreciate the 
fertile ambiguity of Kuhn's formulation. For we are now familiar with the 
cases where a body of scientific or technological puzzle-solving is radically 
flawed or nearly vacuous when viewed from the outside, while the com­
munity of practitioners have by some means maintained a consensus that 
all is well or will be soon. It is difficult for a lay person to argue effective­
ly that this or that field of academic science is not as mature as its propo­
nents claim. But when the responsible experts are publicly unable to pro­
duce a class of environmental models that predict, or a class of space 
technology that performs, or an experimental practice that protects sentient 
beings, then by default there is an extension of the peer-community who 
exercise quality assurance. The reality as experienced by society at large 
then forces its way into domains that were previously the property of 
closed groups of experts. 

The phenomenon of reality breaking into a social or intellectual system 
has recently been most obvious in connection with the societies of Eastern 
Europe, when the hollowness and ineptitude of the regimes' normal practi­
ce suddenly became a topic for public discussion and active dissent. Our 
technological systems have generally not suffered from such pathologies to 
the same degree within their defined spheres of operation and in their 
centres of origin; but the ongoing problems of both space and nuclear 
technologies, reminds us how competence is not to be taken for granted 
anywhere. We have previously described this as the 'Ch-Ch syndrome', 
after Challenger and Chernobyl (29). We could interpret the global envi-
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ronmental issues as an extension of this syndrome, where our scientific 
puzzle-solving has, all unknown to practitioners and general public alike, 
been seriously defective in important aspects of its quality. 

Normal science still occupies a central position in the study of global 
environmental problems, in two ways. As part of the solution, there is 
always a need for scientific information which is as sound as it can be, 
much of it produced by well-tried techniques on limited problems. Indeed, 
as public interest in a problem leads to resources being invested in it, the 
relevant sciences gain in strength, and (as we discussed above) hopefully 
the problem is brought back in towards the 'professional consultancy' 
domain. In this way, the characteristic uncertainties are brought back from 
the epistemological (and perhaps ethical) state, towards the methodological 
and perhaps even technical. But normal science can also be part of the 
problem, in ways that are unfamiliar and disturbing to the individuals 
involved. For the global environmental issues have to a great extent been 
created by the practice of normal, puzzle-solving science and technology. 
Scientists and engineers who always thought that their work was purely 
beneficial to humanity, either directly or indirectly, now discover new 
problems thrown up by their past successes. Worse, their training and their 
inherited approach do not equip them for the solution of the problems 
directly associated with their work. Thus nuclear physicists are not skilled 
in oncology or epidemiology; nor are molecular biologists familiar with 
microbial ecology. Even more, specialists in human reproduction enginee­
ring are not systematically educated in ethics. Hence when such people in 
matured sciences try to cope with the problems created by their work, 
whether they manifest as hazards, pollution or ethical dilemmas, they are 
no longer working within their disciplinary paradigm. In solving such 
problems they are as amateurs, perhaps with a technical training that is 
very useful, but certainly not as puzzle-solvers within a secure scientific 
framework. 

Traditionally trained scientists who venture into the fields of 
post-normal science thus find themselves in unfamiliar territory. The 
relevant disciplines (such as toxicology, epidemiology, ecology, and risk 
analysis) are weaker, technically and socially. They deal with more com­
plex systems, are less well developed theoretically and historically have 
tended to lack prestige and resources. Furthermore, their relations with the 
public are very different. It is not a case of popularising esoteric results to 
an appreciative lay audience. Rather, the sciences address the worries of 
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people, as residents, parents and human beings, perhaps even the families 
of those involved in creating the problem in the first place. The criteria of 
quality are broader than (say) theoretical interest or industrial applicability; 
they include considerations of health and well-being, of the environment 
and of humanity. The forums in which issues are debated are not restricted 
to the closed communities of subject-specialists, but will involve the media 
and various sorts of tribunals. In these, the scientist is not protected by his 
academic qualifications, and may be subjected to criticisms and interrogati­
ons which he may justifiably consider to be unscientific and unfair. In spite 
of these personal and professional hazards, the narrowly defined puzz­
le-solving disciplinary community can no longer maintain a monopoly on 
the quality assurance of their work; and so normal science must in these 
fields be superseded. There is a need for a new, more pluralistic strategy 
of inquiry, where the power embodied in quality assurance is more equit­
ably shared among those with a legitimate concern for the consequences of 
scientific and professional work. 

5.8 Post-normal science in historical perspective 

Given all the continuities of history and method, there are disciplines 
involved in post-normal science which are radically different from those of 
the normal science which Kuhn took as his standard when analyzing 
"revolutions". In some respects they resemble the "immature" or 
"pre-paradigmatic" sciences out of which the traditional disciplines emer­
ged. But it would be very misleading to describe them in that way, for the 
two terms have connotations of an incomplete growth towards a well-defi­
ned normal state. In the present case, we have scientific disciplines which 
cannot be expected to attain the normal state where routine puzzle-solving 
is effective for progress. Indeed, as we have seen in the case of computer 
models and environmental statistics, it is highly misleading to judge them 
by the criteria of quality appropriate for the traditional normal sciences. As 
scientific facts of the traditional sort, their quality is extremely low; but as 
inputs to a decision process where they serve as one sort of evidence 
among others, they have their genuine, indispensable uses. 

It is useful to stress the historical context of these new sciences; this is 
why we call them "post-normal". For they are characteristic of an age 
when the old academic science, fractured by specialization, is becoming 
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obsolete as the leading form of practice. Their immediate predecessor, and 
progenitor, is the "industrialized" science of the postwar period, when the 
capital-intensity, overall size and immediate applicability of scientific 
research made it truly, in J.D. Bernal's words, the "second derivative of 
production". Out of the laboratories of this industrialized science have 
come the techniques and processes which have done so much, first to bring 
comfort and convenience to so many of the world's inhabitants, and then 
to create the global environmental threats which we have recently come to 
appreciate. 

There are many scientists and scientific advisors who still believe that 
these problems can be solved through the application of more normal 
science. In the terms of our analysis of problem-solving strategies, they 
cannot imagine anything other than "applied science" as being effective, 
for that is all that their philosophical formation and technical training 
allows for. For that reason it is particularly important to have a name that 
is easily remembered and that carries its meaning within it; and "post-nor­
mal", recalling the Kuhnian revolution in philosophy of science, is very 
appropriate in that regard. 

Our concept of post-normal, like any other, has an intellectual ancestry. 
We recall that Kuhn himself was in rebellion against the prevailing positi­
vist philosophy, which (partly unselfconsciously) promoted a certain 
ideological interpretation of science, as the unique bearer of the Good and 
the True. He carried the Popperian critique a stage further towards the 
direction of relativism; and where he feared to tread, Feyerabend and 
others rushed in (30). It is clear that within the terms of a narrow episte­
mological conception of scientific activity (however enriched by an analy­
sis of social practice), there can be no solution of the sceptical crisis 
initiated in the turbulent 60's. Thus, in its own abstract way, the academic 
philosophy of science reflects the crises of confidence caused by the moral 
decline of science (seen in chemical, biological and nuclear armaments) 
and its practical impotence in the face of science-based environmental 
threats. 

It is significant that the assessment of technological risks has motivated 
earlier initiatives in a reformation of scientific epistemology, along with 
our own. For here we face the paradox of an expertise whose form of 
argument resembles 'applied science', whose conclusion declare numerical 
measures of safety, which seems to be essential for any rational policy on 
management of risks, and yet which on examination reveals itself as shot 
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through with uncertainty and sUbjectivity. In straightforward industrial 
practice it can be characterized as 'professional consultancy'; but for novel 
or complex hazards it is definitely a post-normal science. A pioneering 
effort to comprehend this new form of practice was made by A. Weinberg, 
when he created the concept 'trans-science', in connection with hazards of 
low-level radiation. On examination, this could be seen to be saying both 
too little and too much. On the one hand, the name itself implied that here 
was something that was not science as we understand it, but a practice that 
is essentially different. But in reply to critics, Weinberg admitted that his 
only demarcation criterion was the one of scale, that is the feasibility of a 
project in relation to existing resources as willed by society. Given more 
resources or 'more sophisticated science', a trans-scientific problem can be 
rescued for science (31). Thus 'trans-science' turned out to be a distinction 
of quantity only, while our concept of post-normal science, involving new 
methods and new societal practices, represents a qualitative transformation 
of science. 

Nearly ten years ago the philosopher of science Stephen Toulmin sug­
gested the term "post-modern" for this new science as it is actually practi­
ced. Modern science, descended from Galileo and Descartes, involves an 
alienation of the scientist, the atomization of knowledge, and the neglect of 
systems as wholes. Toulmin called for recognition of scientists as actors, 
and of socio-ecological systems as wholes (32). Further, it has been argued 
that this new sort of science must follow Gregory Bateson's teaching (33) 
and be at least as much concerned with information, meaning and motive 
as with measurements and physical causation (34). This valuable initiative 
was too ambitious in some ways and insufficiently so in others. The term 
post-modern has a very wide currency, and a family of meanings which 
have generated a considerable academic industry. So much of its program­
me involves the denial of the reality of the traditional epistemological 
issues, that it is hard to see how it can be related to any practical concerns 
where the quality and reliability of science are important. 

Another strand of research complementary to our own, is that of the 
"cultural theory" school. They study issues with "structural" uncertainties 
as distinct from merely "technical". This corresponds to our post-normal 
science, though without the fruitful analysis of "systems uncertainties" and 
"decision stakes". But they provide an enriched framework for the percep­
tions of the various participants in such issues, including "hierarchists", 
"individualists", "egalitarians" and "fatalists". On that basis they can offer 
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suggestions for political processes whereby issues in post-normal science 
can be resolved (35). 

Our work on policy-related research began with the very practical 
problem of the public debates on "acceptability of risks", where the mathe­
matical form of the experts' argument did not guarantee the acquiescence 
of critics, but instead only fuelled further methodological debate. Could a 
more refined mathematical formalism, encompassing more vague and 
ambiguous judgements, be devised so that the Leibnitzian programme of 
calculating solutions to all arguments could be fulfilled in this case? We 
doubted this; for such programmes had already failed in far less difficult 
fields of discourse. We decided to treat uncertainty with respect rather than 
attempting to banish it with formulae; accordingly we proceeded to analyze 
the different sorts of uncertainty that affect all quantitative statements. We 
found ourselves moving out into very new ground, as our philosophy of 
mathematical knowledge developed in a dialectical and pragmatic direction. 
But we were always kept secure against the pitfalls of relativism by our 
concern with the resolution of real problems of practice, and by our com­
mitment to the enhancing of the craft skills of those who use mathematics 
in these new and confusing situations. From our analysis of uncertainty we 
moved on to that of quality, and from there we arrived at the issues of 
who is competent to assess quality; and this was in the context of risk 
assessment with which our work began. The centrality of the concept of 
quality to a new epistemology of science had already been realized in 
earlier work (19); in this present work that insight was articulated and 
given a practical focus. Hence our conclusions about the new social practi­
ce of science are firmly based on our prior epistemological studies, them­
selves conducted in a dialogue with the main stream of contemporary 
philosophy of science (36). 

5.9 Social aspects of post-normal science 

In what we might now call "pre-normal" science, nearly all the practitio­
ners were amateurs. They could and did debate vigorously on all aspects 
of the work, from data to methodology, but there was no in-group of 
established practitioners in conflict with an out-group of critics. In normal 
science, any outsiders were effectively excluded from dialogue; only in a 
Kuhnian "pre-revolutionary" situation, when the ruling paradigm (cognitive 
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and SOcial) could not deliver the goods in steady progress, would outsiders 
get the chance to be heard. In post-normal science there is still a distincti­
on between insiders and outsiders, based (on the side of knowledge) on 
certified expertise and (on the social side) by occupation. But since the 
insiders are manifestly incapable of providing effective conclusive answers 
to many of the problems they confront, the outsiders are capable of forcing 
their way into a dialogue. When the debate is conducted before a lay 
public, the outsiders (including community activists, lawyers, legislators 
and journalists) may on occasion even set the agenda. 

Because of these human aspects of the issues giving rise to rise to 
post-normal science, there must be an extension of all the elements of the 
scientific enterprise. First there must be a presence of an expertise whose 
roots and affiliations lie outside that of those involved in creating or 
officially regulating the issue. These new participants, enriching the traditi­
onal peer communities and creating what might be called "extended peer 
communities" are necessary for the transmission of skills and for quality 
assurance of results. For in the case of the new sort of science, who are 
the "peers"? In Kuhn's normal science, they are colleagues on the job, 
engaged in that "strenuous and devoted effort to force Nature into the 
conceptual boxes provided by professional education." Such peers are still 
there, as scientists and experts; and they exercise quality control within the 
technical paradigm of their expertise. But the problems of the new sort of 
science are not ones of purely knowing-that within stable paradigms; they 
include knowing-how, along with broad and complex issues of environ­
ment, society and ethics. Hence it is necessary and appropriate for quality 
assurance in these cases to be enriched at the very least by the contribution 
of other scientists and experts, technically competent but representing 
interests outside the social paradigm of the official expertise. 

It is important to realise that this phenomenon is not merely the result 
of the external political pressures on science that occur when the general 
public is concerned about some issue. Rather, in the conditions of post­
normal science, the essential function of quality assurance can no longer be 
performed by a restricted corps of insiders. When problems do not have 
neat solutions, when the phenomena themselves are ambiguous, when all 
mathematical techniques are open to methodological criticism, then the 
debates on quality are not enhanced by the exclusion of all but the acade­
mic or official experts. Knowledge of local conditions may not merely 
shape the policy problems, but it can also determine which data is strong 
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and relevant. Such knowledge cannot be the exclusive property of experts 
whose training and employment inclines them to abstract, generalized 
conceptions. Those whose lives and livelihood depend on the solution of 
the problems will have a keen awareness of how general principles are 
realized in their "back yards". It may be argued that they lack theoretical 
knowledge and are biased by self-interest; but it can equally well be 
argued that the experts lack practical knowledge and have their own forms 
of bias. 

An appreciative study of local knowledge in solving scientific and 
technological problems is only now getting underway. Some authors have 
recognized this as the key to genuinely sustainable development. The 
author Arnold Pacey gives examples to show how a really successful 
technology is the outcome of a "dialogue" between what is an apparently 
more advanced innovative culture, and the apparently traditionalist recei­
ving culture. Thus in African agriculture, the previous dominance of 
colonially-introduced temperate-zone concepts is being replaced by the 
integration of tree and field crops (incomprehensible to Western experts), 
together with irrigation and minimal engineering (37). 

In Europe, a recent survey by Brian Wynne of the University of Lan­
caster has shown how the sheep farmers of Cumbria in England have a 
better understanding of the ecology of radioactive deposition than the 
official scientists (38). The farmers would not have made the assumption 
that radioactive contaminants would drain away through their thin cover of 
moorland soil at the same rapid rate as through lowland pastures. Also, 
they would have recognized that high ground lying directly downwind of a 
major reprocessing plant (the nearby Sellafield plant of British Nuclear 
Fuels Ltd.) is liable to have a different deposition pattern from remote 
fields. Although they could not criticize the technically esoteric measure­
ments made by the official scientists, they were fully competent to evaluate 
their methods and interpretations at every stage. 

Along with the enrichment of the traditional scientific peer-communities 
we have a parallel enrichment of the cognitive basis of post-normal scien­
ce; we speak of "extended facts". This is the material which is effectively 
introduced into a scientific debate on policy issues. It is now widely 
appreciated that the beliefs and feelings of local people, whatever their 
source and validity, must be recognized and respected lest they become 
totally alienated and mistrustful. But extended facts go beyond that purely 
subjective base. There will also be anecdotes circulated verbally, and then 
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the edited collections of such materials prepared for public use by citizens' 
groups and the media. These will not usually be of traditional scientific 
form, but they may be essential for establishing a prima facie case for the 
existence of a problem, and therefore the urgency of systematic research. 
When such testimonies are introduced into scientific debate, and subject to 
some degree of peer-review before reporting or acceptance, they approach 
the status of scientific facts. Of similar strength are the experiences of 
persons with a deep knowledge of a particular environment and its pro­
blems, like the hill farmers of Cumbria reported by Wynne. We should not 
forget material discovered by investigative joumalism. Finally, the catego­
ry of extended facts can also be applied to information which is quite 
orthodox in its production, but which for political or bureaucratic reasons 
is officially secret in some way or other; they can then function covertly, 
forming a background to loaded public questions. This last sort of "fact" 
may seem very strange to those whose idea of science is derived from the 
textbook and the academic research laboratory. But for those who are 
familiar with science in the policy context, such extended facts may be 
quite crucial in the accomplishment of the quality assurance of results on 
which health and safety depend. 

As post-normal science depends so critically on data which are fre­
quently inadequate in quantity and quality, the pitfalls in its production and 
interpretation are particularly severe. Scientists who are engaged on an 
academic exercise, or those working for a bureaucracy with a vested 
interest in the issue, will not normally be inclined to check for all the 
possible hidden traps that could vitiate their results. It is entirely natural 
and appropriate for those with a personal interest in the issue, and a 
personal knowledge of the phenomena, to engage in a dialogue on quality 
assurance. As yet this has happened only sporadically, and in a context of 
conflict and polarization of interests. The task is to create the conceptual 
structures, along with the political institutions, whereby there may be 
developed a creative dialogue. For this, post-normal science is a foundatio­
nal element. 

5.10 Philosophical perspective on post-normal science 

In the title of this essay we introduced two terms; one, quite familiar, set 
the problem; the other, a neologism, announced the path to a solution. Our 
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argument is that the novel challenges of global environmental issues will 
not be met by the old strategies for scientific problem-solving. As the 
social practice of science has evolved through the ages, it is now ready for 
another mutation; one required by the new circumstances of humanity, but 
at the same time made possible by its new material and cultural conditions. 
We have seen that the existing techniques for forecasting about the envi­
ronment cannot produce data in which uncertainty is sufficiently reduced 
for effective predictions to be possible. Nor indeed can the approaches of 
applied science, or even professional consultancy, be adequate in the many 
situations in which systems uncertainty and decision stakes are high. In 
thinking about science in its social and natural environment, we now 
confront our ignorance, as never before. It appears in the form of contra­
dictions, as that our science-based technology produces environmental 
problems which may well be beyond the capacity of science-based techno­
logy to solve. Faced with such unprecedented challenges to our reason, 
some may well despair of science, and retreat to some otherworldly inspi­
ration for support and guidance. Our programme is not to abandon or 
condemn science, but to find a way to enrich it, to foster a rejuvenated 
science which would help in the transformation of knowledge as a human 
possession along with the transformation of technology in its environmental 
context. 

The title "post-normal" announces a break with a previous state; the 
"normal" practice to which it refers is the puzzle-solving research, conduc­
ted within subject-specialty communities that are alienated from their 
societal and natural environments. There is no question that this practice 
had succeeded brilliantly in its own terms, and in its by-products of tech­
nological advance, for generations. But it now experience crises of ever 
increasing severity, and in the terms of the theory in which it was original­
ly cast, it will soon be ready for a "revolution". This will not be within 
this or that field, but, rather like the original "scientific revolution" of the 
seventeenth century, will affect the definition of the objects, methods and 
social functions of science itself. 

Our path to this new definition is laid out in the diagram of the three 
strategies for problem-solving. There is a methodological continuity as 
well as an historical continuity, between the three forms of practice. We 
do not believe in the possibility of revolutions in which the past is merely 
discarded and not included while being transcended. Given all the contra­
dictory relations of applied science and professional consultancy with 
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post-normal science (for as we have seen they can also be part of the 
problem as much as of the solution), without reliable knowledge and 
certified skills there can be no hope of solving the great global problems. 

The dialectical relations of post-normal science with its constituent 
traditions extends further back, indeed much further back than the current 
century's attempt to rescue the Good and the True in science. The problem 
of knowledge, focussed on scientific knowledge, has an intellectual conti­
nuity back to classical Greek times. We may identify three sorts of themes, 
interweaving in philosophical thought between then and now. In the 
middle, as it were, is scientific knowledge, using systematic demonstration 
and based on reason and sense-experience; this was defined and given its 
first examples by Aristotle. To one side lay practical, craft experience, 
realized either in the liberal arts of persuasion, or in the manual arts of 
working on matter. To the other side lay inner experience, approached 
either through wisdom or through enthusiasm. The interactions between 
these three themes down through history are not our present concern; let it 
suffice that since the Scientific Revolution, pure scientific knowledge has 
been prized above the others, and it has been claimed on its behalf that all 
their proper claims to knowing could be realized through it. 

Now that the certainties of science have been betrayed by its very 
successes, we have the occasion to reconsider our own place in the inter­
weaving of these three themes. The third theme is beyond our present 
concerns; our focus is on the world of shared experience and how humani­
ty can find its true place in it. But the second theme, that of practice, is 
due for a radical re-evaluation; and our analysis of the problems and of 
their solution through post-normal science, may show the way to that. For 
that, we consider the two aspects of the theme of practical knowledge. The 
first, the rhetorical tradition, has had a very mixed reputation ever since 
Plato attacked the its practitioners for their lack of concern with truth; but 
it has been a recurrent minor theme in philosophy ever since. The second, 
the tradition of manual arts, has inevitably suffered from its association 
with people who lacked the capacity for argument and reflection. One of 
the most important things about the Scientific Revolution was its re-evalua­
tion of the manual arts, so that a philosophy of practice became a part, 
however briefly, of a philosophy of knowledge. Afterwards, leading 
philosophers were either indifferent or hostile to the claims of either of 
these strands in the practical tradition; and the problem of knowledge 
conceived narrowly in Aristotle's terms has dominated intellectual effort. 
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We have now reached the point where that narrow tradition is no 
longer appropriate to our needs. Unless we find a way of enriching our 
science to include practice, we will fail to create methods for coping with 
the environmental challenges, in all their complexity, variability and 
uncertainty. Fortunately, the conditions are ripe, in the changing social 
distribution of knowledge and skills. For now the liberal arts, as rhetoric, 
are no longer restricted to a tiny privileged elite in society, and the manual 
arts have lost the stigma of belonging to the oppressed majority. The 
improvement of manners and morals, from the Enlightenment through 
industrialized society, has been real. In modern societies there are now 
large constituencies of ordinary people who can read, write, vote and 
debate. The democratization of political life is now a commonplace; its 
hazards are accepted as a small price to pay. Now it becomes possible to 
achieve a parallel democratization of knowledge, not merely in mass 
education but in enhanced participation in decision-making for common 
problems. 

The democratization of science in this respect is therefore not a matter 
of benevolence by the established groups, but (as in the sphere of politics) 
the creation ofa system which in spite of its inefficiencies is the most 
effective means for avoiding the disasters that in our environmental affairs 
as much as in society, result from the prolonged stifling of criticism. Let 
us be quite clear on this; we are not calling for the democratization of 
science out of some generalized wish for the greatest possible extension of 
democracy in society. The epistemological analysis of post-normal science, 
rooted in the practical tasks of quality assurance, shows that such an 
extension of peer-communities, with the corresponding extension of facts, 
is necessary for the effectiveness of this new sort of science in meeting the 
challenges of global environmental issues. 

5.11 Political epistemology and post-normal science 

By now it is clear that our enterprise is not one of traditional philosophy of 
science as it has been practiced in recent generations. Our concern throug­
hout is with practice, the sort of science that is necessary for meeting the 
challenges confronting our civilization. In that sense it is itself an example 
of the 'post-normal' phenomenon. Yet we are doing philosophy, engaging 
in a conscious dialogue with those whose insights we use while criticizing 
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them. We are attempting to see how our new formulation of the philosop­
hical task can take us through the barriers that prevented them from ever 
speaking coherently to the issues of our age. For this reason we review the 
doctrines of our predecessors, gaining clarity on how their conception of 
the problem constrained their solutions in ways that could not be surmoun­
ted. 

In proposing a new form of science, we are re-defining knowledge; and 
that is the task of the branch of philosophy called epistemology. Our 
re-definition is in the direction of taking knowledge out of the classroom 
and the laboratory, into the broader community of people in their man­
made and natural environments. In this sense our epistemology is political, 
not dealing with party-politics in the ordinary sense, but with what the 
Greeks called the polis (39,40). We could also call it ecological, from the 
Greek word oikos for household, from which both eco-nomics and eco-Io­
gy are directly derived. Indeed, we could say that our political epistemolo­
gy is an oikos-philosophy; where our whole earth is a household. Such an 
image, midway between the technocratic 'spaceship earth' and the goddess 
earth 'Gaia', seems best suited for the conception we want to develop. 

Our dialogue with previous epistemology goes back to Aristotle, whose 
ideal of science was fundamentally deductive, on the example of geometri­
cal argument leading to truth. The complementary aspect was stressed by 
Bacon, who believed in induction from particular experiences as the way 
to truth. Only in the present century was the ideal of truth as the goal of 
science become attenuated; with Popper the task was the demarcation of 
science from its imitations, and falsifiability became the criterion; truth 
was left as the distant goal of theories with increasing empirical content. 
This line could not be held, and Kuhn offered the alternation of dogmatic 
"normal science" with irrational "scientific revolutions, with a product that 
promised neither truth nor even progress in the long run. Finally, the end 
of classical epistemology came with Feyerabend and his Dada-science; his 
counter-method is 'anything goes', and its outcome is that nothing happens 
after Woodstock. 

This sequence of retreats and betrayals of reason in recent decades has 
its own internal logic. For so long as the problem is cast in abstracted 
terms of the achievement of truth (necessarily seen as some sort of absolu­
te), then as soon as criticism is heeded there is no lasting defence of a 
position that is fundamentally brittle. Among philosophers the task of 
epistemology has commonly been seen as the refutation of 'the sceptic'; 
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and with the requirement of 100% security for success, it is no surprise 
that failure has been the outcome. Our approach has been to appreciate 
Truth as a regulative principle for our striving, but one which can no more 
be pinned down than any of the other absolutes as the Good or the Beauti­
ful. One of the keys to post-normal science is the insight that the Safe 
belongs to the same class; although everyone wants it, it cannot be calcula­
ted or guaranteed by any routine methods, of applied science or professio­
nal consultancy. 

Our model for scientific knowledge is not derived from its rational 
reconstruction, but from its actual practice as revealed in historical, reflec­
tive and critical studies. We see it as the synthesis of several complementa­
ry polarities: theory/practice, knowing-that/knowing-how, facts/values and 
knowledge/ignorance. For us knowledge does not advance or grow by 
simple accumulation along secure pathways, but it becomes alive by the 
force of conflict and contradiction. Its objectivity is achieved not through 
logic, but by a social process of the application of craft skills, guided by 
ethical principles. By its style it is resistant to the processes of reduction to 
atomized academic specialties, while yet keeping its core of genuine 
expertise intact. 

The philosophical core of our programme is the twinned concepts of 
uncertainty and quality. With them we find the bridge between the subjec­
tive and the objective, the epistemological and the axiological. When we 
recognize inescapable uncertainty in genuine scientific knowledge, we 
know that it is not reducible to the caricature of True/False. As we have 
seen, it possesses many sorts of uncertainty, all of them related to quality. 
Quality is relative to function, but it is not arbitrary on that account. 
Although a 'pragmatic' relation, it is not thereby reduced to a trivial or 
superficial evaluation. Quality is used in many distinct senses in all spheres 
of practice, and is quickly comprehended as a basic idea which has hither­
to been neglected. With quality we can renew our engagement with the 
perennial questions of philosophy, hopefully on this occasion with an 
approach that will be fruitful for theory and practice alike. With uncertain­
ty and quality as the central concepts for the science of the present age, we 
have seen how extended peer-communities and extended facts are natural 
and inevitable enrichments of previous scientific practice. 
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Notes 

1. Reprinted with permission from C. Rossi and E. Tiezzi (eds.) Ecological Physical 
Chemistry, Proceedings of an international Workshop. Copyright 1991, Elsevier 
Science Publishers B. V. 
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6 ARGUMENTATION AND POWER IN EVALUATION­
RESEARCH AND IN ITS UTILIZATION IN THE POLICY­
MAKING PROCESS· 

Igno M.A.M. Propper, Free University of Amsterdam 

6.1 Introduction 

"I learned quickly that there was a vast difference between political and aca­
demic debate; any attempt to force the academic model on a campaign was, 
at best naive, and at worst politically dangerous (Martel, debate adviser for 
American politicians, 1983, p. xi)". 

The idea that politics is mainly a matter of power and manipulation is quite 
common. Names which spring to mind are: Machiavelli, Weber and 
Trotsky.2 To those sharing this view, appealing to rationality is, in fact, 
an a-political method. This is confirmed by Hoogerwerfs research, 10 

which he quotes a cabinet minister making the following statement: 

"Thinking logically and reasoning soundly are soon unlearnt in politics. A 
carefully balanced argumentation in the House is less understood than slo­
gans" (Hoogerwerf, 1986, p. 271).3 

The opposite view is less popular, namely that, in essence, politics is a 
matter of co-operation and information and therefore . a matter of sound 
argumentation. There are people, like Bertrand de 10uvenel who believes 
that creating, enforcing and upholding channels of human co-operation is 
the purest form of political activity (quoted by Hoogerwerf, 1979, p. 41).4 

If we turn to scientific discussion it would be fair to say that the scien­
tific code requires them to proceed rationally. 5 Scientific knowledge is 
only valid when it can win general approval on the basis of sound argu­
ments. Seeking after truth (or, in the case of normative scientific state­
ments, justice) is pointless if forms of power, such as coercion, bribery or 
deception are used. 

The above characterisation of scientific and political discussions raises 
the question as to what part scientific research might play in politics. 
Banner has the following to say in this connection, namely that evaluation 
research may become an instrument of political power: 

127 
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"Unfortunately, because of the political environment surroundig evaluation 
research, 'objective' research often proves impossible. Evaluation can 
become a tool for wielding power and, as such, is constantly an active vari­
able in changing power relationships within political and organizational struc­
ture". And: 
.. even the most carefully designed well-implemented evaluation research is 
often sabotaged by factors within the program's political environment (Ban­
ner, 1975, p. xv and p. 2)." 

On this same subject Cronbach puts forward a normative point of view: 

"Evaluations should contribute to wiser social actions (Cronbach, 1980, p. 
6)" . 

In this chapter an account will be given of empirical research investigating 
the question of to what extent evaluation research results in decisions being 
taken in political discussions on the basis of the soundest possible argu­
ments rather than on the basis of exercising power (section 8). 

Before attempting to answer this question, it is important to determine 
the nature of the measuring instrument. When can we speak of sound 
political argumentation and when does power start to play a role? A large 
part of this chapter will be dedicated to the plan for such a measuring 
instrument, for use in empirical research into political - and also other -
discussions. 

First of all, the concepts of sound argumentation and power will be 
explained (section 2 and 3). Subsequently the question of the relation 
between sound argumentation and power in a political discussion will be 
defined and specified on the basis of this definition (section 4). Next, a 
number of argumentation rules for political (and other) discussions will be 
presented. On the basis of these rules, one can first assess the quality of a 
line of argumentation (section 5). Secondly, these rules help to establish 
how far power is being exercised in a political discussion (The latter will 
only be found in section 7). Next follows a strategy for the 
operationalisation of these rules for political discussions (section 6). Final­
ly, in section 7, an answer can be given to the question of how, in a con­
crete political discussion, one is to determine to what extent sound argu­
mentation plays a part and to what extent power is exercised. 
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6.2 Sound argumentation: a definition 

When designing a measuring instrument, it is important to be quite clear 
about what is to be measured. For this reason the first two sections will 
provide a description of what is to be understood by the concepts of 'sound 
argumentation' and 'power'. At the same time, a number of other terms 
such as communicative (rational) and strategic acting will be introduced as 
well. 

Let us start with the concept of sound argumentation and first look at 
the term 'argumentation'. Van Eemeren and Grootendorst describe argu­
mentation as follows: 

"Argumentation is a speech act consisting of a constellation of statements 
designed to justify or refute an expressed opinion and calulated in a regi­
mented discussion to convince a rational judge of a particular standpoint in 
respect of the acceptability or unacceptability of that expressed opinion (Van 
Eemeren & Grootendorst, 1983, p. 18)." 

The question of to what extent an argumentation is sound will be the next 
consideration after dealing with the rationality of an argumentation. A 
large number of meanings is ascribed to the concept of rationality (see e.g. 
Dunn, 1981, p. 225; Rapoport, 1980). It is not within the scope of this 
chapter to go into this in detail. The starting-point will be a concept of 
rationality in which argumentation plays a major part, viz. the concept of 
communicative rationality, as developed by ]Urgen Habermas (1981). 
Habermas grounds this concept on the acting type known as communicative 
acting. A person acts communicatively when he tries to come to an agree­
ment with others on the basis of the soundest possible argumentation. The 
more successful one is, the greater the communicative rationality of an act 
will be. 

For our purpose, the concept of communicative rationality is too wide 
to be used in this form. In order to make this clear, it is essential in the 
first place to differentiate between two aspects of the concept of communi­
cative rationality viz. a material and a procedural aspect. Then an explana­
tion will be given as to why we will restrict ourselves to the second aspect. 
The concept of communicative rationality allows an argumentation to be 
assessed both materially and procedurally. In the case of a material assess­
ment, an opinion is given on the acceptability of the expression of an 
opinion to be justified or on the unacceptability of the expression of an 
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opinion to be refuted. This is illustrated in the following example of an 
argumentation: 

The speed limit for motor traffic should not be increased to 120 km/h, 
because this is detrimental to the environment. For in case of a speed of 120 
km/h more petrol is used than with the current speed limit of 100 km/h. 

When materially assessing this argumentation the question is, to what 
extent the opinion that the speed limit for motor traffic should not be 
increased, is acceptable on the basis of the argumentation opted for. In the 
case of a procedural assessment, it is not so much the acceptability of an 
expression of opinion that is at issue but the acceptability of the style of 
reasoning. The correct way of acting in general can be judged by social 
rules,6 whereas in particular cases the style of reasoning might be assessed 
on the basis of discussion rules. Examples of these rules are that one 
should not contradict oneself and that one adopts an objective attitude - the 
latter implies, among other things, that one is not allowed to make tenden­
tious statements. In section 5, a number of rules for (political) discussions 
will be formulated in more detail. These rules will fall within the bound­
aries of the concept of communicative rationality. For the time being, we 
will refer to them as 'discussion rules' without going into further detail. 

It might be argued that an approved argumentation procedure is an 
essential, but not a sufficient condition for the acceptability of the act or 
the opinion to be defended. Looking again at the above example, nothing 
seems to be wrong with the argumentation procedure, that is, with the 
style of reasoning. Nevertheless, the expression of opinion to be justified -
that the speed limit should not be increased - isnot necessarily acceptable 
to everyone. One might base one's opinion that the speed limit should be 
increased on other considerations, e.g. because it would cut travelling time 
down to a minimum. 

Summing up, on the basis of the concept of communicative rationality, 
an argumentation may be assessed in two ways. The following applies 
here: 

1. The more the expression of opinion to be jusitified is acceptable on the 
basis of one's arguments, the greater the material rationality. 

2. The more an argumentation is structured according to discussion rules, 
the greater the procedural rationality. 7 
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If a researcher wishes to give a somewhat systematic and objective judg­
ment about the presence or absence of a certain quality in an argumenta­
tion, materially speaking, he must be able to assess the acceptability of 
every expression of opinion on the basis of standards that can claim to be 
generally valid. If we only worked on the example given earlier of an 
argumentation about the speed limit for motor traffic one might conclude 
that we do not have such standards. If this were the case, most political, 
and scientific discussions would be superfluous. Therefore the quality of an 
argumentation will not be assessed materially, but procedurally. For, in 
our opinion, developing a general standard is feasible for the assessment of 
the procedural rationality of an argumentation. As already mentioned such 
standards can be drafted with the help of discussion rules. In order to 
prevent misunderstandings it should be noted even at this early stage, that 
establishing whether or not a discussion rule has been violated in a con­
crete case, does require a material assessment. However, to establish this 
empirically, no other standards are needed but the very same discussion 
rules. These rules will be dealt with in section 5. 

6.3 Power: a definition 

According to Ellemers, in most definitions power is described as follows: 

(1) "Power is the capability or means to impose one's will on others, even 
when they do not want it. ,,8 

For theoretical reasons we consider this definition of power both too wide 
and too narrow. This will be explained, in brief, and the concept of power 
will take on a new meaning, only one of its aspects - to be called 'exercise 
of power' - will be dealt with in more detail. This is for reasons of a 
measurement-technical nature. Let us start with the theoretical consider­
ations. First we shall indicate why the above description of power is too 
wide and has to be curtailed. 

The main point of our study is to enable us to differentiate between 
power and sound argumentation in a concrete empirical situation. For this, 
it is essential that p~wer and sound argumentation exclude one another, 
remaining separate concepts. In other words the two concepts must not 
overlap. This is, however, the case in Ellemers' definition of power. In 
order to make this clear, we will give a more precise definition: 
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(2) "Power is the capability or the means to impose one's will on others, 
whether they want it or not". 
(Comparing the two definitions then "even when they do not want it" 
in the first description has been stated precisely as "whether they want 
it or not"). 

It appears that in the latter definition of power, it is also possible to 
impose one's will on another person when this person agrees with it. Apart 
from a linguistic objection - imposing something on someone in fact 
implies that one acts against another person's will - there is another objec­
tion. For according to this definition it is also a matter of power when a 
person conforms to another person's will by changing his initial opinion -
of his own free will - on the basis of the other person's arguments. In the 
same strain Van Doorn and Lammers also speak of arguments as 'means 
of power' (Van Doorn and Lammers, 1976, p. 79/80). Here we observe 
that concept-wise argumentation and power partially overlap, and because 
this is just what we wish to preclude, the concept of power will be cur­
tailed.9 This is possible by considering the influence of arguments not as a 
form of power but as authority or put more precisely, as communicative 
rational authority. 10 We describe this as follows: 

(3) A person has communicative rational authority when one or more other 
persons conform to his will on the basis of arguments. 11 

Having excluded this meaning from the concept of power, we get the 
following definition of power: 

(4) Power is the capability or means to impose one's will on others. 

As noted earlier in the discussion, linguistically, the term 'imposing his 
will on others' is used somewhat carelessly in the literature. In order to do 
justice to the description of power above (4), this term will be described in 
more detail as follows: 

A person imposes his will on another person, when the latter conforms to 
this will by doing or not doing something, without approval on the basis of 
a true conviction that what is to be done or not done is correct by the 
nature of things. 
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Summing up on the above, first we affirmed that our initial description of 
power (1) was too wide, upon which we formulated the altered version 
(4). 

However, for quite different reasons, we consider both definitions to be 
narrow from another point of view. They only look at one aspect of 
power, without taking another side of power into consideration. To be 
quite candid, this one-sidedness occurs in every discussion on the concept 
of power in the literature. For with the concept of power, it is usually only 
the following model which is taken as a starting-point: 

(I) An actor a is capable of making or trying to make another actor b do 
or refrain from doing something (by some form of coercion). 

In this model actions of actor b are the result of the power of actor a. 
There is yet another form of power. In this form it is not so much the 
actions of actor b as (possible) result of the power of actor a that is the 
issue. With this form of power the actions of actor a are the main point 
and these actions of actor a may be considered as a result but at the same 
time may also be seen as an expression of his power. 12 This can be made 
clear in the following example: 
During a discussion in the House of Representatives one of the represen­
tatives asks the cabinet minister a relevant question. Without offering any 
further explanation the cabinet minister refuses to answer this question. 

In this example the cabinet minister exercises power over the represen­
tative by failing to do something. This does not directly influence the 
representative's actions. This second form of power can be presented more 
generally by means of the following model: 

(II) An actor a is capable of or tries to do or refrain from doing some­
thing, whereas it is clear to him that an actor b demands or can rea­
sonably demand that he should not do so, respectively should not 
refrain from doing so. 

In explanation of this model it should first be stated that it is not essential -
if power is to be the issue - for actor b to demand explicitly that actor a 
should or should not do something. It is sufficient for the demand made to 
be reasonable. Let us illustrate this by using the example above. It might 
be that the representative is too timid to bring to the cabinet minister's 
notice the fact that the latter has disregarded his question. We are inclined 
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to state that this does not alter the cabinet minister's use of power. It is 
altogether reasonable that the representative should demand an answer to 
his question. 

On the other hand we can not only speak of power when the demand 
actor b makes of actor a is reasonable. If the demand made by actor b is 
unreasonable he in fact exercises power over actor a. A refusal by actor a 
to concede to this demand may best be characterised as a clash of power 
against power. 
Both forms of power - differentiated above - are brought out in our 
description of power: 

(5) Power is the capability or the means to achieve one's objectives against 
the will of another person. 

By speaking in general of 'the achieving of one's objectives'i3 both forms 
of power are done justice. For one's goals may be served by influencing 
another person's actions, but also by merely doing or refraining from 
doing something oneself (against another person's will). 

Having now curtailed and enlarged the concept of power it is now time to 
define it. The demands of technical measurement, rather than theoretical 
concerns have been the cause of our examining only one aspect of power. 

The word 'power' is often considered to have two meanings, viz. that 
of 'a capability' and that of 'a means' Y In colloquial language we use 
power in the sense of a capability when we say that someone has power. 
By this we mean that, whenever he wants to do so, he will succeed in 
achieving his goals against the will of others. 15 In this context one could 
speak of the power of control. 16 However, success is not guaranteed when 
power is seen as a means. For there are both effective and non-effective 
means. In colloquial language we consider power as a means when we say 
that someone exercises power. By this we mean that a person tries to 
achieve his objectives against the will of others. In this case we might 
speak of the exercise of power. 

The question as to whether someone explicitly exercises power in a 
political discussion, can, in our opinion, be answered by analyzing his 
statements. However, in this way it is far more difficult if not impossible 
to determine to what extent someone possesses power, or in other words, 
to what extent a political discussion is decided on the basis of power. For 
a person may in fact act in anticipation of another person's power, 
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although this cannot be derived from his statements. Suppose a cabinet 
minister and a representative disagree. When, after a discussion, the cabi­
net minister is put in the right without having explicitly exercised power to 
achieve this, then the representative may have been convinced by the 
arguments given by the cabinet minister. However, the cabinet minister's 
position of power may playa part as well. It is just possible that the repre­
sentative only intends to serve his own political ambitions and agrees with 
the minister knowing that the cabinet minister's vote is important when it 
comes to the choice of a successor to replace an under-secretary who is 
about to depart. 
For the reason mentioned above we will only pay attention to a curtailed 
meaning of the concept of power by considering it exclusively as a means 
and not as a capability. In other words we will only offer a measuring­
instrument for power in the sense of the exercise of power. The description 
runs as follows: 

(6) Power in the sense of the exercise of power is, to the actor, a means of 
achieving his objectives against the will of other persons. 

In the previous section (sound) argumentation was related to the concept of 
communicative acting first put forward by Habermas. Likewise, the exer­
cise of power may be related to the type of acting that in Habermas' opin­
ion is complementary to this, viz. strategic acting. Put in the terminology 
worked out above, a person acts strategically when he does not try to 
achieve his goals by using the soundest possible arguments, but by other 
means like the use of money (and even bribery), coercion and deception. 
In other words, when someone acts strategically he exercises power. In 
order to prevent misunderstandings, it is important to bear in mind from 
the start that not every violation of these discussion rules can be interpre­
ted as a sign of the exercise of power. Section 7 will go into this further. 

Finally, it is important to note that political rationality is related to both 
communicative and strategic rationality. When we, for example, define 
political rationality as a means-end rationality, then political ends can vary 
e.g. from solving problems in society to enlarging ones own power. In 
both cases communicative rational acting is necessary when the end can 
only be reached on the basis of valid knowledge and/or the voluntary 
cooperation of other people. And in the case that ends can only be striven 
for in competition with opponents, it can be wise to act strategically. 
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6.4 Defining and specifying the question 

In the introduction we expressed our aim of developing a measuring­
instrument in order to be able to answer the question to what extent a 
political discussion is a matter of sound argumentation or a matter of 
power. The determination of the terms sound argumentation and power in 
the previous two sections enables us now to define and specifiy this ques­
tion in more detail. 

The question of to what extent sound argumentation is found in a politi­
cal discussion will be understood as the question to what extent the line of 
reasoning in a political discussion develops according to discussion rules 
(to be determined in detail). In other words in this question the issue is the 
procedural rationality of a political discussion. 
We will only look at power as a means to achieve objectives against the 
will of other actors (we are speaking of the exercise of power then). The 
question of to what extent power plays a part in a political discussion will 
therefore be considered as the question of to what extent power is being 
exercised. 17 In other words we can also speak of the question of to what 
extent the participants in a discussion act strategically. A person acts stra­
tegically when he does not try to achieve his objectives by the soundest 
possible arguments but by means like the use of money (or even bribery), 
coercion and deception. 

The measuring-instrument to be developed next will therefore have to 
give a definite answer to the following question: 

(1) To what extent is a political discussion either of a strategic or of a 
procedural, rational nature? 

In this question there is a certain incongruity. In the case of strategic act­
ing a person tries to impose his will on others, whereas we find procedural 
rationality according to the extent to which a person succeeds in framing 
his statements regarding form and style according to discussion rules (yet 
to be determined). If such a difference is not desirable it is possible to 
ignore the procedural rationality, and instead look at the extent to which a 
person acted communicatively. A person acts communicatively when he 
tries to come to an agreement with others on the basis of the most plaus­
ible arguments. Whether he succeeds remains undecided, just as with 
strategic acting. In that case an alternative question could read as follows: 
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(2) To what extent is a political discussion of a strategic or of a communi­
cative nature? 

We will find that the measuring-instrument developed hereafter clears the 
way for the answer to this second question. 

6.5 Rules for discussion 

If the quality of an argumentation is to be assessed by the concept of 
procedural rationality, this concept has to be operationalised in more 
detail. This will be done in two moves. In this chapter we shall first 
formulate a number of rules for discussions - including political discussions 
- with which a rational argumentation procedure will have to comply. 
Subsequently, in the following section we shall point out how to 
operationalise these rules further on the basis of possible violations of 
these rules. 

In section 2 it was stated that the procedural rationality of an argumen­
tation can be determined by means of an assessment of the extent to which 
the manner of reasoning has been framed according to discussion rules 
(still to be determined). The starting-point for these rules is that they have 
to fit within the basic concept of communicative rationality chosen by us. 
Then the following three principles can be drawn up: 18 

1. one must speak and act on the basis of arguments; 
2. the arguments one presents must be as sound as possible with respect 

to form and style; 
3. acting and speaking must be aimed at coming to an agreement with 

others. 
The discussion rules to be formulated next will have to comply with one or 
more of these principles. 

In the literature of divergent disciplines such as political science, juris­
prudence, philology and scientific philosophy, one finds suggested rules 
for the standardization of discussions (Alexy, 1981; Van Eemeren and 
Grootendorst, 1983; Grice, 1981; Habermas, 1973; Naess, 1978; Posner, 
1974; Vedung, 1982). It would go beyond scope of this chapter to give a 
detailed account of this. We confine ourselves to formulating a number of 
rules drawn up on the basis of this literature. The entire of body of these 
rules forms -so to speak- a model procedure or in other words an ideal 
model, on the basis of which an actual discussion can be judged. 19 Here 
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it may be stated that the more have been complied with these rules, the 
greater the procedural rationality will be. 

First a survey of these rules will be given and some of the rules will 
be explained. Next a short explanation will be given on how the discussion 
rules relate to the principles formulated earlier. 

A model procedure for discussions 

(1) A committed attitude 
(1.1) One is committed to the objective of the discussion 
(1.2) One is committed to the things one has said and implied therewith 
(1.3) One is committed to the arguments being solid 

(2) Accountability 
(2.1) Every participant in a discussion is to support his statements with the help of 

arguments, when other participants (may be expected to) demand this, unless he 
gives plausible reasons justifying a refusal. 

(2.2) When one doubts the arguments relating to the point of view of another partici­
pant in the discussion, one may only challenge these if one gives counter-argu­
ments. 

(3) Consistency 
The participants in a discussion act and speak in a consistent way. 
(3.1) The participants in a discussion are not allowed to contradict themselves. 
(3.2) The participants in a discussion are consequent. 

(4) Relevancy 
(4.1) The arguments one gives and the information going with them, must be 

relevant. 
(4.2) When making a statement that (apparently) does not refer to the statements and 

arguments which are the subject of the discussion, one has to state one's reasons 
for making this statement, if other participants (may be likely to) expect this. 

(5) Objectivity 
The participants in a discussion are to adopt an objective attitude. 
(5.1) One is not allowed prevaricate. 
(5.2) One is not allowed to ascribe another persons points of view that they do not 

support. 
(5.3) The points of view held must not be tendentious due to ambiguity. 
(5.4) The participants in a discussion are not allowed to present their own contribu­

tion(s) to the discussion tendentiously, by means of incorrect or incomplete 
information. 

(5.5) One should not become personal. 
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(6) Openness 
The participants in a discussion must see to it that the discussion is open to others and 
to discussion contributions from others. 
(6.1) It must be possible for everyone (to the same extent) to take part in the 

discussion. 
(6.2) The participants in a discussion are allowed to raise any point of view and 

advance any information they consider relevant for the defence or challenge of a 
certain point of view. 

(6.3) One is allowed to challenge each statement brought in by another participant to 
the discussion to justify or refute the expression of an opinion. 

(6.4) The participants in a discussion are to provide as much information as necessary 
(for the aim of the discussion at that moment). 

A number of these rules will now be explained briefly. 2°When taking part 
in a discussion, one must commit oneself to directing one's contribution to 
the objective of the discussion (rule 1.1). In the case of an argumentative 
discussion this implies -among other things- that one should at least try to 
make a point of view acceptable or unacceptable. To give an example of 
withdrawal, one withdraws from the objective of a discussion when only 
speaking to spin out time, i.e in order to hold up a decision being taken. 
One must be prepared to let one's actions or convictions depend on the 
solidity of the pro- and counter arguments (rule 1.3). This means that one 
is obliged to retract a point of view if it has been countered effectively and 
that one should stop doubting a point of view once it has been defended 
effectively (cf. Van Eemeren and Grootendorst, 1983, p. 174).21 

A communicative-rational participant in a discussion can present argu­
ments when asked for (rule 2.1). And he will give them without being 
asked in cases where it seems likely that the other participants will demand 
supporting evidence for his point of view. This is the case when one chal­
lenges a generally accepted statement. Alexy indicates that a discussion 
will lead nowhere if one of the participants calls in question every argu­
ment supporting a point of view and keeps asking endlessly for a further 
motivation (Alexy, 1981, p. 244). Rule 2.2 aims at preventing such prac­
tice by prescribing that one is only allowed to challenge the arguments of 
another discussion-participant, when mentioning counter arguments one­
self. 

The rule of consistency (3) means that a discussion contribution should 
be free from inner contradiction. Rule 3.1 refers to the logic of a dis­
cussion contribution. The statements one makes should not contradict one 
another. Moreover, in rule 3.2 it states that one is to be consequent. In 
accordance with Alexy, we can state that a person is consistent when he 



140 PROPPER 

abides by the following code: 'when giving the object A a predicate F, one 
must be prepared to apply F with all other objects that correspond to A in 
all relevant respects' (Alexy, 1978, p. 235). 

If an argument is maximally relevant (rule 4), this means that the plau­
sibility of the argument is transmitted in its entirety to the conclusion. An 
irrelevant argument does not contribute in any way to the plausibility of 
the conclusion, however acceptable the statement serving as the argument 
may be (see Govier, 1985, p. 102 and Schellens, 1985, p. 74). An illustra­
tion of this would be the statement, that people have availed themselves on 
a large scale of an investment subsidy, is not a relevant argument for the 
conclusion that the investment subsidy has resulted in extra investments. 
For the fact that an investment subsidy is used, does not imply that this 
subsidy has caused investments that would not otherwise have been done 
without this subsidy. As pointed out by Alexy, it is not always immediate­
ly clear to all discussion-participants whether the arguments and informa­
tion given are relevant. His view is that judging relevancy should be left to 
the participants involved in the discussion (Alexy, 1981, p. 244-5). For 
this reason rule 4.2 is included. One must motivate why one makes (appar­
ently) non-relevant statements if other discussion-participants may expect 
you to. 

An objective attitude in a discussion (rule 5) means in the first place 
that one devotes oneself 'for the sake of the cause'. This implies in fact 
that one does one's level best to achieve an as true or as correct an out­
come to the discussion as possible. Tendentious and incorrect statements 
have no place here. An objective attitude means, in the second place, that 
one should not become personal in order to influence the outcome of a 
discussion. This means that one must not treat the other discussion-partici­
pants personally and that one must not 'throw one's own person onto the 
battle field'. Not being allowed to treat other discussion-participants per­
sonally, has mixed implications. One is not allowed to attack or threaten 
other participants, nor is one allowed to give them the advantage. When 
'throwing one's own person onto the battle field', one refrains from giving 
arguments. Instead, one parades one's own qualities or one guarantees 
personally the correctness of a point of view. 

The rule of openness (6) aims, in the first instance, at ensuring that 
everyone has an equal chance to take part in the discussion and is treated 
in the same way. This is allied to a second aim, viz. that levelling criti­
cism may occur without obstruction and is to be stimulated. In compliance 
with rule 6, an important condition is that the contributions to the 
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discussion are not made under coercion and are not restricted. One should 
not refrain from publishing a point of view or some information for fear of 
reprisals. 
In general, the discussion rules adhere to the principles, formulated earlier, 
in the following three ways: 
1. Speaking and acting on the basis of arguments is prescribed thereby 

stimulating coming to an agreement with each other (rule 1.3, rule 2 
and rule 4.2). 

2. The quality of form and style of the arguments is prescribed thus 
stimulating people to come to an agreement with one other (rule 3, rule 
4.1, rule 5 and rule 6). 

3. The objective of coming to an agreement with one another is prescri­
bed (rule 1.1 and rule 1.2). 

6.6 A method of operationalising the rules for discussions 

A method of operationalising the rules for (political) discussions mentioned 
in the previous section, is to outline concrete situations for each rule 
showing how the rule is being violated. 

For this purpose, extensive literature on fallacies can be made use of 
(see e.g. Darner, 1980; Van Eemeren and Grootendorst, 1986; Engel, 
1985; Fearnside/Holther, 1963; Gilbert, 1986; Hamblin, 1980; Larrabee, 
1952; and Pirie, 1985).22 As indicated by Van Eemeren and 
Grootendorst, these fallacies can, in principle, be considered as violations 
of discussion rules (1983, p. 177). Furthermore these fallacies can also 
play a part when critically jUdging a system of rules for discussions, as 
drawn up in the previous section. The greater the number of fallacies that 
can be classified as a violation of one of its rules, the more satisfaction this 
system will give (cf Van Eemeren and Grootendorst, 1983, p. 151). 

It is indeed possible to interpret the fallacies in the above mentioned 
literature as violations of one of the rules for discussion. To do this would 
be beyond the framework of this chapter. 23 Solely for the sake of illustra­
tion, a few selected fallacies will be examined, coupling one with each of 
the six rules for discussion. These six fallacies may be summarized as 
follows. 
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Denying a Common Starting Point 
One casts doubt on a proposal which is one of the common starting-points. 
If one finds that, in a discussion, one is going to loose if one sticks to the 
initial starting-points, one may decide to deny these starting-points. Imag­
ine a discussion in which one has to choose between two alternative ways 
of reaching a certain common policy objective. In this discussion a partici­
pant may decide to doubt the correctness of the policy objective if the way 
he has suggested is not considered to be the most effective. This, and 
similar ways of acting, are in defiance of the rule that one is committed to 
what one has said (rule 1.2). 

'Slippery slope' 
The slippery slope: one suggests unjustly, that holding a certain point of 
view will make matters go from bad to worse. One demonstrates that 
adopting a certain point of view results in adverse consequences by way of 
a string of related results, although this argument cannot be supported. 
This is the case in the following argumentation: "The proposal to increase 
the welfare benefits by 1,5 % should not be approved. An increase in 
benefits may result in a situation whereby people on an allowance will be 
more reluctant to accept a job. Before you know where you are, nobody in 
this country will be working anymore. That is not what you want, that is 
not what I want. So let us refrain from increasing welfare benefits". 

Confirming the Consequence 
Confirming the consequence is a form of invalid reasoning in which a 
sufficient condition is regarded as a necessary condition. The following is 
an example of such reasoning: "Unemployment leads to criminality. Last 
year criminality rose considerably. Therefore unemployment has risen as 
well." The reasoning in the example does not hold good because criminal­
ity may have risen due to other causes. This and similar reasonings are in 
contradiction with the prevailing logic and are therefore a violation of the 
rule of consistency (rule 3.1). 

Rejecting Alternatives 
One supports a proposal by labelling alternatives as inferior. This method 
forms a violation of the rule of relevancy (rule 4.1).24 Taken by itself 
summing up objections against other possibilities does not say anything 
about the quality of the proposal. 
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Partly Hidden Qualification 
A limited claim is explicitly stated, but the intonation and/or structure of 
the sentence are such that a general claim is suggested. An example of this 
is to be found in the sentence structure "for practically every single case p 
holds good" a limited claim is made ("practically"), whereas the part "for 
every single case" suggests a general validity. Applying partly hidden 
qualifications results in points of view becoming tendentious due to ambi­
guity (rule 5.3). 

Apriorism 
One starts from certain starting-points or principles. Facts introduced as 
counter arguments against them are rejected, because they are not in con­
formity with these starting-points or principles. When acting like this one 
is .in fact not open in a discussion contribution from others (rule 6). 

As stated, these and other fallacies can be applied in the operationalisation 
of discussion rules. Of course this does not alter the fact that, in practice, 
these rules may be violated in more ways than just by fallacies mentioned 
in the literature .. These fallacies only offer a clue for the operationalisation 
of the rules for discussions. 

6.7 The assessment of discussions 

On the basis of the rules for discussions, and their operationalisation (with 
the help of possible violations of these rules), political (and also other) 
discussions may be assessed to see to what extent to which either (sound) 
argumentation plays a part or power is being exercised. 

The quality of the argumentation in a discussion is judged on the basis 
of its procedural rationality. The latter is greater when the rules for 
discussions are violated less often. The procedural rationality of a discus­
sion - and of a separate discussion-contribution as well - may be quantified 
as follows: 

u - Uo 
PR = ---------------------- (1) 

U 

PR = the procedural rationality of a discussion (contribution) 
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U = the number of statements (arguments and conclusions)25 
Uo = the number of different statements showing at least one violation of 

the rules for discussions 

The exercise of power is considered to be strategic acting. When people 
are acting strategically in a discussion, this shows in the violation of the 
rules for political discussions. Both forms of power as differentiated in 
section 3 may be of influence here. One may get another person to do or 
refrain from doing something by providing him with false information 
(violation of rule 5.4). It is also possible to disregard something another 
person claims by not withdrawing a criticism of an expression of opinion 
although this has been effectively defended (violation of rule 1.3). A com­
plication is, however, that not all violations of the rules for discussions can 
be seen simply as the result of strategic acting. This is only the case when 
it appears that one of. the participants to the discussion does not intend to 
use the soundest possible arguments or when he applies pressure by means 
other than argumentation, such as the use of money (or even bribery), 
coercion and deception. In a discussion one is not always fully aware of 
the nature of the acts one commits. Often one is completely absorbed in 
the acting itself, not (immediately) reacting to the acts one commits. 
Therefore it is, in principle, possible for a person to act strategically with­
out noticing it. In the heat of a discussion a person might demand 'point­
blank' that someone else should put him in the right. This person may be 
so obsessed about being right, that he does not stop to think about the fact 
that demanding this is in fact a form of exercising power over the other 
person. 

A violation of the discussion rules may result from communicative 
non-rational acting as well. When acting communicative non-rationally, 
one intends, just as in case of communicative rational acting, to come to 
agreement with other actors on the basis of as sound as possible argu­
ments, but in the case of communicative non-rational acting one does not 
succeed very well. It may be, that one makes a mistake in logic in a com­
plex pattern of reasoning without noticing it. All the same, it is possible to 
consider the violation of certain rules and the occurrence of certain fal­
lacies, in general, as an expression of strategic acting. Generally speaking, 
the violations of rule 1 (a committed attitude) are active attempts to shirk 
an obligation one has entered into. And whether one adopts an objective or 
a non-objective attitude (rule 5) is a conscious choice. Therefore a non­
objective discussion contribution may be seen as an expression of strategic 
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acting. Similarly, it holds good that the violations of rule 6 (openness) are 
usually active attempts to keep other people or their contributions out of 
the discussion. A large number of violations of the other rules may be 
considered, quite simply, to be the result of strategic acting. Supporting 
this assertion extensively is not feasible within the frame of this chapter 
(see Propper, 1989). For the sake of illustration we refer here only to the 
'slippery slope' fallacy dealt with in the previous section. When one un­
justly implies that a point of view results in matters going from bad to 
worse, without supporting evidence, one is in fact acting tendentiously. 
One is acting strategically at that moment. 

Summarizing, it can be stated that the extent to which a political (or 
any other) discussion is of a strategic nature, may be determined by estab­
lishing to what extent the rules for discussions are violated and by subse­
quently indicating whether or not the violations result from strategic act­
ing. The extent to which a discussion is of a strategic nature, may be 
quantified as follows: 

Vos 
SCD = ------------ (2) 

V 

SCD = the strategic component of a discussion (contribution) 
V = the number of statements made (arguments + conclusions) 
Vos = the number of different statements showing at least one violation 

of the rules for discussions as a result of strategic acting 

So far we have shown how to provide an answer to the question of to what 
extent a political discussion is of a procedural rational or of a strategic 
nature. This was the first question formulated in section 4. The second 
question read: "To what extent is a political discussion either of a strategic 
or of a communicative nature?". How to determine to what extent a politi­
cal discussion is of a strategic nature has already been determined, what 
remains is the determination of the extent to which a political discussion is 
of a communicative nature. A person acts communicatively when he tries 
to come to an agreement with other people on the basis of the soundest 
possible arguments. Whether he succeeds, is not important here. 
Communicative non-rational acting is a form of communicative acting too. 
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Communicative acting can be considered as the complementary concept of 
strategic acting. In other words, one is acting communicatively to the 
degree in which one is not acting strategically. 26 Therefore the extent to 
which a political discussion is of a communicative nature, may be quan­
tified as follows: 27 

v - Vos 
CCD = ------------------- (3) 

V 

CCD = the communicative component of a discussion (contribution) 
V = the number of statements made (arguments and conclusions) 
Vos = the number of different statements showing at least one violation 

of the rules for discussions as a result of strategic acting 

6.8 An example of an application: empirical research into 
argumentation and the exercise of power 

In the period 1986-1989 we investigated all the evaluation research into the 
application of The Investment Subsidies Act, called in Dutch the "Wet 
Investeringsrekening" (WIR) , and the utilization of this research in the 
policy-making process.28 

The aim of the WIR was to induce investments and it was made availa­
ble to private enterprises from 1978 to 1988. 

The central issue in our research is the following: 'To what extent does 
the quality of the argumentation in evaluation research offer an explanation 
for the extent to which evaluation research is utilized in the policy-making 
process at central government level, and for the quality of the argumenta­
tion in the utilization of evaluation research in this process?' 

Our basic assumption is that policy evaluation can be seen as an argu­
mentation. 29We have studied a total of ten cases (one evaluation study 
with its utilization is considered as one research case).30 

In this section we will summarize and briefly explain the central con­
clusions of our empirical research. 

Conclusion 1: The quality of the argumentation in the evaluation research 
into the WIR is low. 
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This central conclusion is based on two other conclusions: 

1.1 The level of the procedural rationality of the argumentation in the 
studied evaluation research into the WIR is low. 

1.2 The argumentation in the studied evaluation research into the WIR is 
mainly a way of exercising power. 

The first conclusion (1.1) is based essentially on the following observa­
tions. We find that less than half the statements in eight out of the ten 
investigated evaluation studies can be considered as being procedurally 
rational. An average of 65 % of the statements contain one or more viol­
ations of the procedural rules for discussion. 

Our second conclusion (1.2) is mainly based on two observations. An 
average of 59 % of the statements in the research reports investigated 
contain one or more violations of the procedural rules for discussion, by 
employing strategic acting. Only two of the ten evaluation reports investi­
gated can be considered mainly communicative, although even in these two 
reports power is exercised in a major part of the argumentation. 

Conclusion 2: The quality of the argumentation in the utilization of the 
WIR evaluation research in the policy-making process is 
low. 

We started from the following operational description of the utilization of 
evaluation research in the policy-making process: 'An individual or 
(administrative) organisation utilizes evaluation research in cases where 
one or more elements of the research are raised explicitly in the point of 
view of this individual or organisation or in the considerations preceding 
this point of view'. This means that adopting one or more elements of 
research is not the only way to utilize it. One can also be said to utilize 
research if one criticizes and rejects one or more elements of the research. 
Then the research is still of importance when testing a point of view or 
proposal. Conclusion 2 is based on two other conclusions: 

2.1 The level of the procedural rationality of the argumentation in the 
utilization of the WIR evaluation research in the policy-making 
process is low. 
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2.2 The argumentation in the utilization of the WIR evaluation research 
in the policy-making process is to be considered mainly as a way of 
exercising power. 

The first conclusion (2.1) is based essentially on the following observa­
tions. In the utilization of nine out of the ten investigated evaluation 
reports we have found that in half or less than half of all statements no 
violations of the procedural rules for discussion occurred in the argumenta­
tion. An average of 70 % of all statements contain one ore more violations 
of the procedural rules for discussion. Our conclusion, that the utilization 
of research we have investigated, is mainly a means of exercising power 
(2.2) is based on the following arguments. In nine out of ten cases the 
strategic component constitutes more than half of the argumentation. An 
average of 62 % of the statements can be classified as merely a way to 
exercise power. 

Schedule 1 shows a survey of the extent to which the discussion rules 
were violated in the ten evaluation research projects investigated and in 
their utilization in the policy-making process. 

Schedule 1: 

Main rules 

Frequency of the violation of the main rules for the model 
procedure for argumentation in ten evaluation research 
projects into The Investment Subsidies Act and in their 
utilization in the policy-making process, in absolute num­
bers and in percentages. 

Violations in the evaluation Violations in the utilization 
research of the evaluation research 

rule 1 (a committed attitude) 0 0% 0 0% 
rule 2 (accountability) 36 20% 53 19% 
rule 3 (consistency) 10 6% 17 6% 
rule 4 (relevancy) 18 10% 18 7% 
rule 5 (objectivity) 112 63% 148 53% 
rule 6 (openness) 1 1% 41 15% 

TOTAL 177 100% 277 100% 
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The above shows clearly that, in particular, the rule of objectivity is most 
frequently violated. In the evaluation research studied this is shown by e.g. 
providing false, tendentious and misleading information, reporting selec­
tively from other research projects, one-sided summing up of pros and 
cons and giving a wrong picture of the representativity of the research. 
Non-objectivity in the utilization of evaluation research in the policy-mak­
ing process is shown by incorrect, incomplete or selective reproduction of 
the research outcomes and in abusing the researcher's authority. 

In our opinion there is a simple explanation for the fact that in the eval­
uation research the rule of openness is only violated incidentally (1 % of 
the violations), whereas it is found rather often in the utilization of the 
evaluation research (15% of the violations). In many cases the evaluation 
research is the 'opening move' in a discussion. Generally speaking, one 
does not have to react to other individuals' discussion contributions here. 
In the case of the utilization of the evaluation research the rule of openness 
is violated due to a disregard of certain (crucial) elements of the evaluation 
research and due to ignorance of each other's contributions in the phase of 
the political decision-making. 

Conclusion 3: The extent to which the investigated evaluation research 
into the WIR is used in the policy-making process is con­
siderable.31 

We have measured the extent to which an evaluation study is used in the 
policy-making process on the basis of four main points: The number of 
different elements of the study which are used (conceptual model, statistic 
data, conclusion, recommendations); the number of conclusions and rec­
ommendations used; the number of categories of relevant actors who use 
the study; the number of people who used the study. On a zero to one 
scale, the extent to which the research is used has an average score of 
0.76. In nine out of ten cases the score for the extent to which is is used is 
larger than 0.62 and increases to a maximum score of 1. 

Conclusion 4: The quality of the argumentation of the investigated evalua­
tion research into the WIR has no correlation with the 
extent to which this research is used in the policy-making 
process'. 
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This central conclusion is based on two other conclusions: 
4.1 The procedural rationality of the argumentation of the investigated 

evaluation research into the WIR has no correlation with the extent to 
which this research is used in the policy-making process (R2 = 0.001, 
t = 0.076, at two-tailed test P > 0.20, N = 10). 

4.2 The extent to which the investigated evaluation research can be con­
sidered as a means of exercising power has no correlation with the 
extent to which this research is used in the policy-making process (R2 

= 0.003, t = 0.1605, at two-tailed test P > 0.20, N = 10). 

This result corresponds with previous research. E.g. research by Van de 
Vall and Patton shows an absence of correlation between quality features 
of research and the extent of utilization of this research in the policy-mak­
ing process (Patton, 1978; Van de Vall, 1980). 

Conclusion 5: The quality of the argumentation in the investigated evalua­
tion research into the WIR has a strong correlation with the 
quality of the argumentation in the utilization of this 
research in the policy-making process. 

This central conclusion is based on some other conclusions: 

5.1 The procedural rationality of the argumentation of the investigated 
evaluation research into the WIR has a strong positive correlation 
with the procedural rationality of the argumentation in the utilization 
of this research in the policy-making process (R2 = 0.610, t = 3.534, 
at two-tailed test P < 0.01, N = 10). 

5.2 The procedural rationality of the argumentation of the investigated 
evaluation research into the WIR has a strong negative correlation 
with the extent to which the argumentation in the utilization of this 
research in the policy-making process can be considered as a means 
of exercising power (R2 = 0.499, t = -2.823, at two-tailed test P < 
0.02, N = 10).32 

5.3 The extent to which the argumentation of the investigated evaluation 
research can be considered as a means of exercising power has a 
strong positive correlation with the extent to which the argumentation 
in the utilization of this research in the policy-making process can be 
considered as a means of exercising power (R2 = 0.604, t = 3.494, 
at two-tailed test P < 0.01, N = 10). 
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Conclusions 5.1, 5.2 en 5.3 agree with our hypotheses. 33 To support 
them, we have used the following three considerations: 
1. A positive consideration: Evaluation research can serve as an example 

and can fulfil an educational function. When the argumentation in an 
evaluation study is procedurally rational, i.e. committed, motivated, 
consistent, relevant, objective and open, this can be adopted by the 
users of the evaluation research. 

2. A negative consideration: A correct presentation is particularly impor­
tant to the procedural rationality of an evaluation study. This means that 
a clear picture is given of a study's reliability and validity, and of the 
importance which should be attached to the conclusions of this study. If 
this is done properly, there is less opportunity for potential users of the 
study to misuse the research results. 

3. If a user of an evaluation study feels that this study is mainly set up as 
a means of exercising power, this may be reason for him to use some 
means of exercising power himself. 

On the basis of these theoretical considerations we might conclude, after 
all, that the quality of the argumentation of the investigated evaluation 
research into the WIR influences, the quality of the argumentation in the 
utilization of this research in the policy-making process. 

Based on the research results, the evaluation research might be expected 
to contribute rationally to the policy-making and bring about the soundest 
possible argumentation rather than the exercise of power in political dis­
cussions. If this is the case then, the evaluation research itself must not fail 
to meet the standards of rationality. Yet, this holds good to a lesser extent 
for the evaluation research into the WIR at issue here. 

6.9 Final remarks 

This chapter gives an account of a research project investigating the exer­
cise of power and the quality of the argumentation in evaluation research 
and in the utilization of this evaluation research in the policy-making 
process. 

There is no reason to believe that the investigated evaluation research 
into the application of the Investment Subsidies Act in the Netherlands is 
representative for all evaluation research. Our study is mainly of an expl­
oratory nature, and the results of this study can only help to formulate a 
few expectations with respect to evaluation research in general. 
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A great part of this chapter deals with a proposal for a measuring 
instrument in order to establish to what extent either power or sound 
argumentation is to be found in political discussions. It is important to bear 
in mind the scope and restrictions involved. It will not be sufficient to 
merely attempt an assessment of an argumentation according to its con­
tents. However, it is possible to use it in answering the question of to what 
extent one can speak of sound argumentation in procedural terms. It does 
not have the scope to determine the extent to which a political discussion is 
decided by power. However, it may provide a positive solution to the 
question of to what extent power is exercised in political discussions. 

Notes 

1. The author wishes to thank prof. dr. A. Hoogerwerf and prof.dr. F.H. Van Eemeren 
for their helpful comments on an earlier draft. 

2. See Machiavelli (1976) and Tijmes (1977). The latter refers to M. Weber, Gesam­
melte Politische Schriften, Tiibingen, 1971, p. 506 and 507 (see p. 117). 

3. Compare also the following statement by Guepin: "He who advises consultation, 
advises distance versus his own being right and at the same time a certain amount 
of scepticism. All too soon your ideal will be the sight of a group of ironical and 
smart gentlemen, who feel self-confident enough to dispute and pretend their being 
right" (Guepin, 1983, p. 19). 

4. Hoogerwerf (1979) refers to Bertrand de Jouvenel, De la Souverainete, A la Re­
cherche du Bien Politique, Paris, 1955. 

5. On this point there is no difference between empirical and normative science. 
Compare Fischer, 1982, p. 319. 

6. If the 'received' social rules are taken as a starting-point, one follows the rules as 
actually accepted by a certain group in a concrete situation. However, it is also 
possible to 'surpass' these, by assuming a prescriptive system of 'desirable' rules. 
The latter is opted for in this article, although it is true tot say for a number of 
discussion rules (to be drawn up later) that they are generally or frequently accep­
ted. 

7. As indicated before, these discussion rules will be drawn up in a following section. 

8. According to Ellemers this definition comes very near to Weber's well-known 
definition: "Macht bedeutet jede Chance, innerhalb einer sozialen Beziehung den 
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eigenen Willen auch gegen Widerstreben durchzusetzen, gleichviel worauf diese 
Chance beruht" (Ellemers, 1978, p.25). 
See also Lasswell and Kaplan: 'Power is a relationship in which one person or 
group is able to determine the actions of another in the directions of the former's 
own ends' (1950, p. 74) and see also the description of Dahl: 'A has power over B 
to the extent that he can get B to do something that B would not otherwise do' 
(1957). 

9. Here we link up with Connolly. This author puts it as follows: itA does not exerci­
se power over B when B is convinced by arguments given in good faith by A. B 
chooses freely the alternative directed by A" (Connolly, 1974, p. 88). See also 
Lukes, 1974, p. 32/33. 

10. For the concept of authority has a wider effect. One may e.g. also speak of 'the 
authority over a ship'. 

11. Compare Ellemers' position in this connection: "In my opinion authority is especi­
ally a quality of power or influence, viz. such power or influence that is accepted 
as reasonable and right" (Ellemers, 1976, p. 27). Also see Hoogerwerf, 1978, p. 
90. 

12. e.g. this is the case when we say that a person acts arbitrarily. 

13. It should be noted here that these goals cannot only be achieved through the active 
participation of person a, but also by person b's anticipating the position of power 
held by of person a. 

14. See also Lukes, 1974, p. 12. 

15. Literature mentions power as 'potential influence' if one sees power as a capa­
bility. See e.g. Hoogerwerf, 1978, p. 89. 

16. Also refer to the following statement by Hoogerwerf: "Effective exercise of power 
is often called control" (Hoogerwerf, 1978, p. 85). 

17. If we compare the power measuring-instrument to be developed with a number of 
known measuring-methods in the literature, such as formal position method, the 
network method or informal position method, the participation method, the decisi­
on-making method and the reputation method (see e.g. Van Schendelen, 1976), 
there is a difference in what is to be measured. By means of these latter methods 
attempts can be made to measure power as a capability (potential influence) and/or 
effected power as a capability (factual influence). The argumentation-theoretical 
measuring-instrument in this paper tries to measure exercise of power. 

18. These principles can be derived directly from the meaning of the concept of com­
municative rationality. The better one succeeds in coming to an agreement with 
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others on the basis of the most plausible arguments, the greater the communicative 
rationality will be. 

19. A similar procedure is also followed by Van Eemeren and Grootendorst (1983). 

20. The literature mentioned contains yet another set of rules. The nature of these rules 
will be explained briefly and the reasons for their not being dealt with. 
Rules are mentioned covering the communicative competence of participants to a 
discussion and linguistic usage. These rules are difficult to operationalise and are 
more the subject of a linguistic than of a political study. To a certain extent this 
holds good as well for rules concerning the clearness of discussion contributions. 
These rules are also considered to include the rule that statements should not be 
ambiguous, it will be found that this approach of clearness is contained in rule 5.3. 
The rule that participants to a discussion should be veracious, is shown in rule 5.4 
and for the rest can be ignored. 

21. A point of view has been defended effectively when this has taken place by means 
of cogent arguments, that form part of the common principles. Cf Van Eemeren 
a.o., 1986, p. 91. 

22. A fallacy may be considered to be a false or deceptive reason or reasoning. 

23. See Propper, 1989, a survey of more than 70 fallacies that may be characterised as 
violations of various discussion rules. 

24. In a few exceptional cases we cannot speak of a fallacy. In that case the following 
two conditions have to be fulfilled: 
1. the group of alternatives one scrutinizes is limited and known; 
2. it is indicated that the objections against the rejected alternatives do not apply 

to the proposal that is defended. 

25. It seems as if by expliciting implicit statements, one can make more statements, 
resulting in a higher score. This is not the case if the following is observed when 
counting the statements: 
- two or more premises in a reasoning together forming one support for a conclu­

sion, are counted as one argument and therefore as one statement; 
- arguments remaining implicit are counted as well. 

26. This is a simplification. Essentially, strategic acts always have a communicative 
aspect attached to them. This can be illustrated by the following example. When 
person a acts strategically by making person b, under duress, do something against 
his will, the acting of person a is also communicative in the sense that he is aiming 
at arriving at an agreement with person b on the meaning of the latter's message. 
For person a only reaches his goal when person b understands his task and the 
consequences should he not carry out the assignment of person a. 
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27. A researcher may have strong doubts about whether a violation of the rules for 
political discussions results from communicative non-rational or from strategic 
acting. This means that a component of the discussion may remain non-concrete as 
a result of doubt (?CD). This component may be expressed as follows: ?CD = Uot 
/ U, Uot meaning the number of different statements showing one or more violati­
ons of the rules for discussions, for which applies that the researcher doubts whe­
ther this results from communicative non-rational or from strategic acting, In that 
case the communicative component is as follows: CCD = {U - (Uos + Uot)} / U. 

28. All the evaluation research carried out at the request of the Dutch government. See 
Propper, 1989. 

29. See Ahonen (,Public Policy Evaluation as Discourse'), House ('The Logic of Eva­
luative Argument') en Meehan ('Reasoned Argument in Social Science, Linking 
Research to Policy'), and also Cronbach (1980), Dunn (1981, 1982, 1986), Fischer 
(1980, 1982, 1986), Garland (1985), Graham (1986), Milligan (1980), Mitroff and 
Mason (1982) and Yearley (1986). Milligan says the following: "Is it possible to 
seperate the evaluation or the evaluating from the reasoning? I do not think so. In 
deliberating we cannot first state our values and then reason about them: the two 
activities are inextricably mixed up. We evaluate in the process of forming reasons 
and in the process of relating different reasons to each other. Our evaluations are 
often shown by- the way we reason." (Milligan, 1980, p. 93). 

30. The summary or a summarizing chapter of the research report has been the basis 
for a reconstruction and assessment of the argumentation research. The argumenta­
tion in the utilization of the evaluation research in the policy-making process has 
been based on official and political public writings. 

31. This conclusion is not very suprising. Our study focuses especially on the way in 
which evaluation research is used. In order to investigate this method of use, we 
have more or less incorporated a guarantee, that the research is used. We have 
only selected research that was done at the request of the Dutch government. 

32. The greater the strategic part of an argumentation, the less its quality will be. 

33. In this brief overview of our research we refrain from mentioning our hypotheses, 
because they match our conclusions. 
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AND CONSENSUS FORMATION ON PUBLIC POLICY 
ISSUES 

Matthias Kettner 
Johann Wolfgang Goethe University, Frankfurt am Main, Federal Republic 
of Germany 

7.1 Introduction 

Discourse ethics (communicative ethics) as developed by K.-O. Apel and 
J. Habermas postulates a number of procedural conditions for rational 
consensus formation with regard both to normative and factual issues. In 
the first part of this chapter I present an outline of the theoretical and the 
practical level of discourse ethics. I claim that discourse ethics provides a 
critical yardstick for evaluating processes of consensus formation about 
public policy decisions. I introduce the normative concept of the 
"consensual etiology" of an existing institutional arrangement. In the 
second part of the chapter I apply the concept of a consensual etiology in 
order to evaluate critically the history of public consensus formation about 
the civil use of nuclear power. Public consensus formation about nuclear 
power falls short of certain morally relevant constraints. Furthermore, I 
discuss how political decision making concerning nuclear power relies on 
"mandated science", i.e. science used or interpreted for the purposes of 
making policy, as a questionable surrogate of morally required consensus. 

Discourse ethics is a normative moral theory developed by Karl-Otto 
Apel (Apel 1972, 1978, 1979, 1982, 1988, 1990) and Jiirgen Habermas 
(1989, 1990). Discourse ethics has been characterized as deontological, 
procedural, universalistic, and cognitive (Haber mas 1989). More important 
than these labels, which are only partially correct, is the fact that discourse 
ethics is a two-level theory. On the first "theoretic~I" level, discourse 
ethics is a specific programm of metaethics and normative philosophical 
ethics. its objective is to specify an justify prescriptive contents that can 
then serve as regulative ideas, i.e. as rationally justified operative idealiz­
ations, on the second level ("level of practical discourse"). It is up to 
philosophy to theoretically specify the concept of practical discourse; 
practical application of this concept in the non-ideal actual world proceeds 
through social practices of persons whose moral life is not up for philos-
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ophy to control. Discourse ethics thus distinguishes between the role of the 
moral philosopher as theorist and the role of someone involved in the 
resolution of actual moral problems. The main point of this distinction is to 
avoid intellectual paternalism. In the paragraphs 7.2 and 7.3 I will give a 
condensed description of the two levels of discourse ethics. 

7.2 The theoretical level of discourse ethics: deriving 
prescriptive contents from presuppositions of argumen­
tation 

On the philosophical or theoretical level, discourse ethics attempts to 
delineate a range of prescriptive contents for which a rationally ultimate 
foundation can be expected, to spell out such contents, and to establish 
their presumably universal validity by ascertaining their rationally. ultimate 
reasons. Such reasons, it is claimed by Apel, can be found in the very 
activity of argumentation itself, i.e. they can be ascertained when people 
involved in argumentation (e.g. about the truth of a proposition p) reflect 
on the operative presuppositions of their speech acts in argumentation, 
presuppositions without which the sense and point of their speech acts 
would suffer or even be lost. Such presuppositions are thus non-contingent­
ly related to argumentation. 

Apel calls such non-contingent presuppositions of argumentation "tran­
scendental-pragmatic" presuppositions: "pragmatic" in as much as they 
pertain to and are operative in a communicative praxis, namely argumenta­
tion; "transcendental" in as much as commitment to those presuppositions 
is unavoidable for any speaker intending his speech acts under those 
action-concepts that belong to our concept of communicative rationality, 
i.e. to a concept that is itself indispensable for and irreplaceable in every 
possible discursive world. I 

In argumentation, we are dialogically and cooperatively trying to zero 
in on the best reasons (e.g. to hold true, that p., or to hold right, that S 
ought to do A). Hence we are trying to furnish reasons that we assume, 
under ideal conditions, would convince everybody competent with regard 
to he disputed issue of why such and such ought rationally be held to be 
valid,or invalid. Argumentation, then, is a dialogical procedure whose 
outcome tends to not so much reflect unequal powers, differences in social 
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status of divergent intellectual abilities of the participants but rather the 
force of the better argument only. Argumentation that operates under this 
regulative ideal, Apel and Habermas call "discourse". 

Apel claims that there are transcendental-pragmatic presuppositions of 
argumentation there are morally relevant and have universal normative 
validity. Consider, e.g., the fact that participants in discourse necessarily 
presuppose, with regard to all beings capable of speech and argumentation, 
their reciprocal recognition as free and equal persons, namely as persons 
who are equally entitled to, and equally free to, express consent or dissent 
to discursively raised validity claims entirely on the basis of their rational 
evaluations of reasons and arguments. Furthermore, in argumentation over 
validity claims we presuppose that intrinsic aim of our activity is the settl­
ing of disputed validity claims by rational agreement reached entirely 
through uncoerced dialogue. Although dialogue in the actual world is 
always bound to be dialogue within a limited community of particular 
persons, the audience that is being addressed in terms of counterfactual 
intentions is a "virtually infinite community of communication" ( Apel 
1981). Apel has made this point in terms that draw on Charles S.Peirce's 
seminal idea of an infinite community of investigators. 

Both these morally relevant presuppositions are strongly counterfactual: 
Though any real episode of argumentation will conform to these presuppo­
sitions in virtue its being an episode of argumentation, yet neither will it 
always be evident to the participants that they make these presuppositions, 
nor can they be sure that these presuppositions are in fact sufficiently 
fulfilled within the confines of the participants' actual community of 
communication. However, if someone substantially doubts their fulfilment 
with regard to a particular episode of argumentation( say, a participant in a 
discourse concerning the truth of some proposition p learns that potentially 
valuable contributors have been shunned or that relevant evidence has been 
suppressed) then she has prima facie good reasons to withhold consent and 
to criticise the impaired communicative rationally embodied in that particu­
lar episode. 

The nature of transcendental pragmatic presuppositions can be clarified 
by comparison to Kant's regulative ideas. The aim of this paper, however, 
is to apply rather than to theoretically defend discourse ethics. Hence I will 
not pursue this point here. Instead, I conclude my exposition of the first 
theoretical level of discourse ethics by briefly introducing some points that 



164 KETTNER 

Apel hopes ( Apel 1987) can be defended by appeal to transcendental­
pragmatic presuppositions of argumentation. 

7.2.1 Discourse as product and as process 
Ideally, the outcome of discourse will be a rational consensus. However, 
any particular consensus as the product of a concrete, historically situated 
and hence limited community of communication is fallible, and therefore 
must be in principle open for revision: if the communicative rationality that 
presumably was embodied in a specific consensus-oriented process can be 
shown to have been seriously flawed, or if new arguments pertinent to the 
contents of any particular consensus emerge, discourse has to be taken up 
again. Discourse is thus an open-ended project. The authority of any dis­
cursively reached consensus is the authority of rational agreement, i.e. any 
discursively reached consensus, despite its fallible nature, manifests that 
which has in its favour our best reasons for anyone: With regard to truth, 
any discursively reached consensus about the truth of some proposition p 
will manifest the best reasons for anyone to agree to p's being true (p is, 
then, what everyone ought rationally to believe); with regard to moral 
rightness, any discursively reached consensus about the moral rightness of 
some prescriptive contents n (such as, e.g., a particular norm of action) 
will manifest the best reasons for anyone to consider n's being morally 
binding on everyone (n is, then, what everyone ought morally to abide 
by). 

Discourse ethics accounts for the social binding force of moral commit­
ments only to the extent to which such commitments can be justified by 
appeal to universalisably good reasons. Moral commitments, of course, 
may and do rest on a host of other force-giving sources. And not every 
moral commitment, of course, is by its content addressed to everyone. The 
accounts of moral psychologists and sociologists abound with explanations 
of societal or intrapersonal sources and mechanisms which generate forces 
that the individual perceives as morally binding, and anthropologists have a 
lot to say about group-specific moral commitments. The contention of 
discourse ethics is, rather, to spell out the cognitive kernel of morality: if 
morality has a rational core at all, then that core will have to manifest 
itself in discursively reached consensus about the validity of prescriptive 
claims. 
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In the next section I introduce two principles that serve to pinpoint the 
Kantian heritage in discourse ethics. 

7.2.2 Dialogical universalisability, and the practical discourse demand 
Discourse ethics modifies the Kantian principle of universalisability into a 
principle of dialogical universalisability. Instead of asking what an individ­
ual moral agent could, or would, will, without self-contradiction, to be a 
universal maxim for all, constraint-free discourse among real people has to 
determine which norms or normative institutional arrangements can be 
freely accepted by everyone concerned. 

The dialogical reading of Kant's categorical imperative yields the fol­
lowing criterion of moral rightness (normative validity): Every valid norm 
must satisfy the condition that all concerned persons or parties can accept 
the consequences and side-effects that its general observance can be antici­
pated to have for the satisfaction of everyone's interests( Habermas 1990). 
This idea captures and transforms the Kantian notion of a test for moral 
worthiness of maxims of action. Discourse ethics modifies the Kantian 
position in yet another important respect. In discourse ethics Kant's notion 
of the "good will" and the imperative side of Kant's categorical imperative 
are taken up in the notion of a morally based demand for a specific way of 
conflict resolution. Discourse ethics holds the following action-guiding 
principle as binding on every (real or possible) member of the (virtually 
infinite) community of communication: Whenever interests conflict, 
attempt to resort to practical discourse for resolving the issue! 

On the first or theoretical level, discourse ethics postulates that the 
morally obligatory course of action is t try to transform conflicting 
interests into competing claims over such norms that would, if 
valid,regulate conflicts in a way that all people affected would be able to 
acknowledge as morally right. For the sake of brevity, I will refer to this 
demand as the "practical discourse demand". With this general action -
guiding principle supplemented by the dialogical principle of 
universalisability, moral theory limits its domain of special authority. It is 
obvious that the practical discourse demand as it stands cannot be 
"applied" like a recipe to be followed or be "implemented" in domains of 
moral life by moral experts. 
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7.3 Prescriptive contents on the practical level of discourse 
ethics 

7.3.1 The normative notion of a consensual etiology 
On the second, or practical level, then, discourse ethics does not itself 
intend to generate concrete moral principles or norms of action or value­
orientations. Instead, discourse ethics imposes a number of morally rel­
evant constraints on the rational acceptability of any proposed or already 
entrenched concrete moral principles, norms of action, value-orientations, 
etc. On the strength of the practical discourse demand, their rational accep­
tability is constrained by their conforming or not conforming to practical 
discourse: Any prescriptive content commanding universal allegiance that 
could not have come into such a position via the route of dialogical 
universalisability will be disqualified for failing the practical discourse 
demand set up for moral rightness by discourse ethics. 

I suggest we can best think of this demand in terms of a "consensual 
etiology": discourse ethics constrains the rational acceptability of any 
normative order, or institutional arrangement tied to a certain normative 
order, by requiring it either to have a consensual etiology, or to be suffi­
ciently conceivable as an equivalent of something which could have, or 
might have had, a consensual etiology. The idea of a consensual etiology 
should not be misunderstood as a utopian idea. Rather, the idea of a 
consensual etiology of some established normative order or existing arran­
gement x is a critical yardstick for evaluating the moral acceptability of x. 
The moral credit x deserves depends crucially on an evaluative comparison 
between the potential of opportunities for practical discourse that were 
bound up with the emergence of x on the one hand, and how x really made 
its way into the actual world. to see how the practical discourse demand is 
relevant with regard to x in a certain episode of x's emergence is to see 
how the practical discourse demand could be attended to in that episode. 
How it is actually dealt with, or whether it is dealt with at all, has to be 
evaluated against this background. For instance, x's moral acceptability 
will be found to be impaired to the extent that absence of or distortions in 
the procedural conditions for practical discourse in relevant episodes can 
be explained as effected by agents with vested interests in the emergence 
of x. 
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To see the critical force of the practical discourse demand, let's take a 
closer look at the notion of practical discourse. In the following section, I 
will point out a number of constraints that provide content to the notion of 
practical discourse. The five constraints I wish to underline make clear 
important respects in which practical discourse differs from less demanding 
moral conversations and from practical deliberation in general. The con­
straints that I now address also have momentous political implications with 
regard to public policy making. From paragraph 7.4 on I will explore 
some of those implications specifically with regard to the issue of nuclear 
power. 

7.3.2 The level of practical discourse: five morally relevant con­
straints 

1. The generality constraint 
First, practical discourse over an issue ought to be open to all competent 
speakers whose interests are or will be affected by regulations adopted to 
resolve the issue, I will call this feature of practical discourse the general­
ity constraint. The generality constraint does not imply that any and every 
person affected will have to be heard; rather, what it implies is that the 
arguments put forward by the actual participants will have to be fairly 
representative of the arguments that all others concerned would or could 
present. The best way to ensure this is, of course, to make participation as 
encompassing as possible. Where the interests of future generations are at 
issue, and direct participation is impossible, proxy or surrogate participants 
will have to step into their argumentative place in the discourse. It is deba­
table whether the representational capacities that are institutionalized in the 
parliamentary systems of modern democracies are already sufficient for 
these tasks. 

2. Autonomous evaluation constraint 
Second, practical discourse provides its particIpants with symmetrical 
chances to introduce and challenge assertions, and to express their needs 
and wishes. This implies a principal non-paternalism. Practical discourse 
starts with the very terms in which the participants themselves construe the 
issue in question, their respective interests, and their moral commitments. 
Unlike objectifying moral theories such as, e.g. preference utilitarianism, 
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practical discourse does not replace the concepts under which people really 
intend their being moral into some dogmatic format. This does not imply 
that each individual's needs and wishes expressed as interests go unchal­
lenged. Concepts can be questioned, e.g. when they are descriptively 
inadequate. Individual as well as collectively shared values and ideals can 
be challenged, e.g. when they dogmatically rule out alternatives. Interests 
can be considered illegitimate, e.g. when the needs, wishes or beliefs on 
which they are based can be shown to be irrational. I will call this feature 
of free accessibility of critical evaluations under non-paternalistic condi­
tions the autonomous evaluation constraint of practical discourse. 

Related to the autonomous evaluation constraint are two further points, 
namely that practical discourse requires that the participants are subject 
neither to internal nor external coercion. I will address the absence of 
internal coercion first. 

3. Role taking constraint 
Participants must be able to adopt a hypothetical stance towards their own 
interests, values, needs, etc., as well as to those expressed by others. 
Internal coercion (e.g. strong neurotic fixations) will prevent people from 
adopting such a stance. To be capable of taking an interest in each others 
interest, and to be prepared to let one's own interests be radically ques­
tioned, calls for what G .H.Mead, L.Kohlberg (1990) and others have 
termed "ideal role taking". I will refer to it as the role taking constraint. 

4. Power neutrality constraint 
Absence of external coercion, on the other hand, means that existing 
power differentials between participants have to be bracketed or neutral­
ized in some way so that they have no bearing within the cooperative 
pursuit of rational agreement through argumentation. For instance, a 
South-african farmer seriously debating the supposed moral rightness of 
slavery with his black servant cannot refer to his (still!) superior power 
position in order to prove his point, unless the discursive position is given 
up and left to deteriorate into a position of collective bargaining or, in the 
worst case, to strategic threatening. In the remainder of this chapter I will 
refer to this point as the power neutrality constraint. 
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5. Transparency constraint 
The final feature of practical discourse that I wish to underline is the in­
compatibility of practical discourse with strategic action. Strategic action is 
success oriented action of an agent who treats others as limiting operation 
conditions of his or her actions, i.e. only as means to the agent's ends. 
Practical discourse requires participants to share a full understanding of 
their goals and intentions relevant to the issue. As strategic action, overt or 
covert, is incompatible with unreservedly cooperative pursuit of rational 
agreement, strategic action is outruled in practical discourse. Goals and 
intentions whose effectiveness require their not being shared (as, e.g., 
lying, betraying, deceiving, pretending, persuading, make believe) belong 
to latent strategic action, not to the consensual action that is required for 
practical discourse. I will call this incompatibility the transparency con­
straint of practical discourse. In the following paragraphs I will apply 
discourse ethics, as outlined so far, to the issue of nuclear power. 

7.4 Scientific knowledge and consensus formation about 
nuclear power 

National energy politics is an area of political decision making that obvi­
ously affects interests of the entire population. How momentous the deci­
sion, e.g., to embark on ambitious programs of nuclear power, in fact is 
should be apparent to virtually everyone, in the U.S. at least since the 
Harrisburg reactor incident of 1979, in Britain since the disclosure of 
massive hazards caused by leaking radioactive wastes in Sellafield, and in 
Europe generally since the Chernobyl catastrophe of 1986 that exposed 
many european countries to intense radioactive emissions. The political 
fall-out of Chernobyl has forced public policy makers in the energy sector 
to address resurgent anti-nuclear opposition and to confront a public 
increasingly aware of the potential costs and risks of an energy-path that 
for a long time had seemed for the majority to be unquestionably worth 
pursuing. 

Looking at how political thematisation of momentous scientific and 
technological issues (such as nuclear power) unfolds historically, one 
detects a certain pattern: in an early phase, physical scientific and econ­
omic considerations are the dominant rationality aspect under which such 
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issues are thematized; next, such considerations are in time "replaced in 
importance by sociopolitical questions, which, in turn eventually give way 
to moral and ethical issues that become crucial" (Del Sesto 1980, p.69). 

We are presuably in this third stage now. This puts on the agenda a 
critical review of the fact that only now do moral issues surrounding 
nuclear power technology gain importance: in the beginnings of the 
natural history of nuclear power technology, were there no moral issues to 
be addressed? Or have they been with us all along, their importance only 
recently realized, and that literally by accident? And if so, is this a moral­
ly irrelevant fact about the contingencies of technological experience, 
public awareness and policy making? Or does this fact rather reveal moral­
ly relevant deficiencies of the kind of rationality that is embodied in tech­
nological experience, in public awareness and in policy making? 

One way to raise these questions is to judge the natural history of 
nuclear power and its political thematisation against the normative model 
of practical discourse. In virtue of the practical discourse demand one 
ought to reconstrue the natural history of nuclear power and its political 
thematisation as embodying, or failing to sufficiently embody, a consensual 
etiology. 

7.4.1 Economic interests and ideological factors 
The first thing to note when we attempt to construe a consensual etiology 
of nuclear power is that need and safety have been, and still are, the 
pivotal concepts in establishing either support or opposition to nuclear 
power (Thompson 1984, p.58). In the early days of nuclear power, politi­
cal consensus rested mainly on energy need interpretations that were 
couched in terms of economic necessity with strong utilitarian overtones. 

It was argued, both in the U.S. and in Germany, that opting for nuclear 
power was an unparalled means to ensure the vital national objective of 
energy self-sufficiency and to promote economic growth (later this argu­
ment gained some additional backing by the threat of being blackmailed by 
arabian oil producing countries); that nuclear power was a means to meet 
the costs of fossil fuels that would be rapidly ascending towards the end of 
the century due to the depletion of natural resources; and that nuclear 
power was the only option available for maintaining a high standard of 
living as well as make it available to all segments of society. 
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What a minority called a "faustian bargain" was generally fairly well 
received as a great bounty for mankind: as a promise to "the greatest 
future ever spread before mankind with dazzling possibilities of life, lib­
erty, and the pursuit of happiness" (Merriam 1947), providing virtually 
limitless energy that would be "too cheap to meter", as the enthusiastic 
phrase went ( Del Sesto 1979, chap. 2). 

What in the phrases just quoted is presented as embodying a morally 
worthy general interest was in fact never put to the test of dialogical 
universalisability. The utilitarian prophets helped selling nuclear power to 
the masses by providing an ethical rationale for pro-attitudes - they did 
not, however, care to ask the public or to help people to critically consider 
their long term interests, nor did they encourage people to opt themselves 
for or against risks, costs, and benefits that were determined for them by 
experts of economics and physics. Hence, important decisions were made 
on behalf of the people affected with neither the generality constraint nor 
the autonomous evaluation constraint being met. 

In capitalist societies there is, of course, general agreement that people 
as contractors of goods and services are morally permitted to do as they 
please without critically considering their long term interests. The "free 
market" will gauge needs, values, wants, risks taken and products offered. 
It is, however, itself a morally relevant question which ranges of goods 
and services the people agree to be subsumed under market conditions and 
which not. Now, even on a very narrow economic construal of nuclear 
power as a promising technologically innovative product it is obvious that 
people's chance to express consent or dissent by means of buying or refus­
ing to buy were unduly diminished as government goals ("national self­
sufficiency") coincided with the power-industry's vested interests and led 
to a massive protection of these interests. 2 

In retrospect, the early pro-nuclear political consensus and public pol­
icy-making based on that consensus appear to have been in the grip of 
some powerful ideological motives. Powerful ideological motives internally 
coerce practical discourse and contribute to shortcomings in regard to the 
role-taking constraint, here: vis a vis future generations. Some such 
motives presumably were: 

The motive of embarking upon a thrilling technical challenge: a strong 
and ambitious faith in science and technology3 
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The motive of turning the curse of nuclear power into a blessing: to 
shift the definition of nuclear energy from evil military application to 
something that could benefit mankind. 4 

The belief in the unlimited capacity of human intelligence to manage 
self-imposed problems and, generally, a "deeply embedded belief in 
the utility of science for achieving practical goals" (Del Sesto 1980, 
p.50). 

This latter belief serves to throw into relief the prominent role of scientific 
expertise in public policy making. 

7.5 Mandated science 

In a world in which science coupled to technology has become the domi­
nant productive force, policy making and scientific expertise become 
inextricably entwined. We depend on scientists, e.g., to tell us whether we 
should be worried about radiation, whether nuclear power plants are safe, 
whether the greenhouse effect can be overcome, etc. It has widely been 
argued, not only that scientific knowledge is intrinsically valuable but also 
that, because it is the only truly valid type of knowledge, it necessarily 
leads to practical benefit (Weingart 1970). Science, so the story goes, is 
unique in its cumulative acquisition of unquestionable facts obtainable only 
so long as scientists are allowed to approach the study of nature with 
values that curb human tendencies towards bias, prejudice and irrationality. 
This selective characterisation of science, in the political context amounts 
to the creation of a professional ideology. Values inherent in science are 
described by scientists in terms, such as independence, emotional disci­
pline, impartiality, and objectivity. For a long time, sociology of science 
has uncritically taken these self-interpretations at face value without ques­
tioning them as rhetoric that scientists use in order to ascertain their 
prominent position in society'S distribution matrix of power and prestige 
(Mulkay 1979). 

Today it seems safe to say that scientists' entry into the political arena 
affects them in at least three ways: 
a) it influences their definition of technical problems, definitions which 
cannot themselves be decided by observation and systematic inference 
alone; 
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b) it influences the choice of assumptions introduced in the course of 
informal reasoning and the informal acts of interpretation that are essential 
to give meaning to "purely scientific" findings. (An example of this is the 
"linear" vs. the "threshold" model in the debate over permissible radiation 
standards.) And finally, 
c) it subjects scientists to the requirement that their conclusions be politi­
cally useful. ( Mulkay 1975, p.114) 

The latter fact indicates a re-definition, or social role change, that 
scientists have to cope with once they operate as experts or expert 
advisors in the political context: in that context they are being perceived as 
purveyors of certified knowledge. They have nothing to offer other than 
the supposed certainties of science; and if they were to present their 
conclusions as no more than plausible guesses based on uncertain founda­
tions, they would carry little political weight. 

Liora Salter, a Canadian sociologist who has extensively studied the 
role of science in the making of standards, has coined the term "mandated 
science" for science used or interpreted for the purposes of making policy 
(Salter 1988). Mandated science transforms scientific knowledge into 
policy recommepdations. For one part, scientific backings for policy 
recommendations are simply necessary for factually informed decisions to 
be made. On the other hand, scientific backings for policy recommenda­
tions, due to the symbolic moral capital enshrined in the scientific image, 
often serve to enhance trust in a preferred option and to morally discredit 
proponents who advocate alternative options but are unable to marshall 
scientific evidence in their favour. 

7.6 Why mandated science cannot be a substitute of a moral­
ly relevant consensus 

Let me now point out some structural features of mandated science and 
their moral relevance for a consensual etiology account of public policy 
based on mandated science. 

Uncertainty 
The first important f~ature of mandated science is uncertainty due to the 
fallible nature of proper empirical scientific knowledge. Whereas in non-
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mandated science uncertainty is a tenet of adequate science, an assumption 
of its working practitioners, uncertainty causes problems for regulators and 
those who want to use science to support their decisions. Mandated science 
is thus directed towards closure, towards the production of conclusions that 
would support decisions taken in a nonscientific sphere of activity, whereas 
if scientific research is designed to be an open-ended exploration of the 
characteristics of natural phenomena, the result presumably will be an ever 
more complex and indeterminate picture of that reality. 

The Rasmussen- Report on reactor safety5 nicely illustrates this point. 
For proponents as well as opponents of nuclear power, this report (and its 
magical number of 1.7xlO-4) has become a fixed point of reference in the 
debate over need and safety. This has tended to obscure questions of 
strong evaluation that are implicit in the seemingly technical terms "need" 
and "safety" in which the debate is framed. Why should it not turn out that 
nuclear power may be safe, but unnecessary? Or necessary, but unsafe? 
And if necessary, "necessary" in what sense? Necessary, perhaps, in order 
to "continue the expression of Western values of wealth, economic free­
dom, and opportunity through the development of industrial technology" 
(Thompson 1984, p.68; Henderson 1981)? By narrowly focusing on the 
quest for certainty, mandated science contributes to missing the auton­
omous evaluation constraint. 

Communicative responsibility 
A second soft spot of mandated science can be seen from its notorious 
problems with communicative responsibility, i.e. with problems inherent in 
the presentation of scientific findings to non-scientific audiences. "In order 
to maintain their credibility as scientists, participants in mandated science 
must ... speak as if they were speaking with other scientists. To be effec­
tive in the policy arena, however, these same scientists ... must speak with 
an awareness that others - whose preoccupations and interests are quite 
different - will use what they say to further goals that are unrelated to 
science" (Salters 1988, p.8) and that will probably create immense moral 
costs for the public. Failure to meet communicative responsibility can 
amount to violations of both the role taking constraint and the transparency 
constraints. 

Again the Rasmussen-Report serves well to illustrate the point. For 
many laypersons with pro-nuclear attitudes, the message of the report was 
simply that reactor safety had been proven. Thus they confused empirically 
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based extrapolation with a proof. An even worse misunderstanding can be 
traced to a confusion of the estimated probability of an event (such as a 
melt-down) with the frequency of such events: The report was used by 
some politicians to assuage anti-nuclear fears with the argument, that a 
melt-down would be expected to occur only after 10.000 years. 

Let us note in passing that it pragmatically seems impossible for a 
scientist in mandated science to act both in the role of scientist and in the 
role of a moral advisor: in as much as he or she is perceived to express 
moral value commitments his or her scientific trustworthiness will wane 
(Salter 1988, p.193 provides an example). Therefore, the locus of moral 
reflection within mandated science will have to be occupied by persons 
who are specifically acknowledged for that role, not by the scientists 
themselves. 

Multiplication of dissent 
A third morally significant feature of mandated science IS ItS tendency to 
mUltiply dissent that cannot be dealt with in ways prescribed by the 
epistemic nature of proper science. According to many studies of the use 
of science in external political settings such as political debates, scientific 
knowledge eventually does not reduce the scope of political action, but 
rather it becomes a resource which can be interpreted in accordance with 
political objectives (Mulkay 1979, p.114; Nelkin 1971; Nelkin 1975). 
Therefore, opposing parties in political disputes involving technical issues 
can usually obtain the services of reputable scientists who will provide data 
to buttress their policy and to undermine that of their opponents. 

Within the political arena, the problem of unwanted scientific dissent­
multiplication can only be solved by fiat (" enough is enough ") or by 
strategic action (e.g. by outbuying expertise, suppressing counter-expertise, 
etc.), thus violating the transparency constraint, or the power neutrality 
constraint, or both. 

7.7 Post Chernobyl 

I conclude with some brief remarks about the public debate in Germany 
after Chernobyl. In order to meet the generality constraint of practical 
discourse, three obstacles to informed public discussion would have to be 
overcome, namely (1) lack of full public information, (2) lack of 
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adversarial scientific expertise, (3) unwillingness of the government to 
foster discussion of a topic which they consider either too complex and 
technical for laymen or more appropriate as a subject for a public relations 
program to allay public anxiety. The repercussions of the Chernobyl 
disaster have gone a long way towards overcoming the first and second 
obstacle. An extensive survey of public opinion changes from 1986-1988 
(Peters 1989) revealed that the majority of the German popUlation did not 
shut their eyes to contradictions in the published information about the 
disaster and that the public was (and still is) oriented both towards state­
ments from established institutions (government sources, nuclear power 
industry, nuclear research centres, etc.) and to statements from alternative 
institutions (ecological institutes, Green Party, Citizens' Action Commit­
tees against nuclear power, etc.).6 "This result may be interpreted as a 
widespread readiness to be critical of information and a preference for 
using different information sources with different perspectives" (Peters 
1989, p.lO). However, the third obstacle (unwillingness of the government 
to foster critical discussion with the widest laypeople participation possible) 
remains. Unless such discussions can take place, neither the generality 
constraint nor the autonomous evaluation constraint of practical discourse 
will be fulliled. 7 

In the scope of this chapter I cannot discuss any substantial proposal 
(such as, e.g., "science courts") as to how informed public discussion 
about nuclear power could be made more congruent with the exigencies of 
practical discourse. 8 But certainly, such experiments would have to be in 
the spirit of John Stuart Mill who once remarked: "The only way in which 
a human being can make some approach to knowing the whole of a subject 
is by hearing what can be said about it by persons of every variety of 
opinion, and studying all modes in which it can be looked at by every 
character of mind." 

Notes 

1. "Discursive world" is a world in which (I) there is an exchange of speech acts 
between at least two persons PI and P2 that we can conceptualize as an episode of 
argumentation (about an utterance for which universal validity claims are raised) 
(2) such that PI and P2 mutually share an understanding of their exchange as an 
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episode of argumentation (3) and PI and P2 could share their mutual understanding 
with us. 

2. Technology came into being as a result of governmental investment and is growing 
as a consequence of governmental support. Its hazards to the health and safety of 
the public are not reflected in its costs because of the exculpatory effect of the 
Price-Anderson Act. [A parallel holds for Germany.] Since the absence of market 
restraints deprives the public of the opportunity to vote with its dollars on the 
question of risks versus benefits, the public can participate in the risk/benefit de­
termination only through its vote at the polls. The public is entitled to this vote 
and to the maximum feasible articulation of the risk/benefit problem in the political 
arena ( ... ) why, in a democracy, should the public not have the full opportunity to 
decide for itself, rationally or irrationally, what benefits it wants and what price it 
is willing to pay?" (Green 1970, p.137f.). 

3. "Testimony was dominated by this faith in science and technology; one need only 
look at the masses of technical detail marshalled by pro-nuclear witnesses to get 
some idea of its importance. For example, AEC and industry witnesses framed 
their testimony almost entirely in terms of highly complex scientific and technical 
data. In fact, over 80 % of all testimony given by pro-nuclear witnesses was cou­
ched in terms of technical, facts-and-figures, or administrative expertise, as com­
pared to some 17 % for anti-nuclear groups" (Del Sesto 1980, p.48). 

4. A discussion of various psychoanalytic explanations of pro-nuclear consensus, cf. 
Kettner 1989. 

5. Rasmussen Reactor Safety Study of the mid-seventies was and still is the primary 
evidence for proponents of nuclear power to redeem their safety claim. The Ras­
mussen study derives a mathematical frequency for accidents by extrapolating upon 
data for failures of specific components in safety systems - it is by no means a 
proof of reactor safety. Although Rasmussen did "a poor job of translating the 
method and results of the study into common sense terms"(Thompson 1984, p.66), 
and despite of a very critical review by the Nuclear Regulatory Commissions (Risk 
Assessment Review Group Reptor to the U.S. Nuclear Regulatory Commission, 
Washington, D.C.: USNRC, 1978) the Rasmussen study cannot be said, as some 
would have it, to be thoroughly disredited. "A complete formal and epistemologi­
cal critique of risk assessment methodology would be required to document opposi­
tion to safety claims based upon its results" (Thompson 1984, S.66). However, the 
Chernobyl incident has provided so massive prima facie evidence against the safety 
conclusion that many people now consider Chernobyl as an informal or inductive 
reductio ad absurdum of any safety study, no matter how it is methdologically 
conducted. 



178 KETINER 

6. Awareness of competing opinions and options must be regarded as rationally prefe­
rable to single minded ignorance of alternative opinions and options. The latter 
condition characterized media discourse and public opinion on nuclear power in 
the U.S. at least till 1966 (Gamson & Modigliani 1989, p.15). 

7. Of the lessons that the German Parliament drew from the cognitive dissonances 
that riddeled the mass media after Chernobyl was to implement new regulations to 
the effect that information policy concerning nuclear hazards would henceforth be 
centralized at the Federal Government. This constitutes, in my opinion, a clear 
violation of the autonomous evaluation constraint (it is a paternalistic decision that 
sparing people some anxiety is more valuable than their unimpeded access to "all 
the news fit for print"). In fact, asked "whether they would prefer a more centrali­
zed or a more decentralized information policy in cases similar to the Chernobyl 
disaster about 62 % of the respondents ... expressed their preference for a decen­
tralized policy" (Peters 1989, p.10). 

8. Esp. Shrader-Frechette 1985, chapter 9, and p.313 for the quote by l.S.Mill. For 
an example of a workable framework for public deliberation about a complex 
bioethical issue, see Crawshaw et al. (1990). 
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8 THE ARGUMENT ABOUT A NEW PARADIGM FOR 
HEALTH RESEARCH 

Rainer Hohlfeld 
University of Erlangen- Niirnberg 

8.1 Introduction 

Currently the elucidation and explanation of living phenomena at a molecu­
lar level - the field of molecular biology - is entering a new arena: the 
complex biology of human and their errors-the domain of medical enter­
prise. The fusion of molecular biology and medical research can be 
defined as 'biomedical research'. Its potential is supposed to yield enor­
mous impact to conquer diseases so far still a scourge of mankind, like 
cancer, coronary diseases, allergies, immune deficiencies and hereditary 
handicaps. Molecular genetecists and genetic engineers can tailor bacteria 
or cells of higher organisms capable of producing human proteins which 
play a key role in metabolic regulation, growth control and development of 
cell lineages and organs. The most far reaching approach in the production 
of new drugs includes the construction and modification of the brain's 
special messengers, the neuropeptides, to control and master behaviourally 
deviating clients. 

Besides all propagated benefits there is a growing uneasiness among the 
public as well as among younger physicians, philosophers, and scholars 
not affiliated with molecular biology, that health needs are not being met 
and that biomedical research is not having a sufficient impact in human 
terms. The biomedical approach - some of them are arguing - is account­
able for some of the shortcomings of contemporary medical technology 
because the approach excludes the history of a patient's illness, his or her 
personal relationships, the doctor-patient interactions, shortly: the 'human' 
dimensions of disease. 

In my contribution I will prove and outline the argument by proceeding 
in four steps: 
1. I want to elaborate the current state of biomedical research as defined 
above, to give an example of its biotechnological potential and to conclude 
with the concept of 'high technology' in medicine, as it is proposed by 
some of the leading biomedical researchers. 
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2. I will provide some evidence, at least in two cases, for the shortcomings 
of the biomedical concepts and try to summarize the criticisms put for­
ward against this kind of approach in a more generalizing manner. 
3. I want to put the argument within the frame of reference or context of 
the philosophy of experimental medicine, in order to provide a fundament 
for overcoming the exclusive and reductionist approaches in medical 
research. 
And 4. I want to present some leading ideas or guidelines - no more, no 
less - of 'inclusive concepts' in health research . 

8.2 The concept of high technology in medicine 
Over the last two decades biochemists and molecular geneticists developed 
the powerful recombinant DNA technology within the theoretical and 
conceptual frame of molecular biology. Through this kind of molecular 
technology scientists are capable of recombining genes in different devel­
opmental stages, different tissues, different species, different tribes. In 
other words: they are able to transcend natural barriers and to construct 
living things unknown to nature so far. The recombinant DNA technology 
is complemented by the biochemical procedures of protein-engineering and 
computer-aided molecular modelling, even of artificial genetic material 
such as the genetic instruction for a dioxin-binding protein. Both technol­
ogies mark the progress of molecular biology towards an engineering 
science: The goals of research are rather constructive than explorative; the 
objects are technical artifacts. Molecular biology enters the period of 'bio­
engineering' or 'constructing biology', a stage of science which is compar­
able to the area of chemical engineering of cyclic hydrocarbons in dye 
production more than a hundred years ago (1). 

As I pointed out above, this concept yields the potential of an endless 
horizon of medically relevant human-related proteins as well as the tempt­
ing objective of constructing a 'second biological reality'. For the moment 
I want to address your attention to the technological power of 
bioengineering with respect to both methodology and ideology, which has 
an enormous impact in the area of medical research. 

The further the molecular biologists have explored and explained the 
theoretical key questions of metabolism and heredity of bacteria and 
viruses and the molecular biology of the cell, the more they have become 
interested in the 'Molecular biology of Homo sapiens', as James Watson 
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put it at the first conference for presenting the' Apollo-project' of modern 
biology: the mapping and sequencing of the total human genome (2). 
Besides this 'biomanic' project, which is supposed to succeed within the 
sunset of our century, the regulation of gene expression in human cells, the 
processing of proteins and their precursors, the molecular mechanisms of 
immune response, the pathways of differentiation of skin, blood, liver 
muscle and nerve cells as well as the molecular mechanisms of brain func­
tion have become central issues in recent molecular biology. The underly­
ing assumption of this kind of basic research for fighting disease is that 
errors in the normal functions are the key events for the molecular patholo­
gy. Through elucidation of the molecular mechanisms it should be poss­
ible to identify the biochemical, cellular or genetic defect and to compen­
sate for it. To put it in the words of the former head of the famous Sloan 
Kettering Memorial Cancer Center in New York, Lewis Thomas (3): "I 
believe that disease results, generally, as the result of biological mistakes: 
misinterpretations, on the part of cells and tissues, of signals; misuse of 
information." And arguing for the inevitability of death, he continues: "At 
a certain age, it is in our nature to wear out, to come unhinged and to die, 
and that is that. My point here is that 1 very much doubt that the age at 
which this happens will be very drastically changed, for most of us, when 
we have learned more about how to control disease. The main difference 
will be that many of us will die in good health, in a manner of speaking, 
rather after the fashion of Bertrand Russell. Or we may simply dry up and 
blow away." 

Lewis Thomas concludes his remarks on the molecular biology based 
medical strategies in defining their tcchnological level: " The point to be 
made about this kind of technology - the real high technology of medicine 
- is that it comes as a result of a genuine understanding of disease mechan­
isms, and when it becomes available, it is relatively inexpensive, relatively 
simple, and relatively easy to deliver." And he exemplified his notion of 
medical high technology by mentioning the methods of immunization 
against diphtheria and various virus diseases - among them polio -, the use 
of antibiotics and chemotherapy for bacterial infections and the treatment 
of endocrinologic disorders with appropriate hormones. 
By outlining the ideas and notions of Thomas 1 have given a more narrow 
definition of what is termed the 'biomedical model': the exploration, expla­
nation and control of disease phenomena at the powerful methodological 
and theoretical level of molecular biology (4). 
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In order to confirm the intriguing idea of medical high tech I want to 
refer to one example from the molecular biology of neuropeptides which 
might be seen as a paradigm of current approaches: the animal model of a 
metabolic defect caused by a mutagenic event of the gene responsible for 
the water metabolism regulating hormone vasopressin (5). As a neuropep­
tide Vasopressin is synthesized in the hypothalamic brain region and has a 
polypeptide precursor molecule in common with the neuropeptide 
neurophysin. The rat used as an experimental model is unable to secrete a 
concentrated urea, it suffers from the disease 'diabetes insipidus'. By 
recombinant DNA technology and microanalytical methods of molecular 
biology it could be demonstrated that the mutational event in the 
neurophysin coding DNA region causes an irregular processing of the 
polypeptide precursor. This results in deficiency of the functional 
vasopressin. In this case the advice for cure is to substitute the missing 
hormone. This case provides a clear example of the explanatory power of 
the causal approach at the level of molecular genetics and hormone bio­
chemistry. 

8.3 Halfway technology in medicine and the shortcomings of the 
biomedical approach 

L. Thomas has defined a second level of technology, which he has termed 
the 'halfway technology' in medicine. Based on trial and error empirism, it 
is a technology " designed to make up for disease or to postpone death". 
The treatment of cancers, the transplantation of hearts, kidneys, liver and 
the invention of artificial organs for him represents this level of medical 
technology. Can this level be transduced to medical high technology or 
might there be general limits to this kind of reduction? 

To follow the question let me refer to the case of the brain's own mess­
engers, or more generally, the body's own proteins. As it has been experi­
mentally demonstrated, human pep tides or transmitters intervene in a 
complex pattern of interaction of the hormone, immune and nervous sys­
tem. They can induce cascades of biological processes, have more than one 
effect or function and are released very specifically, temporarily and spa­
tially. So far there is no experimental model providing for this complexity 
and the physician must take into account serious side effects due to the 
multiple nature of the protein messenger (6). Thus the molecular biology 
of messenger or drug - receptor interaction in the test tube represents one 
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side of the coin; the internal milieu of the body, influenced by biological, 
psychological and environmental factors -the subject of pharmacocinetics 
and clinical research - is the other side. 

To give an even more obvious example: through the identification of a 
genetic marker linked to the distribution pattern of manic depression in 
Amish people scientists believe to have removed the stigma surrounding 
such patients. "They suffer from a disease, the causes of which are beyond 
their control", commented the American geneticist J. Egeland (7). There­
fore they cannot be made accountable for it. Besides the question of the 
scientific serosity of reducing the complex pattern of manic depression to 
the molecular biology of gene action, their interpretation is misleading: 
Labelling a deviating behaviour as biologically determined has served as a 
base for drug control in the history of psycho genetics and psychiatric 
diseases. The exclusion of the psychosocial dimensions of the patient's 
suffering has become part of the labelling and discriminating procedure. 
The biomedical approach is not sensitive to this kind of problem, neverthe­
less central for patient care in most cases. 

To summarize my first critical remark on the biomedical approach: the 
area of halfway technology in medicine includes at least some cases which 
cannot be reduced to causal explanation at a molecular level. The 
biomedical frame of reference provides a necessary, but not sufficient 
condition for complex psychic disorders. 

By this notion I reconfirm an old criticism of biomedicine presented 
more than a decade ago by the psychiatrist and medical scientist George L. 
Engel. He elaborated on his critics with respect to the perception of dia­
betes and schizophrenia as diseases - two cases which might be seen in 
analogy to the cases I have discussed above. He outlined: "In the 
biomedical model, demonstration of the specific biochemical deviation is 
generally regarded as a specific diagnostic criterion for the disease. Yet in 
terms of the human experience of illness, laboratory documentation may 
only indicate disease potential, not the actuality of disease in time. The 
abnormality may be present , yet the patient not be ill. Thus ... the pres­
ence of the biochemical defect of diabetes or schizophrenia constitutes but 
one factor among many, the complex interaction of which ultimately may 
culminate in active disease or manifest illness. Nor can the biochemical 
defect be made to account for all the illness, for full understanding 
requires additional concepts and frames of reference. "(8) Thus the percep­
tion of the phenomenon of illness requires "consideration of psychological, 
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social and cultural factors." Evaluating the dominance of the biomedical 
model in medicine he remarks: "The biomedical model has thus become a 
cultural imperative, its limitation easily overlooked. In brief, it has now 
required the status of a dogma .... Biomedical dogma requires that all dis­
ease, including 'mental' disease, be conceptualized in terms of underlying 
physical mechanisms." 

8.4 The world of the medical and biomedical model 
The reduction of complex illness patterns to underlying molecular mecha­
nisms, the reduction of behavioral disorders and melancholy to brain 
chemistry do not result from progress in medical research. They are 
expression of the philosophy of experimental medicine, which applied the 
experimental methods of the physical and chemical sciences to biology and 
medicine during the 18th and 19th Century. (9) This philosophy laid the 
foundation for the paradigm and selfinterpretation of scientific medicine: 
the medical model. According to it, the body is a machine and the disease 
is nothing but the breakdown of the machine, and the doctor's task is the 
repair of the machine. Thus, the scientific approach to disease began by 
focusing on physio-chemical parameters of physiological processes and 
excluding the behaviourial and the psychosocial contexts of diseases. The 
fractionation of the medical disciplines can be seen as a consequence of the 
experimental division of labour in exploring and explaining the human 
body. Through the transformation of the medical into the biomedical model 
as a consequence of replacement of traditional theories in biology by mol­
ecular biology the technological and control power improved remarkably; 
but the underlying philosophy did not change in any way. 

The focus on the biochemical or genetic lesion has the effect that real­
ity perception and construction through this scientific approach lack the 
personal, social, environmental and historical dimensions of the patient's 
illness. The notion of human as 'being a subject' disappears under the 
cultural command of the biomedical dogma. If the 'Molecular biology of 
Homo sapiens' proceeds further, then within the picture of the world of 
biomedicine problems of living, conflicts, grief, love, moral will become 
nothing but a highly complex arrangement of molecules, sometimes out of 
order, but gifted with the natural power of self organizing new patterns of 
order and function. And if we can understand all parts of the living 
machinery we can even try to 'optimize' or even 'enhance' the most vul-
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nerable and poorly adapted parts. The American geneticist Bentley Glass 
have put this dream of biomedical reasoning into the words: "As man 
acquires more fully the power to control his own genotype and to direct 
the course of his own evolution, he must produce a Man who can tran­
scend his present nature. "(10) 

8.5 Prerequisites for an inclusive model in health research 
Perhaps with the power and dominance of the biomedical model as a 
'cultural imperative' the talk of inclusive approaches in the world of medi­
cine currently is nothing but the summarizing of shortcomings, the defini­
tion of some prerequisites and the giving of some guidelines for the search 
for an inclusive model in health research. In defining the prerequisites I 
again refer to G. Engel: "To provide a basis for understanding the deter­
minants of disease and arriving at rational treatments and patterns of health 
care, a medical model must take into account the patient, the social context 
in which he lives, and the complementary system devised by society to 
deal with the disruptive effects of illness, that is, the physicians role and 
the health care system. This requires a biopsychosocial model." 

How can this word be more than a phrase? Engel himself referred to 
the holistic approach of Bertalanffy's general systems theory (11). But this 
might not be sufficient. If the holistic approach does mean the integration 
of elements, functions and structures of a living 'system', the approach 
may overcome the almost extreme monocausal reductionist interpretations 
(12), but it still sticks to the machine theory of living phenomena put 
forward by the most advanced physiologists in the 19th Century like 
Claude Bernard. If the general systems approach should provide 
guidelines for conceiving machine-like systems only the main task for the 
inclusive approach is not fulfilled. That is the question of the relations and 
interactions between the physiological, psychic and social dimensions of 
illness. That is the question of inclusion, not only of elements or 
subsystems, but even of different frames of references or cognitive con­
texts such as molecular biology, behaviourism, psychology, psychosomatic 
medicine, sociology and epidemiology (13). 
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9 AIDS AND HUMAN RIGHTS: A SOCIETAL CHOICE 
Juridical reflections on the spread of H.I. V. 

Daniel BORRILLO 
GERSULP (Groupe d'Etude et de Recherche de la Science de l'Universite 
Louis Pasteur) Strasbourg 

9.1 Introduction 

It was not so long ago that the industrialized societies thought that they had 
conquered the plagues of infectious diseases. Mortality rates in France 
showed that the principal causes of death had become: heart disease, can­
cer, suicide and traffic accidents 1• 

In 1981, however, United States federal authorities noted a consider­
able increase in the distribution of a medicine named pentamidine isethio­
nate, used in the treatment of a type of pneumonia known as pneumocystis 
carinii, which affects sick patients whose immune system had been deterio­
rated by cancer. The illness was so unusual to the extent that its treatment 
was considered purely experimental. Between 1967 and 1979 there had 
been only two prescriptions written for this previously mentioned medi­
cine. 

The first five cases of AIDS discovered in 1981 had several points in 
common. They all involved young homosexuals whose immune systems, 
up till their diagnosis, had been functioning normally. At the same time, 
the appearance of several cases of a known but quite rare cancer named 
Kaposi's sarcoma and pneumonia was discovered in the same population 
cited above. Other equally peculiar illnesses were progressively detected 
which had the same common denominator, that being the same impairing 
effect on the immune system. 

The relationship was quickly established and in 1982 was recognized by 
the clinical community. The newly identified syndrome was first called 
G.R.I.D. - Gay Related Immune Deficiency (whose terminology was 
quickly considered too limited because it makes a relational link between 
an immune deficiency and male homosexuality), and later called A.I.D.S. -
Acquired Immune Deficiency Syndrome - which was considered more 
appropriate. AIDS is caused by a chronic immune deficit whose etiological 
agent is a retrovirus2 which represses the most serious infection of the 
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virus. The illness was detected in the same year (1982) in a group of 
several Haitian and hemophiliacs. This confirmed the hypothesis that the 
transmission of the virus was through both blood and sexual activities. In 
1990, the World Health Organization (W.H.O.) estimated that there was 
approximately 283,000 full blown cases of AIDS and that more than 
8,000,000 individuals who are carriers of an asymptomatic form of the 
virus. These individuals are known as 'seropositives.' Faced with this 
peculiar illness, the international press' first reaction was to establish a 
direct relationship between the disease and the "gay community." In the 
eyes of the general public, the illness was presented as a sort of "Homo­
sexual Chernobyl. ,,3 

The history of epidemics well illustrate how man has reacted in the 
face of a plague from an unknown origin. In trying to find their "evil" 
origins in certain social groups, as in the case of the "Black Death" plague 
of the 8th Century which decimated Europe, the Islamic nations played the 
role of 'onlookers', absolved from the drama. Their first reaction was to 
identify the "evil" with the Christian communities who generally appeared 
the most affected (probably because they stayed closely together in tight 
circles). To think that a virus could choose its victim according to his 
professed religion would seem absurd today! 

In the same fashion during the Second Plague (1348-1352) which in no 
time whatsoever wiped out a third of Europe's population, Christianity 
considered it a punishment from God, whose divine anger found the res­
ponsible parties. The Catholic Church found its scapegoat in all who didn't 
profess to the Christian faith. It wouldn't be necessary to recall the expul­
sions of the Jews and the Gypsies from major European cities during this 
period. 

Man has always found himself needing to explain the catastrophes to 
which he is regularly subjected. For this matter, we are sometimes sur­
prised by the reasoning used to analyze and to represent epidemics4 • Apart 
from the previously cited examples, we are able to furnish an interminable 
list of interpretations given to illnesses. Let's take several examples: 
Various ancient Mesopotamian texts provide us with explanations of illness 
brought on by the anger, and even caprices of the gods. Freckles appear­
ing on a baby's skin as a consequence of an infectious disease were inter­
preted as scratch marks of the devil lamashtu5• Later, the concept of 
"moral conscience" was born. The gods no longer pursued innocents, but 
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punished the guilty (those who violated sacred places, who did not respect 
agricultural rites or who committed incest, notably). 

Though the Occident had undergone a process of secularization over 
the years, the causal relationship of disease-responsible/disease-punishment 
had not altogether disappeared from modern medicine, e.g. the victim of 
lung cancer is punished for having smoked too much, hence those with 
AIDS are being punished for their loose sexuality or promiscuity6. 

Over the years, the relationship of AIDS-homosexuality fulfilled a reassur­
ing function for the rest of the "heterosexual society." A "normal" sex life 
permitted people to feel apart from the scourge of AIDS. It wasn't until 
1986 that AIDS became an illness which came to concern everybody by 
the simple fact that the possibility of a heterosexual transmission was 
proven. 

According to M. Pollak7 , AIDS, having its origin in the closest held 
taboos of Occidental society - blood, sperm, sex, homosexuality and death, 
has created a quasi-experimental situation by putting to a test the meanings 
of tolerance and freedom. It thereby challenges the capacity of a democ­
racy to respond to . unforseen threats to the very pillars of its society. 

9.2 Epidemic Management by the rule of law 

A democratic society characterizes itself principally by its government's 
organization, structure and its responsibility to its citizenry and the individ­
ual. Constitutional law is characterized by the respect of what we call the 
rule of laws, formed around two major principles: the principle of legal­
ity which is a complex ensemble of formalities and procedures whose goal 
is the distribution and limitations of powers which protect personal free­
doms. The second is the democratic principle which, because the constitu­
tional state must be democratic, as it grants the population access to 
power. 

The history of infectious disease management and epidemics is charac­
terized by strict measures of control and by limiting personal liberties in 
the name of the general health risks to the society at large9 • Beyond the 
generally accepted reasons for reducing the possibility of a contagion, the 
management of an epi"demic responds to the structural exigencies which 
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embrace a larger vision ... that of the political agenda behind the 
government's epidemic management. 

We find two principal tendencies in the following public health proposi­
tions. The first tendency is to take into account the premise of the consti­
tutional state and the sick citizen, and the other of a strong policy of inter­
ventionist management based on a type of integrationist ideology which 
justifies a type of defense of the "seronegative society." 

Freedom is in danger when the State assumes the power to decide in 
the place of the individual, for liberty by definition limits the State to that 
which is necessary to protect the rights of others. This jumbled ensemble 
of rights which explain the notion of public order is where we find the 
category of "public health." The existence of these two restrictions inevi­
tably opens to unending debate the sensible limitations which are capable 
of bearing on our personal freedoms. Professor Patrick Wachs mann noted 
that the European Convention on human rights carries a precious clarity 
when it specifies that the restrictions of certain liberties which are not 
proclaimed legitimate are conditionally subjected to being "necessary in a 
democratic society for the safeguarding of certain values which are the 
rights of others and the protection of public health. 10" 

Which brings us to think about two major and fundamental principles in 
the management of the epidemic and the rule of law: the refusal to adopt 
emergency legislation and the prohibition of the State to interfere in the 
personal decisions of its citizens. In order to insure the maintenance of 
public order, and asserting the existence of a crisis which puts the entire 
society in danger, the State is sometimes tempted to create and apply 
emergency legislation. Legislation which involves an extension of execu­
tive branch powers, as was the case, for example, in the September 9, 
1986 French government's special directive against terrorism. 

Up to now, the adoption of emergency legislation concerning AIDS has 
been rejected, and it is hoped that this decision should be firmly supported. 
Because of its means of transmission, AIDS differs from other epidemics 
and does not, therefore, threaten the population as a whole. Contamination 
is principally produced by contact with blood or sperm and can be avoided 
by using sterilized syringes and condoms. In the most commonly known 
high risk situations, e.g. blood transfusions, organ donorship or artificial 
insemination, an AIDS-blood test is mandatory 1 I. A call to individual 
responsibility in prevention must be stressed. In France, the government, 
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working in partnership with certain associations has proven itself very 
efficient in this effort. 

9.3 The role of the physician under the rule of law 

Beyond the ethical rules which doctors have come to respect as a function 
of their professional codes, constitutional law has established a certain 
number of both general and mandatory measures. Just as a medical secret 
comes to be represented as part of medical ethics, it is necessary to under­
line that it is also legally bound by Article 378 of the French Penal 
Codel2 which established sanctions against those who divulged confiden­
tial information gathered under the doctor-patient relationship l3. There 
can obviously be no medical secrets between the doctor and the patient 
who has the right to his medical data. In this regard, the French National 
Consultative Committee on Ethics declared the necessity of informing 
patients, under acceptable circumstances, of their medical condition taking 
into account the psychological state of each patient l4 . Under French law, 
Decree N° 86-770 makes it mandatory to report each case of AIDS 
(though not the seropositives) and it must be done anonymously, to the 
DASS (Direction des Actions Sanitaire et Sociale). This mandatory report­
ing constitutes the sole exception to the principle of medical secrecy. 

The problem becomes more complex at the moment when this sensitive 
medical information enters medical information systems. La Commission 
Nationale de l'informatique et des libertes (CNIL), concerned by the 
problems posed by the development of data access and the individual's 
right to privacy, adopted strict measures regarding the treatment of AIDS 
research and patient files 15. Among the problems cited was the possible 
misuse of medical data, whether exploited for political or financial ends, 
which could put fundamental freedoms in jeopardyl6. 
If the patient's name is required to be recorded 17 in all epidemiological 
cases, the AIDS patient's name must be rendered anonymous prior to his 
case information being placed into a medical data bankls. Anonymity is at 
the core of the reconciliation of the patient's right to privacy, and the 
protection of research data. Every part of the patient's file must be 
declared to the CNIL which examines the adequacy and relevance of the 
records with respect to the defined limits set forth by the declarant. All 
recorded information must rely on the patient's consent, who, in any case, 
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is authorized to have access to his file but who can also reconsider his 
decision 19. 

But this isn't the only level of the violation of legal norms put into 
question by the rule of law. In other widespread, though less serious 
situations, we see a profile of a distinct abuse of power on the part of the 
doctor, notably when he assumes a moralizing role with the patient. An 
inevitable dependency relationship becomes established between the ill 
patient and the doctor. This relationship must be accompanied by an ethical 
responsibility which constantly stresses that the ill patient (or the 
seropositive) is a private citizen - and that the doctor is in no way author­
ized to exploit his position and act as a moral figure in the patient's private 
life. 

9.4 Words and Deeds in official epidemic management 

U sing metaphors borrowed from medical vocabulary, the ideology of 
hygiene has claimed to explain the functioning (or disfunctioning) of 
society. Such was the case when articulating the 19th and 20th Century 
character of Italian anthropological studies of criminalityZ° which started 
the acclimation of certain terminology into continental European themes. 
These themes went on to abundantly serve totalitarian regimes who pro­
tected the "healthy body of society" from "foreign bodies" and the "virus" 
which came from the "infected": born criminals, congenital idiots, the 
insane and sexual deviants ... 21" In the authoritarian view, democracy 
isn't capable of maintaining the "healthy" social body and at the same time 
eliminating infectious elements from it22 • Democracy is put into question, 
according to them, because of its laxity and dangerous permissiveness vis a 
vis its people and it is that which is at the origin of decadence. Too much 
freedom, too much tolerance towards "fags" " too much understanding for 
drug addicts, too much contact with strangers (especially Africans). Here 
we have several mythical explanations and imagery which has found its 
way into our common parlance, spawned by certain politicians and certain 
members of the scientific community23. 

Metaphorical language24 doesn't take the facts into account, it doesn't 
leave itself to the realization of its own prophesies. Let us remind 
ourselves' of the altogether unjustifiable excesses, from the scientific point 
of view, which we've witnessed in recent times. The closing of establish-
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ments where AIDS was spread (Decision of the Bavarian Ministry of the 
Interior, February 25, 1987), the expulsion of all foreigners who constitute 
an AIDS -related risk (ditto, May 19, 1987); the authorization to quaran­
tine all HIV positive patients in the State of Texas (USA), the obligatory 
hunting down and systematic imprisonment of seropositive individuals in 
Cuba; the prohibition to enter American territory for seropositive and 
AIDS-infected individuals at the time of the most recent international AIDS 
conference in San Francisco; the power given to Rumanian doctors to 
mandatorily hospitalize infected individuals. These examples, among many 
others25 , are instead the result of the fruit of metaphors26 and discursive 
ensembles which have strongly conditioned health policies. For ages we've 
heard talk of divine plagues, of a combat against a virus, of excessive free­
doms and the creation of a virus which serves· the purposes of conservative 
and puritanical forces, etc. 

It is time to break away from these stereotypes and metaphors and meet 
the obligation of creating the most realistic and reasoned management of 
the epidemic. According to Susan Sontag, the most honest attitude we 
could have towards the illness and the most honest way of being sick 
oneself is to weed out its metaphor and resist the contamination which 
accompanies ie7 • 

9.5 The epidemic in the state of European law 

The Council of Europe is particularly concerned with the struggle against 
the epidemic because, as underlined by Mme Massarelli28 , the Council's 
director of heath services, what is in question poses a major challenge to 
public health policy itself. The Council's work is carried out within a 
general framework of recommendations by WHO, and its goal is that its 
findings would influence a harmonization of European legislation on the 
issue. Making human rights an imperative of public health is the funda­
mental preoccupation and primary axis on which all of the Counsel's rec­
ommendations are organized. 

In order to limit the spread of AIDS, the Council proposes to win the 
confidence of HIV infected persons. Any measure of coercion or discrimi­
nation could provoke a negative reaction in the infected community, as 
well as in the general population. It is a given that the indispensable means 
in the management of an epidemic is information and prevention, but it is 
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difficult to see how a collaboration between the State, the AIDS carriers 
and the seropositives would come about in this management. The only 
strategy considered acceptable by European juridical order, with respect 
for both efficiency and personal rights, was that of a prevention policy 
composed of information dissemination, education, voluntary testing, 
counseling and complete respect for confidentiality. A draft bill at the 
Counsel of Europe was quickly introduced. 

In 1983, even before the virus was isolated, the Council presented its 
first report which recommended that transfusion services suggest a self­
exclusion policy for would be donors belonging to risk groups29. The 
French National Assembly equally demanded that the private lives' of 
individuals should be respected and that information campaigns should not 
be directed towards anyone social group30. In 1985, once the virus was 
discovered, the Committee of Ministers recommended mandatory AIDS­
testing of blood donors to track down the virus31 . Other recommendations 
were proposed by the Counsel trying to systematically take into account 
the legal principles necessary in respecting individual rights at the benefit 
of public health32 . 

9.6 Examples of loopholes in the rule of law 

Despite the international institution's efforts, a number of dubious legal 
situations continue to arise. Beyond the serious steps taken by public 
authorities in a considerable number of countries, the situation in Europe is 
far from being worked out, aside from the cited cases of Bavaria, Belgium 
or Ireland - certain practices of some French institutions make a call for 
reflection. As an example, we'll take the case of the right to insurance and 
labor laws33 . 

The French National Committee on AIDS recommended in its February 
20, 1990 declaration that it was "forbidden for insurance companies to 
subordinate to conclusion an insurance policy based on the results of a 
blood test for the AIDS virus." It equally advised that it would "be vigi­
lant that insurers did not introduce questions in their applications which 
made reference, in an explicit or indirect way, to the applicant's style of 
life or sexuality." Despite these recommendations, insurance companies 
maintain discriminatory practices to this day . 
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The French insurers complain that they bear the cost of medical secrets 
in France, which hinders the creation and exploitation of samples, which 
lead to actuarial tables which aid them in better ascertaining their insurance 
risks34 • Mr. Pierre-Denis Champvillard, the director general of Scor-Vie, 
a company specializing in reinsurance confirms: "If we decide to 
mutualize the 'AIDS risk', it would inevitably raise the premiums for 
clients who are not seropositive. They'll (non-seropositive clients) go 
elsewhere, to London, for instance." 

A draft bill which would nullify the application of Article 416 of the 
French Penal Code35 , the very code which protects applicant from being 
discriminated against by reason of physical condition or handicaps, has as 
its goal to allow insurers to limit their types of coverage to AIDS 
patients36 • The insurance lobby is claiming that not only should manda­
tory AIDS-testing take place for applicants, independent of a covered 
risk37 , but also for the establishment of insurance industry files on all 
seropositives. As Pierre Lascoumes points out, the insurance companies 
are in the process, in effect, of obtaining the authorization to accomplish 
that which they swore they would never do ... of knowingly excluding 
seropositives from individual insurance policies. Let us call attention to the 
fact that such a measure has never taken place for any other illness, even 
those which result in more deaths than AIDS. There has never been, for 
example, a similar requirement for mandatory tumor testings for cancer. 

The situation with labor laws has been no less dramatic. The French 
National Committee on Ethics in its December 16, 1988 decree (2.D.) 
established that "being seropositive would not be considered an obstacle in 
the exercise of professional activities, public or private, and did not entail, 
for example, a job disqualification," on this general principle the commit­
tee quickly added "It might appear in the future that the exercise of certain 
professions will be incompatible with being seropositive - this is for two 
reasons - on the grounds of the transmission risk of the illness to others, 
and on the grounds that the pathological consequences for others may 
arise, as well. These situations, in all likelihood, are exceptional and 
should be the subject of study and special decisions." 

In the same sense, it was recently recalled that relative questions of 
health were part and parcel of the individual's private life and by conse­
quence deserved protection. It is on this basis that a private company was 
ordered to payout d'amages with interest to one of its employees for 
having approved of the posting of a memo relevant to the seropositive state 
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of the employee38 • The theory is clear and simple, less so than in prac­
tice. Such is the current state of labor laws, and in considering the instru­
ments at the employer's disposal (they are not all as naive as in Burke 
France), the seropositive, and more so the carrier, finds himself in a very 
precarious situation in the workplace. The afflicted worker progressively 
passes through the asymptomatic state towards the first symptoms of the 
illness when he is finally obliged to take leave and find and commit him­
self to a medical care facility. If the absences are prolonged, the employer 
can legitimately lay the worker off. Furthermore, no provision of the 
French Labor Code permits an employee to ask to rearrange his working 
hours in order to enroll in a medical treatment program, when in Article 
L. 212-4-12 of the same Code legitimizes this kind of request "for the 
regular and controlled practice of sport. " One can say, as Pierre Le Cohu 
commented, that "the more you have, the more you receive; we give time 
off to do sports, but when it comes to a sick employee, he takes care of 
himself .. .if he can39." 

These examples show that, with respect to law and society, the prob­
lems posed by AIDS are far from being resolved. From all the discussions 
by "specialists" we get the impression that the real debate has never taken 
place, which is, so to speak, how the thousands of seropositives, who 
continue to have a normal, daily existence want to work, want to play an 
active role in society, want to love and to live the rest of their lives' in the 
best way possible. 

9.7 Conclusion 

In this century of unending medical progress, there is an illness which 
takes on epidemic proportions, shocks worldwide opinion and puts the 
foundations of public health policies into question. The stakes are high, for 
the reactions and from the conflict sometimes awakens irrational, exag­
gerated fears of the illness. Statistically speaking, AIDS is much less 
widespread that other illnesses or accidental death, but it seems to have 
appeared in our society as a form of punishment. 

For centuries, man has associated crises with the loosening of morals: 
The historian Sallustre estimates that in the 1 st Century BC that the deca­
dence of the time was due to the loss of virtus (courage, power of the 
souL). Zosime, in the 5th Century AD holds the Christian religion 
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responsible for the CrISIS of submissiveness leading to the loss of the 
healing virtue. Or more recently, in 1860, Francon writes that "If the 
inhabitants of the Occident are idiots incapable of withstanding hardship, 
then it is because they're degenerate4o." 

The philosophy of human rights gives us the possibility to think other­
wise. It is in this way that AIDS reflects one of the most profound prob­
lems of our civilization, and it depends on us to place the debate on this 
level. To what degree is homosexuality tolerated in our society? When are 
we going to have an international consensus on the epidemic? What leads 
so many young people to turn to drugs to escape reality? Why have we 
chosen to attack AIDS victims in the place of the fight against the virus 
itself? 

And so we've seen how the AIDS epidemic has put democratic 
societies face to face with a decisive choice; one which reveals the durabil­
ity of the full meanings of tolerance, of the respect for privacy and of 
solidarity which we claim so much to defend. The way we manage this 
epidemic will surely define the society we leave to our children. In choos­
ing the imperative for the rule of law in resolving the AIDS question, we 
are choosing our own freedom. 

Notes 

1. In 1985, INSERM (Institut Nationale pour la Sante et la Recherche medicale) 
printed the following statistics: 

-app. 10,000 deaths attributed to traffic accidents (9,985) 
-app. 12,000 deaths attributed to suicide (12,363) 
-app. 15,000 deaths attributed to alcoolisme (15,269) 
-app. 29,000 deaths attributed to tabacco- related illness (28,550) 

2. It wasn't until after 1978 that scientists were able conceptualize and detect, due to 
biotechnical advances, a pathogenetic human retrovirus (H.1. V.). This data rein­
forces the hypothesis that the virus had existed for a long time except in a weaker 
less identifiable state. 

3. The first headlines from the French press made exclusive reference to the homo­
sexual community. The well known French journalist Escoffier-Lambiotte, wrote 
an article entitled "Misterieux cancer chez les homosexuals americains." (" A myste­
rious American homosexual cancer") which appeared in Le Monde de la Medecine 
of January 27, 1982. Other publications used at the time the same terminology, as 
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in "Upidemie du cancer gay", Liberation of March 19, 1983 or "Les homosexuels 
punis par Ie cancer," Le Matin of January 2, 1982. 

4. "The history of syphilis in this respect is exemplary: the brutal appearance of this 
new plague, in 1493, was a mystery. Despite several discussions on the possible 
ways of transmission by the "miasmisms" or by breathing it in, venereal contagi­
ousness has been recognized as its principal mode of transmission. From this 
mystery and this certitude should be born the belief that a divinely created disease 
was created to punish sinners." Sid'aventure, Ed. Syllepse, Paris, 1989, p. 58. 
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Paris, 1984. 
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ris, 1988. 
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mocratic republic. 

9. "Faced with leprecy, exile and detainment were organized to separate lepers and 
non-lepers. The plague was accompanied by various sectors which kept urban 
populations in their city, in their towns, in their districts and in their houses. The 
inhabitants were summoned to their windows so as to count the living, the sick and 
the dead." Defert, D., "Epidemics and democracy", Actions et Recherches Sociales 
N° 3, September 1988, P.33. 

10. Wachsmann, Patrick, "AIDS or the management by fear by the State of law" in 
Sida et droits de l'Homme: l'epidemie dans un Etat de droit, text from a confe­
rence convened by Borrillo D. and Masseran A., Actes du Colloque, Gersulp, 
Strasbourg, 1990. 

11. Memorandum of the French Direction Generale de la Sante October 20, 1985 and 
October 28, 1987. 

12. Professional secrets are bound under this code such that "all persons endowed by 
either the state or professional codes, or by a temporary or permanent function to 
whom secrets are confided" (religious, notary, process servers, etc.). 

13. It would be difficult in this paper to thoroughly examine the French judicial system 
and the question of medical secrecy. We can refer interested readers to the work 
done by D. Thouvenin in Le secret medical et ['information du malade, Presses 
Universitaires de Lyon, 1982. 



AIDS AND HUMAN RIGHTS: A SOCIETAL CHOICE 201 

14. Notice of the Comite Consultatif National d'Ethique for science, life and health for 
the problems posed by the fight against the spread of infection from HIV (Human 
Immune Deficiency), December 16, 1988. 

15. See E. Heilmann, "Medical Information Systems and the protection of nominative 
data in respect to HIV," Actes - Les cahiers d'actionjuridiquej N° 71-72, June 
1990, P. 36. 

16. In a press release of November 1989, L'association Aides denounced the creation 
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21. See Patrick Tort, "On cases of pscyho-sociological and fascistic rhetoric in the 
discussion of health." Sid'aventure, op. cit. p. 29. 

22. In France, Le Front National claims that human rights legislation impedes an 
efficient approach to fighting the AIDS epidemic. 

23. To the extent that Dr. Bachelot publically declared that AIDS-infected persons are 
"veritable bacteriological bombs" necessitating the creations of "aidsatoriums" in 
which to confine "aiddicts" who risk contaminating the healthy majority of the 
population. Interview in Liberation, February 1987. Not to forget the declarations 
of MR. L. Pauwels in Le Figaro magazine of December 6, 1986: " A group of 
measures for the society for not having taken disappear: selection, the promotion 
of personal efforts and individual responsibility, national codes, the fight against 
drug use, etc. the heresies. This return to reality is a scandal for them. They are 
afraid of their lack of morals. Here is their revolutionary sentiment. What we 
have here in our youth is a mental AIDS. They've lost their natural immunity; 
every terrible virus is attacking them." 

24. Aristotle wrote that metaphor consisted of giving something a name which belon­
ged to something else. 
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25. In Great Britain, there is a draft bill (Criminal Justice Bill, Article 25) which 
would re-criminalize homosexuality. In Belgium, foreign students from non-EEC 
member countries are required to present a certificate of non-seropositivity at the 
time of enrollment. In Ireland, seropositive inmates are placed in special cells and 
subjected to "solitary confinement." Despite the Counsel of Europe's recommen­
dations, Ireland and Belgium have not accepted to implement any promotional 
campaign on condom usage. 
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in the mode of transmission, we run into an even older metaphor, linked to syphi­
lis: pollution. (It is contracted through blood, from sexual fluids of an infected 
person or by contaminated blood products). Le sida et ses mitaphores, Ch. Bour­
gois, Paris, 1989, p. 24. 
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10 BIOTECHNOLOGY AND SOCIAL PERCEPTION 

Olaf Diettrich, 
Commission of the European Communities, Brussels 

10.1 Introduction 

Everybody knows the fairy-tale "Beauty and the Beast" of the innocent 
maiden and the ugly and horrible beast which turned out to be something 
honest and trustworthy after being treated with goodwill and trust rather 
than with fear and repulsion. Intuitively one may think that this is a some­
what optimistic but nevertheless appropriate metaphor to describe the 
complex and tense relation between the public and biotechnology. But, 
unfortunately, there is no evidence for who is the beauty and who the 
beast. Is it the innocent and trusting public which is confronted with a 
pullulating science threatening human life, the environment and the integ­
rity of God's creation? Or is it a pure and beneficial science promising 
progress in nearly all human problems which is rejected by an ignorant 
and distrustful public? 

The Commission of the European Communities which (like many 
public authorities) has an explicit mandate (or decided explicitly) to pro­
mote the social welfare and the economic prosperity of the public as well 
as to protect the environment and the diversity of terrestrial life, to devel­
op research and science and to foster the competitiveness of European in­
dustry, can hardly define priorities between these goals as those usually do 
who have to represent mainly one single position. Environmental groups 
for example may say that a functioning environment is the prerequisite of 
any life on earth and therefore requires first priority. 

Industrial associations will argue (1) that "Biotechnologies promise new 
opportunities for economic growth, new job creation, industrial renewal, 
environmental management and revitalised strength in the agricultural 
merket place. Future European competitiveness on a par with the U.S. and 
Japan in the many industries which will depend on biotechnology must 
therefore become the principal objective of Community policy". Science 
considers itself as the very producer of any progress and, therefore, must 
be the focus of all public policy. Ethical positions, last but not least, take 
by definition precedence over any other kind of arguing. So the environ-
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mentalist may tend to load an economic burden upon society which the 
social politician will hardly agree to pay. Or the scientist who wants to 
remain in the favour of public appreciation would try to tell himself 
and others that most of the concerns expressed are mainly due to a lack of 
scientific knowledge and understanding. The very problem is that all these 
groups have good and even moral reasons to defend their various positions 
as top priority. None of them can be called an egoist in the proper sense. 
Even the profit-oriented industrialist can argue that his success will 
contribute considerably to the general welfare - not to speak of the good 
arguments the scientist can present. It is the delicate task of public author­
ities, and so of the Commission, to take generally acceptable course 
between all these conflicting requirements. 

10.2 The scene of conflict 

What is missing is a form of interaction between the quarters concerned 
which will lead to a balanced and uncontested co-existence of the various 
positions. Most of the groups involved would see each other either as 
competitors in the market of public favour or as threats to their own goals 
and ideals. The tendency towards thinking and acting in terms of antagon­
ism will be the higher between groups the more they are professionally 
organised and claim to represent certain public interests. The conflict 
between these groups is sometimes even higher than the contrast between 
those whose interests are represented by the groups concerned. The 
increasing politicisation of public interest groups (10) brings an additional 
element into the debate. lOs are a kind of interface between the public and 
those who act politically or economically in biotechnology. They contrib­
ute considerably to the formation of public opinion in a way similar to that 
of political parties in other fields, and in many of the political discussions 
on debatable matters in biotechnology public lOs are the very opponents 
(or partners) of political decision makers rather than the public itself. 
Interest groups can be considered as highly specialised political parties; 
and, like these, they would hardly retire from their business when their 
goals proclaimed have been achieved. Public interest groups vary consider­
ably in character, ranging from a strong and fundamental opposition 
against nearly any research into gene-technology or its application, to the 
rather moderate and flexible position of many consumer groups. 
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The scene in biotechnology can be considered to be divided in mainly 
three parts: 1. Those who have a commercial interest in biotechnology and 
its applications (Industry, agriculture etc. and most of the R&D con­
cerned), 2. those who deal with biotechnology for political and social 
reasons (comprising public authorities as well as public interest groups) 
and 3. the general public as consumer of the beneficial biotech goods and 
services as well as "consumer" of the risks and the more general socio­
economic consequences involved. 

The complexity of the biotech scene is based on the complex interplay 
between these groups. One possible interplay is the exchange of scientific, 
technological, economic and other relevant factual data, information and 
arguments with a view to the elimination of misunderstandings and the 
possible rationalisation of conflicts. It is widespread understanding rooted 
in old democratic traditions that this is the main, if not the only way to 
come to stable and reasonable forms of co-existence and compromises. 
Particularly the English culture thinks and acts in terms of a consensus 
which has to be found for all controversies and will be found if there is 
sufficient room for informed discussions. This is the very root of the idea 
of public information: the more people are informed the more successful 
will be their decisions - or as Mark Cantley (2) said: "If there is 'ignorant 
democracy', control without understanding, there is danger not only to 
science and technology, but ultimately to the society itself". A similar 
thought was expressed by Sir Walter Bodmer (3) in his famous UK Royal 
Society report 'The public understanding of science': "in the absence of 
widespread understanding we will shy at kittens, and cuddle tigers", i.e., 
we will be unable to manage benefits and risks of science appropriately. 
A third statement of that kind comes from Jon D. Miller (4), director of 
the US Public Opinion Laboratory: "Throughout the world, the importance 
of a scientifically literate workforce is recognised by political and econ­
omic leaders, and an increasing number of leaders in democratic societies 
have recognised the essential role of scientific literacy in the performance 
of citizenship responsibilities. Most governments of major industrial 
nations have strong commitments to improving or sustaining the quality of 
their programmes in science and mathematical education. Many nations are 
seeking to expand adult informal science education to maintain the levels 
of scientific literacy attained through the common schooling experiment". 
The view that people should be informed as much as possible about every-
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thing concerning themselves and the society they live in, is implicitly 
based on two ideas: 

1. An improving level of the layman's scientific knowledge will improve 
the quality of his judgement on the political decisions to be taken in 
science and related political matters. 

2. What we have (or what we therefore should have as many people say) 
is a participatory democracy rather than a representative one, i.e. a society 
where the citizen who is expected to be as emancipated as responsible will 
evaluate matters of public interest on the basis of his own knowledge and 
experience and then is involved, directly or indirectly in political decision 
or control processes, instead of leaving publicly important decisions to the 
legislative and executive bodies he has elected just for doing this. As to 
science: science itself has brought about the idea of its incorporation in 
general education, and is by this confronted now with the problem that the 
public more and more would claim participation in the definition of what 
research should be permitted and what forbidden. 

Both ideas are more or less generally agreed. It is evident that people 
should take any opportunity to qualify democratic decision procedures by 
means of their own knowledge and that to improve this knowledge is their 
first and foremost task. But it has to be seen as well that factual scientific 
knowledge is just one of the factors determining people's attitude towards 
science. It might be plausible particularly for those who are used to think 
in scientific terms and who are proud of their scientifically trained intellec­
tual self-control, that knowledge of science and attitudes towards science 
are positively correlated, i.e. that people would appreciate science and its 
applications the better, the more they know about it and the more they 
understand the mechanisms involved. This is rooted in the traditional idea 
that science per se is the most distinguished tool to achieve improved 
living conditions for all men. I do not contest that science indeed is the 
most powerful (and in many cases the only) instrument to solve certain 
human problems -particularly those the application of science has brought 
about itself. But this does not determine the view on the desirability of 
specific developments in biotechnology - neither with the public in general 
nor with scientists. Even fully expert academic biotechnologists who hardly 
suffer from a lack of knowledge can have diametrical views on the social 
risks and benefits of certain matters in their own field, as demonstrated 
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impressively by the experts hired by the various groups. How, then, can 
we expect the view of even well-educated laymen to converge towards a 
reasonable and general consensus? 

10.3 The social dimension 

All this underlines that the existing conflicts between the producer and the 
consumer of risks and benefits of biotechnology can hardly be solved by 
just teaching the scientifically uninformed. It is not sufficient to tell people 
that biotechnology is probably the only instrument to fight successfully 
cancer, or to explain why the fear that biotechnological research may 
result in dangerous genetic monsters is unfounded, or why the deliberate 
release of genetically modified organisms is hardly the kind of threat to the 
environment that many people believe. Independent from whether this were 
correct. or not - all this is not sufficient if the actual comprehensions, after 
all, are immunized against special scientific or otherwise factual informa­
tion in the sense that people do not trust the information source concerned, 
i.e. if people do not believe in what is being told to them, or if the opposi­
tion against certain aspects of biotechnology is based upon culturally 
acquired ethical positions which are widely resistant against all non-ethical 
arguments. Particularly here it is evident that factual information would 
hardly dissolve objections, and that efforts to improve trust in the reliabil­
ity of informational sources or regulatory measures would be of little help. 

Let me explain the non-scientific character of the relation between science 
and the public in some more detail. It is comprised in the definition of any 
individuum that it has to cope with its environment. This applies to the 
most primitive animals paddling around in their pond as well as to men. In 
the beginning, the problems to be mastered were first of all physical 
problems: to identify and maintain food, energy or other life resources, to 
protect oneself against cold and other inconveniences of nature, to fight 
diseases and, where men are concerned, to improve the limited physical 
capabilities of our species by means of machines, computers and science at 
all. This became the very paradigm of occidental science: to understand 
nature in order to master it, where nature was understood as the physical 
environment of individuals. 
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But if we look around nowadays at the environment we have to cope 
with we will find out that the relevant aspect is shifting more and more 
from the physical to the social dimension. If we look at a usual day's 
course we will see that about just one or two percent would concern really 
physical problems and their solution. The major part will pertain tasks we 
have to accomplish in the context of a social rather than of a physical 
environment. Most of our daily efforts will not be honoured by nature, i.e. 
they would not help us to survive in deserts or rain forests. They rather 
have to be appreciated by our society which, in turn, will provide us with 
the goods and services we need for living. 

Even if we deal as natural scientists explicitly with the problems given 
by nature, we usually do not do it in order to survive better in the physical 
world but to survive better in the academic quarters of our society (5). The 
selection forces we are subject to are social in character, not physical. The 
world we live in is first of all a social world. This applies even to those 
problems which are obviously physical in character such as the environ­
ment to be protected. What does that mean? In all nature one can find 
what could be called the phenomenon of risk homeostasis. Species, indi­
viduals or societies which have developed a new technique to solve a 
special problem in order to reduce the risks related to it, usually exploit 
the new possibility in a way that the total risk they are confronted with 
will rise again, after a certain time, to the previous level; the ruthless 
exploitation of strategic resources, so to say. A typical example is the car 
driver who uses the anti-lock brake not in order to reduce the risk of 
driving but to drive faster and more riskily. Insurance companies have 
reported that ABS drivers have sometimes an even higher accident rate 
than ordinary drivers. This, unfortunately, would hold even if an ingenious 
invention would allow us to cut in half the total environmental output of all 
production. After a while, I am afraid, we would take that opportunity to 
double our production. Another dreadful and very delicate example is the 
food and agricultural help for the most starving overpopulated regions in 
our world, if this aid will be used to produce new starvation in the form of 
new children. This, again, is a social and not a physical problem. The only 
real relief would be to break the circle of risk homeostasis, i.e. to redefine 
the priorities of our life strategies from short- to long-term aspects. This is 
why I called environmental risks a social problem. A longterm solution can 
be found only on the basis of social arrangements rather than by means of 
new technical development. Of course, this does not mean that the sci en-
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tific environmental research such as presented here in such impressive 
quantity will lose its legitimation. Too many of today's environmental 
damages can be repaired only by means of special hightech measures. But 
we should take care that, in the long term, the environment will profit 
from it and not the satisfaction of other individual or social short-term 
demands. 

If we go into schools and teach children in science and particularly in 
biotechnology we should tell them at the same time that science is not only 
the never-ending source of beneficial goods and services provided we 
succeed in managing the technical risks related to it. Science has to be 
seen in the greater context of, and in competition with, the other instru­
ments we use to manoeuvre our society. This view must not be confused 
with critical positions on science based mainly upon the apprehension that 
there are physical and technical risks and dangers related to it and which 
we cannot keep under sufficient control, and that the best way to escape 
these risks is to refrain from the special research in question. We must not 
discuss here the actual risks concerning genetic monsters and the deliberate 
release of genetically modified organisms (GMO) and to what extent the 
arguments used are scientifically or otherwise reasonable. These are tech­
nical problems, as technical as the benefits are scientists and industrialists 
speak about. I believe that control, self-control and the many regulatory 
measures we have or we can develop are well suitable to a successful risk 
management. So the balanced account of science is or will be by far 
positive. The danger I see in science is that it may monopolise our thinking 
in the sense that we consider science as a more or less omnipotent tool 
which would relieve us from the need to reflect on other tools. Our social 
responsibility does not end at providing society with a well-running 
science. We rather have to define the reference system of values according 
to which we will respond to the possibilities of science. Or in other words: 
We have to think in long-term categories in order to escape the circle of 
risk homoeostasis, and this is more than just organising the development of 
scientific solutions for technical problems. 

The widespread (though now diminishing) belief in the overwhelmingly 
positive potential of science is rooted in our general belief in the power of 
rational thinking. I am not going to say that there is any reason to resign 
rational approaches in problem solving; but we have to be aware, that the 
high prestige of rationality is mainly due to co-evolution of rational capa­
bilities and their applications, i.e. due to the fact that we favour just those 
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goods and values which can be realised only by rational and scientific 
efforts, which, in turn, will increase our dependency on the further devel­
opment of these capabilities. Cultures where the achievement of a good 
relationship with God ranks above the acquisition of material goods and 
technological achievements, may less depend on the extension of rational 
skills. It is a general phenomenon in both organic and cultural evolution 
that capabilities and skills (and therefore organs implementing these capa­
bilities) can be evaluated only in the context of a certain application (6). 
Whether a small or a big bill is better for a bird cannot be said without 
knowing what is the bill for: picking grains, cracking nuts, climbing trees 
or fighting. Nor do rational or even scientific capabilities represent intrin­
sic merit. They can be weighed only with respect to their (potential, 
intended or actual) application. Particularly it cannot be said that species 
with rational competences will represent an a-priori higher fitness than 
others. In view of the high number of crucial human problems based on a 
lack of social coherence, it may well be possible that societies where 
unconscious and therefore irrational problem solving capabilities would 
dominate, will master their future better than we are able to do. 

10.4 Knowledge and attitudes 

The need to think in longterm categories, comprising both scientific and 
social aspects, is also the reason why the CEC calls its efforts towards a 
better relation between the various quarters involved in biotechnology, the 
"Socio-economic Integration of Biotechnology" rather than just "Public 
Information". This reflects the view that the ongoing conflict between 
research, industry and wider parts of the public on particular 
biotechnological issues cannot be reduced to a kind of misunderstanding of 
science which could be healed just by more and better information - as, 
unfortunately, too many people still believe. 

One tool to proceed in this matter is a extended communication 
between all involved. "Extended" means that not only scientific and techni­
cal data are exchanged but also data on the economic implications, the 
legal and regulatory background and on the social and safety aspects. This 
requires us to provide platforms for dialogues in their various forms. The 
Commission has held several workshops with experts concerned and in 
collaboration with consumer organisations from Europe as well as from the 
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U.S. But it requires also the elaboration and evaluation of the methods to 
be applied, based on our own research and analyses. 

For this the Commission feels the need to have more detailed knowl­
edge on better methods and strategies for improving the relation between 
the various quarters in the biotech scene. To deal with methodological 
questions and to try to improve the methods concerned is not only a matter 
of more or less effectiveness of public information. Methodological con­
siderations can be of high qualitative importance in sofar they can inform 
on whether a special measure is likely to be productive or 
counterproductive. This, for exampl~, concerns the relation between 
knowledge and attitudes. Is it true, as many people believe - particularly 
from the side of the natural sciences - that scientific knowledge will deter­
mine more or less the attitude towards the science in question? If this were 
true., we could, of course, confine ourselves to public information in the 
usual sense and through the usual channels such as the media. But as we 
can learn from the social psychologists, in some cases the relation between 
knowledge and attitude can be just the reverse. Then attitudes are the 
primary variables, which will select the eventually circulating information. 

It is wide-spr~ad understanding that the key notion to describe the 
relation between science and the public is the knowledge about benefits 
and risks related to science and its applications. Identifying benefits and 
risks of biotechnology objectively and informing the public accordingly is 
expected to minimise public concerns and objections. Controversial opin­
ions which scientists would call "irrational" are assumed to be mostly due 
to the lack of appropriate factual information on both the scientific and the 
legal (regulatory) aspects which will eventually and in the long run deter­
mine public attitudes. The relation between information and attitudes is 
assumed to be that of cause and effect. This is the basis of many, if not of 
most measures and campaigns to improve the relation between 
biotechnology and the public. The term "Public Information" (PI) which 
has come to stay as the general label for all these activities would suggest 
by itself the causal link between information and attitude. 

This approach, however, neglects that the effect of messages, data or 
other kind of information depends on both their content and their interpre­
tation by those perceiving them rather than on the content alone. Even 
more, the relation between information and attitude can be just opposite: 
People will select or reinterpret the information available according to their 
existing attitudes so that eventually only those pieces of information will be 
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publicly discussed (and therefore disseminated) which fit into (or reinforce) 
current attitudes and prejudices. 

This is underlined by what Dorothy Nelkin has written (7): "Many 
scientists still believe that the media are responsible for negative public 
attitudes towards science, that the tension between science and society 
reflects the poor public understanding of science, and that an adequately 
informed public would share the enthusiasm of scientists themselves. Thus, 
they try through public relations to convince journalists to project a more 
favourable public image. But this belief oversimplifies the complexities of 
public attitudes towards science, and underestimates the importance of pre­
existing attitudes in shaping readers' interpretation of media images". This 
is also confirmed by Brian Wynne, University of Lancaster, when writ­
ing(8): ". . . But biotechnological understanding has been conventionally 
seen as a natural good - like any other form of knowledge. Our research 
has shown that lay people respond to scientific information not at all in a 
purely intellectual way. That is, even people capable of assimilating an 
offered level of technical knowledge may resist it, because they sense in 
that knowledge, not a morally or socially neutral and detached 'free good', 
but a trojan horse of associations, with technological, social or moral 
visions and future trajectories that cause anxieties. Of course the associ­
ations may also be positive. But the frequent lack of articulation of these 
'deep structures' underlying 'neutral' packages of knowledge confuses and 
perhaps exacerbates negative public reactions. Thus even liberal informa­
tion programmes may backfire if thes.e tacit dimensions are foreclosed". 

In order to put these and similar views on a more systematic basis we 
organised a workshop on "Knowledge, Attitudes and Behaviour towards 
Biotechnology" (Brussels, Sept. 10, 1990) with experts from the various 
fields involved. 

The workshop came to the following conclusions: 

1. One of the basic problems is the lack of trust in science, scientists and 
application by industry rather than the lack of scientific or technological 
knowledge. It is important to tell people that science is not something 
which presents ready-made solutions but that scientists have similar prob­
lems and concerns to those of the man in the street. What confuses people 
is the claim of absolute competence of science. What is needed, therefore, 
is communication rather than information. People have to be convinced 
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that the biotech actors not only act and speak but also listen. Information 
should not only concern science and technology and their applications but 
also economic, legal and regulatory aspects to increase trust. 

2. Communication activities have to consider that the effect of information 
is strongly source dependent. Dissemination of knowledge, therefore, has 
to apply appropriate mediators (non-governmental and non-industrial 
organisations such as universities and museums). Appropriate funding 
procedures for independent communicators have to be identified which will 
not lead to a loss of public credibility. 

3. Scientists who have sometimes a rather vague idea of what the effect of 
their communication could be, have to be trained in communication 
sciences and they have to be aware that public communication is part of 
their success as much as finding public money is. Scientific communication 
activities aiming at the public have to be professionalised in the sense of 
PR, in co-operation with social scientists and psychologists (anecdotal 
approach, approach via actual problems to be solved by biotechnology). A 
particular point is targeting and segmenting: different strategies have to be 
developed according to the various target groups as well as to the various 
subjects in question. 

4. Concerning the high importance of cultural differences, the state of the 
art in public knowledge and attitudes in the various countries have to be 
analysed. It was stated that the role of consensus and the awareness of 
need to find it, is rather different in the various Community countries. 
This may be one of the reasons why public debates in public groups on 
biotechnology and its implications generally came to peaceful conclusions 
in England whereas they did not lead to comparable results in Germany. 

So we know that knowledge and attitudes are not necessarily positively 
correlated. But we do not know in what case there is a negative correlation 
or no correlation at all. This question is crucial as we mentioned above the 
assumption that the effect of information mainly depends on the interpret­
ing pre-existing attitudes. If this is correct, we cannot expect any correla­
tion - except the case that the attitudes expressed themselves are the result 
of previous scientific information. For the politician or the industrial PR 
manager it does not make a difference whether a negative attitude towards 
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biotechnology is due to a previously perceived information which was 
scientifically wrong and insufficient or due to experiences concerning trust, 
credibility and related topics. What is important is only whether existing 
attitudes can be influenced better by scientific or otherwise factual informa­
tion or better by contextual measures dealing with trust etc. 

In order to get the empirical evidence needed the Commission 
organised April 1991 an opinion survey on "Public Perception of 
Biotechnology" on the basic of 12.500 interviews in the Member States of 
the Community (9). The result confirms that there is an additional positive 
correlation between knowledge and attitude towards biotechnology if other 
parameters indicate positive attitudes as well. Further to this, however, 
there seems to be a complex and culture depending cross-correlation 
between the various variables. In Denmark, for example, people regard 
biotechnology as a highly risky matter. Nevertheless, the support of further 
research is recommended. This is coherent only if people would trust in 
the public authorities controlling risks and potential misuse of biotech­
nology. This, indeed, is confirmed by ihe survey. There is no other coun­
try where people believe so much in the reliability of information released 
by public authorities. The German population as well is afraid of 
biotechnological risks, and as well trusts public information sources far 
above the European mean value - but is strongly against further backing of 
research in the field. These and other open points are subject of ongoing 
Commission analyses particularly on cultural differences. 

I started with the metaphor of Beauty and the Beast in order to characterise 
the various conflicts we are confronted with. I hope enough evidence was 
presented that there is neither a beauty nor a beast, i.e. that the conflict is 
not of the kind that each of us can unambiguously say how beautiful or 
beastly he is. Science, as Niklas Luhmann has shown, and particularly 
biotechnology, is not a subsystem of our society in the sense that it could 
be regarded separately from other subsystems. This insight, of course, is 
not a surprise and it may not provide us with any particular means to 
improve the relations between the various quarters of the biotech scene. 
But understanding that this is as it is may help us to identify and eliminate 
approaches which, at least in some cases, are counterproductive rather than 
helpful. 
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11 SCIENTIFIC CONTROVERSIES IN FOOD BIOTECH­
NOLOGY 

Piet Schenkelaars 
Friends of the Earth, Brussels, Belgium; Contactgroup Biotechnology, 
Wageningen, The Netherlands 

11.1 Introduction 

Our 'Contactgroup Biotechnology', a non governmental organization, 
supplies information on biotechnology and world foodproduction to other 
mainly Dutch non governmental organizations, such as farmers- and rural 
women organizations, environmental-, consumer-, third world- and animal 
welfare groups. My two colleagues finished studies in agronomics and 
sociology. Speaking for myself, I got a scientific training in molecular 
biology and in philosophy of science. In our group we try to analyze what 
the impact of biotechnology in world food production will be on the qual­
ity of the food, the environment and the labour in agriculture and food 
processing industrjes, on the possibilities for self-provision of third world 
countries and on the distribution of the societal income, earned by imple­
menting this biotechnology. Our goal is to inform public groups about 
what the genetic engineers are doing in their laboratories, what kind of 
market strategies food industries are following and what kind of policies, 
laws and regulations are being formulated by inter- and national bureau­
cracies. Information about these issues -we hope- should enable these 
groups in taking position in the discussions on several aspects of 
biotechnology. 

At the moment we participate in three campaigns against the introduc­
tion of Bovine Growth Hormone, against deliberate releases of genetically 
manipulated organisms in the environment and against the patenting of 
genetically altered plants and animals.ln this vast field of biotechnology 
and food production we encounter lots of scientific controversies and 
questions how to regulate properly this 'risky genetic engineering 
business' . 

In this contribution I will mainly focus on such controversies about the 
impact of biotechnology on the environment and on food quality. My 
approach is rather journalistic and is based on interviews we held with 
several scientific experts. 

221 
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11.2 Repair of the environment 

Advocates of biotechnology promise to solve the ecological problems 
caused by current agricultural and industrial practices. Transgenic crops 
with built-in resistances against diseases and pests and genetic manipulated 
bacteria or viruses should replace chemical pesticides. In processing indus­
tries chemical reactions, which often require high temperatures and pres­
sures, should be substituted by microbial or enzymatic pathways, which 
consume less energy. Cleaning up polluting waste streams from agriculture 
and industry, eventually using them as substrate for products, are other 
recommended possibilities. 

Critics agree that current ways of producing food cause damage to the 
environment, but they point out, that almost nothing is known about the 
ecological risks of genetically manipulated organisms. As alternative they 
often advocate integrated pest management and organic farming as safer 
options for solving these environmental problems. 
But these options are of less interest to the 'genetic engineering business'. 
And the argument that a new class of risks is being introduced into the 
environment and society, gets twisted around and becomes a starting point 
for the development of risk- molecular biology and technology assessment 
procedures, which uptill now implicitly exclude research programmes on 
alternative solutions. 

The scientific-technical debate on the ecological risks of genetically 
altered organisms shows some serious problems in the communication 
between the several disciplines in biology, which are needed to make 
scientifically thorough risks evaluations. These problems manifest them­
selves on the cognitive, as well as on the social or institutional level. 

The discussion about the risks of using recombinant-DNA techniques 
more or less started with the 'Berg-letter' in 1973. In the years thereafter 
several conferences took place. The Asilomar Conference got much press 
coverage and public attention, because the genetic engineers imposed a 
unique moratorium on themselves, which lasted for about twelve months 
and which people as James Watson later regretted. 
In his book "The double edged Helix" the biochemist Liebe Cavalieri 
describes this decision of the scientific community as a defense mechanism 
against interference by politicians from the American Congress. The 
genetic engineers had become concerned that their endeavourers were 
going to be constrained and this became very worrying in an international 
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competitive environment. In those twelve months the genetic engineers 
quickly developed a consensus on precautions measurements and safety 
rules, which reassured the politicians and the public. This consensus, some 
argue, was a false consensus, not really based upon much thorough scien­
tific investigations. 

The ecologist Philip Regal has made some interesting observations at 
this Asilomar Conference: 

"There were many concerns raised about social issues, about economic 
issues, about international relationships, about the misuse of nature, about 
the effects on university and on the honesty of science, but one issue was 
raised, that they fell, should focus on. This was the issue of biohazard; the 
escape of an organism from the laboratory, which then would cause a 
worldwide disaster. That was rather phoney, because most laboratory 
organisms are like white mice, so highly inbred, that their chances of 
living outside the laboratory are very slim. No ecologists or evolutionary 
biologists were involved at that time. If you are cynical, you could say, the 
reason they phrased it so unrealistically was, that people did not care to 
get involved. If I was interested and stepping in and saying: I am con­
cerned about an intromitted strain taking over the world, I as a scientist 
would have looked very foolish. And if I was worried about a small 
laboratory accident, then they would say: Well, you are making a value 
judgement. And then I would like I was being political. In terms of your 
professional stand as a scientist, you are tempted not to get involved in it. 
So, most ecologists said, the molecular biologists got themselves into it, so 
let them deal with it themselves. And one thing you better realize is: The 
molecular biologists came into biology from chemistry, they are not in the 
same network of people as the ecologists are, they are like a foreign 
colonizing power. " 

But that situation changed about 1984. By that time it looked the 
genetic engineers were no longer dealing with white rats, i.e. with organ­
isms, which are genetically mutilated by so many years of inbreeding. 
Now they were able to create organisms, that could live in nature on their 
own and that is of concern to ecologists. Philip Regal: 

"I was particularly concerned, because I was on a committee at the 
university, that had to review new degree programs, one them was in 
genetic engineering. They said it was going to be the best programm in the 
world. I asked them, how can it be the best program, if you are training 
people to know only chemistry, they won't know any ecology, any evol-
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ution, any ethics, any economics. I said where is society to get advice on 
how to use these new forms of life, if the people who are creating them, 
don't know anything besides biochemistry, no social sciences, no ecology, 
no politics. Well, they said, our job is only to build them. 
So I became very concerned. I made phone calls and this was true all over 
the world. They were training people, who only would know how to 
modify living forms and put them out in nature, but they would not know 
what these organisms would do, once they released them, what the effects 
on the environment or on human health would be. The training was 
impossibly narrow and it was not going to qualify them to make competent 
judgements. 

So I started to investigate why they thought it was so safe to be ignor­
ant. And I found out they used a series of arguments to argue that any 
genetically engineered organism ought to be safe. But they were based on 
19th century biology, on ideas that we had thrown out of biology decades 
ago." 

In 1984 and 1985 several joined conferences of molecular biologists 
and ecologists were organized, because within the next decade organisms 
would be created, that should live in nature. The conclusion was that there 
were things to be worried, but the ecologists could not say exactly what 
the problems were and how to deal with them. They only could say: One 
has to be very careful. 

As a result of the ongoing discussion, a quite important article by the 
Ecological Society on "The planned introductions of genetically engineered 
organisms: ecological considerations and recommendations" appeared in 
1989. It is remarkable that the conclusions of this article do not strictly 
follow from its analysis. According to Sheldon Krimsky of Tufts Univer­
sity Boston, due to an underlayer of other issues going on besides: 

"There is the question of the ecologists trying to assert some control 
over this area of knowledge. There is the issue of ecologists trying to 
maintain a certain respectability in the sciences amidst the geneticists, who 
have much of the funding and who get all of the Nobel Prizes. So you got 
this playing out in a sense. Here you have issues that are overlapping 
disciplines and people in the different disciplines are asserting competence 
to make judgements in this area. So the ecologists are trying to find some 
common grounds among their group, but they do not want to seem too 
radical. They want to set themselves up in such a way that they can be 
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critical, but not too far out, because then they would be dismissed 
completely by other elements of the scientific community." 

But there are also other elements in the underlayer of this controversy 
about the ecological risks of genetically engineered organisms. Tremen­
dous efforts are made to link genetic engineering up to industry. It means 
the scientific agenda becomes constraint. Commenting on this Peter 
Wheale and Ruth McNally of Bio-Information London state that: 

"Certain questions won't get bothered to ask. These questions would have 
concerned perhaps the ecologists. Off course, under the regulations some­
thing has to be said about this, but compared to serious, well funded, exten­
sive and curiosity-orientated research on eco-systems, there are no accolades 
for extensive risk-assessment. Very little money and very little applause for 
that kind of research. We also think that the genetic engineers of the eighties 
have learned genetics in such a static and reductionistic way; they are prob­
ably even shielded from the fact there was a scientific controversy in the 
seventies. " 

The first deliberate release experiment in the USA took place with the so 
called Ice Minus Pseudomonas. In his study on this case Sheldon Krimsky 
could find no ecologists who specifically say that the Ice Minus case was 
potentially hazardous; the problem was the things that are coming after: 

"My concern was that the Environmental Protection Agency would be par­
ticularly careful with a case that most people agree was not the most danger­
ous case. What happens down the line, when the cases get more risky and the 
immediate public attention is not directed at that, then EPA will fall back to a 
much more relaxed position. EPA is bound by an ideology that you should 
not be too harsh on business. " 

Field release experiments are being conducted in order to investigate the 
ecological risks of genetically engineered organisms. In the UK the first 
field release with genetically altered Baculovirus was done by Steven 
Bishop from Oxford University in 1986. The objective of the research 
programm was to assess the consequences of their deliberate release into 
the environment, although in the future this application of gene-technology 
should lead to the development viral pesticides to replace chemical pesti­
cides in agriculture. There is no doubt about Bishop's integrity, but accor­
ding to Ruth McNally: 
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"It was not particularly realistic for other experiments that might follow. 
What it was showing was a model experiment. You cannot critise someone 
for that. Except you find it hard to relate that to a real pest in the real world. 
The experiment was done in the autumn, when there would be none of the 
caterpillar-species around, so the virus could be controlled, because this virus 
needs that organism to reproduce. It was a safety feature, but it also invali­
dated the experiment as a preparation for a real test of a real pest. So, one 
reaction could be: The experiments were good, but they have nothing to do 
with real application of genetic engineering in the environment. The other 
criticism would be: Okay, they have done a set of experiments which are 
supposed to prove that genetic engineering is very safe. One of the things 
you see in his paper is that a large amount of viruses disappeared from the 
plot and he does not have a good explanation why that happened. It is inter­
esting that he is now expecting money from the European Commission to do 
risk assessment work. This is always the EC-response to criticism: We've got 
risk assessment money. But we think that those risk assessment programmes 
are designed to show there is no problem, rather then to find out what the 
problems are." 

The technical discussions about the risks resulted in "Recombinant DNA 
safety considerations" by the DECO in 1986. These considerations func­
tioned as a basis for the formulation of regulations worldwide. Last year 
the EC adopted two guidelines on the contained use of genetically modified 
organisms and on the deliberate release of genetically modified organisms 
into the environment. 

In the Netherlands there now also exists a legislative framework to 
regulate the use of genetic engineering. Within this framework the 
'Commission on Genetic Modification' (VCOGEM) plays a crucial role; 
this Commission is a technical body which advices the Minister to 
authorise or not to authorise an scientific experiment or commercial appli­
cation with recombined genetic material. Beforehand a risk analysis has to 
be made. One of the questions for this analysis to be answered is: What 
are the chances that the genetic engineered organism or its offspring causes 
harm to the environment? The real problem with this question is the mean­
ing of the notion 'harm to the environment' in it, because this notion can­
not be filled in by scientists only. 

Last year one of the members of this Dutch committee wrote in a 
report on "The risks of transgenic plants for wild plants": 
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"The acceptability of a risk can only be established In political weighing 
procedures. " 

To my opinion this is a quite amazing statement from a scientist to 
acknowledge the political content of his work. Nevertheless, the members 
of this committee are appointed because of their scientific expertise; 
nobody represents a democratic political party or organization. And at the 
moment there are no signs that this situation will be changed. So, the 
decision-making in these authorization procedure remains rather techno­
cratic. 

Besides, this committee is dominated by biologists from molecular 
disciplines, who assess the risks without having any ecological models with 
predictive power, and without sufficient ecologists and evolutionary biol­
ogists as members. 

11.3 Food quality 

In an international competitive environment industries view technology as a 
risk-reducing activity. Bio- and genetechnology have interesting opportun­
ities to offer to food industries. Because the price of raw materials forms a 
substantial part of the costprice of an endproduct, raising the productivity 
of agriculture by manipulating crops and cattle may be profitable. Any 
decline in the use of agricultural raw materials and/or any increase in the 
diversification of commodities used in processing means a drop in farm 
prices and a loss of farmers. These savings at the processing level mayor 
may not be passed along to consumers. And rather than eliminate addi­
tives, the new techniques may replace chemicals with new life forms caus­
ing even more regulatory complications than the old additives. 

The patenting of the technology will lead to yet greater market concen­
trations and oligopolistic pricing. Increasingly, farmers will be sold pat­
ented breeding stock, plants and animals, by food processors. The same 
food processors will buy the harvest. In many cases, the entire relationship 
for both the input and the output will be contractual. 

The ideal for processing industries is to refine the agricultural raw 
materials into carbohydrates, proteins and fats. And hereafter these mol­
ecular components get reassembled with means of additives into an 
endproduct further on the production line. Advocates of biotechnology 
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promise to enhance the quality of foodproducts, for instance by replacing 
chemical processing steps by enzymatic or biochemical reactions. Chemical 
additives will be substituted by biotechnologically produced flavours, 
conservants and thickeners, suggesting these are 'natural' additives. 
Food processors mean they need genetic engineering to produce new 
flavours, because the taste-intensity of current foodproducts got lost by 
product-rationalization and harvest-technologies. 

The science of human nutrition also thinks in molecular terms. Humans 
do not need food, they need the right combination of carbohydrates, 
proteins, fats and minor nutrients. This way of thinking about human 
nutrition has been developed over the last century and at the moment even 
the population thinks in the same terms; for example, an orange becomes 
reduced to a dosis of vitamin C. 

This approach of human nutrition is a prerequisite for implementing 
genetic engineering techniques in foodproduction. In this approach it is 
possible to define genes, which produce the required molecular compo­
nents and to manipulate those genes for the production of these compo­
nents in transgenic crops and animals. 

Unilever, which is the world's largest processor of edible fats and oils, 
invests lots of money in raising the productivity of oil-containing crops, 
and in the manipulation of the composition of these oils, for instance, a 
higher content of short chain of poly unsaturated fatty acids in sunfloweroil 
or the elimination of euridic acid and glucosinates in rapeseedoil, but also 
the interchangeability of the oils and fats in endproducts is constantly being 
investigated, especially enzyme engineering offers new possibilities to 
processing industries. 

In the past these strategies enabled Unilever to dominate the margarine­
butter fight against the dairy industry. At the moment the new technologies 
are used by Unilever to produce for example to make a cheese-like prod­
uct, in which the milkfat has been replaced by soybeanoil. In this way 
Unilever challenges the dairy industry again, and so the dairy industry 
feels itself forced to develop this technology in order to keep or enlarge its 
marketshare. For the dairy industry this is rather problematic, because 
most of these industries still are based on the cooperative membership of 
dairy farmers. In this setting it is not helpful to their members to use raw 
materials coming from elsewhere. 

This product may not be sold as cheese, but looking at the advertise­
ments it is being presented as cheese. And because lots of consumers 
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nowadays suppose that vegetable oils are better than animal fats this prod­
uct gets an aura of being healthier than normal cheese. 

It is interesting to look at some advertisement slogans Unilever used in 
selling margarine with a high content of poly unsaturated fats. About ten 
year ago these margarine were 'good to heart and blood vessels'. A few 
years later it became forbidden to use this slogan, because there were no 
hard scientific data to conform this. So the slogan had to be changed and 
at the moment this Unilever product 'helps to lower the level of 
cholesterol' . 

At the moment human nutritionist are investigating questions like: 
Which poly unsaturated fats are the best, those in cis- or those in trans­
formation? 
Another argument for using bio- and genetechnology in foodprocessing is 
the diversification of consumer goods. But this is a diversification of pro­
cessing processes. The genetic diversity of plants, animals and microbes 
used in foodproduction becomes more and more constrained, because of 
the processing demands on the composition of the agricultural raw 
materials. On the one hand, this process of genetic erosion threatens future 
plant- and animal breeding, and on the other hand the content of the food­
products becomes more and more standardized. 

According to Horst Grimme of the University of Bremen this kind of 
food does not stimulate the immune-competence of the population, due to 
the lack of biological diversity and natural complexicity. 

The use of chemical additives in foodproduction has made consumers 
suspicious, although the use of these compounds became more strictly 
regulated. Procedures for assessing the risks of the separate compounds 
have been developed. Safety experiments are performed by testing the 
additives on animals, especially on rodents. But there always remains the 
question of the applicability of these data to humans. Besides, the additives 
are tested separately, and synergistic effects between the many compounds 
a person consume in a day are almost impossible to investigate. 

Compounds can be also tested on bacteria for their toxicity and their 
ability to damage DNA. Recently Bruce Ames, who invented this test, 
declared to doubt the validity of his own method and of the animal experi­
ments, thereby questioning the whole regulation-system. But at the moment 
nobody knows alternative ways of evaluating the human health risks of 
additives. 
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The safety evaluation of the use of Bovine Growth Hormone in dairy 
production shows some serious flaws. According to Samuel Epstein data 
on the safety of the milk and on animal welfare have been manipulated by 
the BGH-producers like Monsanto, Eli Lilly, Upjohn and Dow Chemicals: 

"These are self-interested industries with little or no social conscience. Their 
pre-occupation is exclusively on short term economic interests. So, the data­
base on BGH has been entirely generated by the industry, either by in-house 
scientists or by university dairy science departments under contract with these 
companies. There has been no independent research. And the Food and Drug 
Administration over the last thirty years has been consistently more interested 
in having a close relationship with the food and chemical industry and not in 
protecting the consumers. Six years ago before most of these data on milk 
safety and on animal welfare were even available, the FDA allowed the sale 
of this milk from clinical trials without any labelling, because they said it is 
safe, even in the absence of any data. " 

11.4 Conclusions 

I have tried to sketch some scientific controversies in the field of biotech­
nology and foodproduction. These controversies also contain economical, 
political and ideological elements. 

In connection to this I would like to end with an observation made by 
Ruth Mcnally and Peter Wheale: 

"You can stand up and say all exaggerations you like about the benefits of 
science and nobody will mind. But if you suggest there are dangerous sides, 
people get very upset and start calling you a scaremonger. When you are 
talking the benefits, you can take minute examples and on the strength of one 
example, you can promise the whole of genetic engineering. When you talk 
about the dangers and you take a specific example, then that is just one thing. 
You are not allowed to generalise. 
Sometimes they use very broad concepts, like 'all experiments carry risks, 
therefore the fact that you discuss risks means nothing: Do you want to stop 
science? As soon as you start to say No! to certain possibilities, you are 
immediately anti-science and irrational. It is a very clever discussion techni­
que!" 
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