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The low cost of recombination in
creating novel phenotypes

Recombination can create new phenotypes while disrupting well-adapted

phenotypes much less than mutation

Andreas Wagner

Recombination is often considered a disruptive force for

well-adapted phenotypes, but recent evidence suggests

that this cost of recombination can be small. A key

benefit of recombination is that it can help create

proteins and regulatory circuits with novel and useful

phenotypes more efficiently than point mutation. Its

effectiveness stems from the large-scale reorganization

of genotypes that it causes, which can help explore

far-flung regions in genotype space. Recent work

on complex phenotypes in model gene regulatory

circuits and proteins shows that the disruptive effects

of recombination can be very mild compared to

the effects of mutation. Recombination thus can have

great benefits at a modest cost, but we do not under-

stand the reasons well. A better understanding might

shed light on the evolution of recombination and help

improve evolutionary strategies in biochemical

engineering.
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Introduction

Proteins and gene regulatory circuits are the source of many
evolutionary adaptations and innovations. Proteins form most
enzymes, transport chemicals in and out of cells, are involved
in locomotion and serve many other functions. Gene regulat-
ory circuits involve genes that encode transcription factors,
proteins that can bind short regulatory sequences near other
genes and activate or repress their transcription. Such circuits
are not only responsible for a cell’s physiological response to
its environments; they also pattern many body structures
during the development of multicellular animals [1]. Not sur-
prisingly, they are also involved in the evolution of many
novel phenotypes, such as the evolution of limbs in
vertebrates [2, 3].

Because both proteins and regulatory circuits are very
important constituents of living things, it is useful to study
the phenotypic effects of genetic changes in them. As I will
discuss here, recombination can affect phenotypes in both
system classes to a surprisingly small extent, much less than
mutation does. This phenomenon contributes to recombina-
tion’s role in facilitating evolutionary adaptation. Its proxi-
mate or mechanistic causes are poorly understood and call for
further study.

Recombination causes greater genotypic
change than mutation

Point mutations change the genotype of a biological system
one small part at a time. This genotype is ultimately an RNA or
DNA sequence. However, different, more compact representa-
tions of a genotype are often useful. For example, for proteins,
genotypes are often represented as amino acid sequences. A
point mutation in such a genotype then corresponds to a
change in a single amino acid. A gene regulatory circuit
can often be usefully represented through its regulatory gen-
otype, the regulatory interactions – activating, repressing or
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absent – that can exist between any two of its genes [4–6]. In
this case, a point mutation would correspond to a change in
the strength of a single such interaction, such as might occur
through a nucleotide change in a regulatory DNA region.

Recombination can rearrange genotypes more dramatic-
ally than point mutations can. In proteins, recombination can
create chimaeras that differ from each parent in many amino
acids (Fig. 1A). Such rearrangements can create new proteins
with novel phenotypes – new tertiary structures and bio-
chemical activities – but they can also destroy existing
well-adapted phenotypes. In regulatory circuits, recombina-
tion can create chimaeric circuits that differ from each parent
in multiple regulatory interactions (Fig. 1B). The phenotypes of
such circuits are gene expression patterns, patterns of gene
activity caused by the cross-regulatory interactions of genes
within a circuit. Recombination can not only create new and
potentially useful gene expression phenotypes, it can also
destroy existing and well-adapted phenotypes.

Recombination may be superior to point mutation in pro-
ducing novel phenotypes with desirable properties [7–11]. This
observation is difficult to reconcile with the expectation that
recombination usually destroys existing well-adapted pheno-
types. Below I review and synthesize some recent work that
challenges this expectation [12–14]. I begin by highlighting
examples of the enormous success of recombination in bio-
logical engineering. Next I introduce the concept of a genotype
space, which is useful to study the effects of recombination

systematically, and I also discuss the organization of pheno-
types in such a space. Subsequently, I examine the effects of
recombination on regulatory circuits and on proteins to
compare these classes of systems. Finally, I discuss how
population level processes can dramatically diminish the
deleterious effects of recombination.

Recombination is powerful in creating new
phenotypes

DNA shuffling [15] is a widely used technique in engineering
novel proteins and higher level systems in the laboratory [7, 11,
15–20]. Briefly, DNA shuffling starts from a mix of different
‘‘parental’’ variants of equally long DNA sequences, such as
different alleles of a gene, and subsequently produces
multiple recombined fragments of the parental DNA
molecules [15]. It is an artificial, laboratory guided form of
recombination.

Crameri and collaborators applied DNA shuffling to recom-
bine genes encoding cephalosporinases. These are enzymes
that confer resistance to cephalosporins, a class of antibiotics.
A single DNA shuffling experiment [7] recombined four ceph-
alosporinases that showed between 18 and 42% divergence
on the DNA level. The experiment yielded a chimaeric ceph-
alosporinase with a 270-fold increase of resistance to the
cephalosporin moxalactam, as compared to the parental

Figure 1. Recombination in proteins and
regulatory circuits. A: The left side of the figure
shows two hypothetical ‘‘parental’’ protein
sequences (blue and orange). The right side
shows a chimaeric protein resulting from a
reciprocal recombination event between these
parents. B: The left side of the figure shows two
hypothetical regulatory circuits that differ in regu-
latory interactions (blue and orange curved lines)
among circuit genes (black rectangles). The right
side shows one of many potential chimaeric cir-
cuits created through recombination between
the parents. The recombinant circuits may
contain interactions that are present in one or
both parent (e.g. the interaction between gene 1
and 2, when genes are numbered clockwise
from the top), they may lack interactions that are
present in either parent (interaction between
gene 2 and 4), or they may contain interactions
that do not occur in either parent (interaction
between gene 4 and 2, black arrow). The
possible outcomes of recombination depend on
whether the transcription factors in the two
parents differ in their target specificity, or
whether they differ only in their regulatory
regions. They also depend on whether a recom-
bination event occurs within a gene’s regulatory
region.
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sequences. By comparison, the highest improvement achiev-
able in the same amount of time through point mutations was
an eightfold increase over the parent [7]. The same approach
can also shuffle DNA sequences on a much larger scale,
recombining DNA containing multiple genes or entire
genomes [11]. For example, recombination of entire genomes
has been used to produce strains of the bacterium
Streptomyces fradiae that produce high amounts of the anti-
bioticum tylosin. In this approach, recombination was 20
times more effective than random mutagenesis in improving
tylosin production [11]. These and other experiments show
that experimental recombination of DNA sequences can rap-
idly generate genes, pathways and genomes with new and
desirable features [7, 11, 15–20].

Although laboratory experiments like these illustrate the
power of recombination and identify phenotypes with novel
properties, they were not designed to examine a central prob-
lem that recombination causes in evolution: it can disrupt
already existing, well-adapted phenotypes, and may thus
have large deleterious effects. The genotypes with desired
properties that these experiments identify might be few among
an astronomical number of potentially inactive chimaeras [11].

Proteins and regulatory circuits exist in
vast genotype spaces

To study the effects of point mutations and recombination
systematically, it is useful to study the genotype space – the
entire set of possible genotypes – that any one genotype is a
part of and also the relationship between genotypes and
phenotypes in this space (Fig. 2). In both proteins and
regulatory circuits, we have recently gained a better under-
standing of this relationship. One reason is that sufficiently

large amounts of empirical data exist to analyze their gen-
otype-phenotype relationship, as in the case of proteins
[21–26]. Another is that our ability to model biological sys-
tems quantitatively has recently improved, for example in
regulatory circuits and metabolic networks [5, 6, 27–35].
Although experimental analysis remains the gold-standard
to understand any system, such analysis is currently infeas-
ible for the thousands or millions of genotypes one needs
to analyze in order to understand a genotype-phenotype
relationship comprehensively. For this purpose, compu-
tation, aided by comparative data, will remain indispensable
in the foreseeable future. I will next summarize some perti-
nent insights from recent work on proteins and regulatory
circuits [4–6, 21, 26, 36–40].

The genotypes of proteins exist in a space of amino acid
sequences. Characterization of this genotype space has a long
history that began with the study of lattice proteins and that
has subsequently been extended to real proteins [21–26]. For
polypeptides that are N amino acids long, this genotype space
comprises 20N possible amino acid sequences.

The genotype space of gene regulatory circuits compris-
ing some N genes is represented as the space of all possible
patterns of regulatory interactions that can exist between any
pair of genes [4, 5]. Between N genes, of the order of N2

regulatory interactions are possible. If one crudely classifies
interactions into the three categories of activating, repressing
and absent interactions, this space already comprises at least
3N

2

possible regulatory genotypes. Finer-grained representa-
tions of regulatory interactions would lead to an even larger
genotype space. These considerations show that the geno-
type spaces of both proteins and regulatory circuits
are extremely large and grow exponentially in size with
the number of amino acids or regulatory interactions,
respectively.

Figure 2. Genotypes and phenotypes in regulatory circuits and proteins
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One of the advantages of the genotype space concept is that it
makes quantification of differences between genotypes easy
(Fig. 2). That is, one can define a distance D between two
genotypes in the genotype space. For proteins, the simplest
among several useful distance measures is the number or
fraction of amino acids in which two proteins of the same
length differ. For regulatory circuits, it is the fraction or num-
ber of regulatory interactions in which two circuits differ [4, 5].
Two proteins or circuits are maximally different if they do
not share a single amino acid or regulatory interaction,
respectively.

The genotype spaces of proteins and regulatory circuits
share several other features beyond their size [4, 5, 21–24, 26].
The first pertains to a genotype’s neighbors, genotypes that
differ from it in one point mutation – a single amino acid or
regulatory interaction. Individual genotypes typically have
many neighbors in their genotype space with the same phe-
notype [4, 5, 41–43]. For example, random mutagenesis
studies of different proteins showed that a large fraction of
amino acid changes do not affect protein function [41–43].
Wherever many neighboring genotypes have the same phe-
notype, genotypes are to some extent robust to mutations.
That is, their phenotype does not change in response to some
mutations.

Secondly, genotypes with the same phenotype form vastly
connected genotype networks that reach far through the gen-
otype space. This means that one can step through a series of
small genetic changes from one genotype to its neighbor, to
the neighbor’s neighbor, and so on, without ever changing a
phenotype. Very different genotypes can thus have the same
phenotype [4, 5, 21–24, 26, 44–46].

A third feature regards the neighborhoods of different
genotypes on the same genotype network. These neighbor-
hoods generally contain very different novel phenotypes
[5, 21, 26]. More precisely, for two genotypes G1 and G2 on
the same genotype network, consider the set P1 of different
phenotypes that occur in the neighborhood of G1, as well as
the set P2 of different phenotypes that occur in the neighbor-
hood of G2. Then most phenotypes in P1 are not in P2, and vice
versa. In other words, which new phenotypes can be easily
accessed from a given genotype – through a minor genotypic
change – depends on that genotype’s location within a gen-
otype network.

These features have important implications for how new
and useful phenotypes originate in biological evolution. The
existence of genotype networks means that an evolving popu-
lation of proteins or regulatory circuits can gradually change
its genotype through point mutations while preserving its
phenotype. In doing so, it can explore different regions of
genotype space. The immediate neighborhood of the popu-
lation will contain very different novel phenotypes, depending
on where its members are located in the genotype space. The
existence of genotype networks, combined with the diversity
of their neighborhoods thus permits a population to explore
many novel phenotypes [89].

In this framework, recombination can be viewed as caus-
ing long jumps through genotype space (Fig. 3). By reaching
into far-flung regions of this space, such jumps facilitate the
exploration of different phenotypes, because different regions
of genotype space contain different novel phenotypes. Thus,

the phenotypic diversity of different genotype space regions
explains why recombination can be more effective than point
mutation for exploring new phenotypes. These long jumps,
however, also have a downside. Typical genotype networks,
although large in size, comprise a vanishing fraction of gen-
otype space. For example, the number of amino acid sequen-
ces adopting the structure and function of the l repressor, a
transcription factor of the bacteriophage l, may be of the order
of 1056. This astronomically large number of genotypes would
nonetheless comprise only a fraction 10�63 of the genotype
space in which this protein exists [47]. One would think that a
long jump through genotype space starting from two very
different recombining genotype on the same genotype net-
work, might end on this same genotype network only
extremely rarely. It might be much more likely to ‘‘jump off
a cliff’’, landing nowhere near this genotype network. I will
next discuss whether this is the case, beginning with a well-
studied model of gene regulatory circuits. In doing so, I will
focus on homologous recombination, as it occurs during meio-
sis. As opposed to various kinds of non-homologous recombi-
nation [48–52], homologous recombination leaves the length
of a molecule, or the number of genes in a cellular circuit
intact. Its consequences are thus much easier to analyze
systematically [53].

Recombination can preserve gene
expression phenotypes in model
regulatory circuits much better than
mutation

I will begin by examining the effects of recombination in
transcriptional regulatory circuits in a well-studied compu-
tational model of such circuits [6, 13, 54–60]. Briefly, the
phenotype in this model is a pattern of gene activities. This
phenotype arises through cross- and autoregulatory inter-
actions of network genes in response to regulatory input into
the circuit from upstream genes [56]. Variants of the model
have been successful in modeling developmental processes,
especially the regulatory dynamics of early developmental
genes in the fruit fly Drosophila [27, 61–64]. They have also
helped address a broad range of conceptual questions in
evolutionary biology, including why mutants often show a
release of genetic variation that is cryptic in the wild-type, and
how adaptive evolution of robustness can occur in regulatory
circuits [54–58]. For simplicity, I will here consider circuits in
haploid organisms, although extensions to higher ploidy are
possible [65].

Consider two individuals (‘‘parents’’), each of which har-
bors a regulatory circuit genotype that produces a gene
expression phenotype. Both individuals have identical phe-
notypes and belong to the same genotype network. Their
regulatory genotypes may differ in one or more of their regu-
latory interactions. These two individuals produce offspring
through a reciprocal exchange of their regulatory genotypes. I
will discuss here a scenario where the individual genes of the
circuit are not closely linked and thus can recombine freely. I
choose this scenario, because here the potentially deleterious
effects of recombination will be most evident. In this scenario,
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Figure 3. Recombination can cause drastic genotypic changes. The figure illustrates schematically that the offspring of a recombination event
may be quite different from either parent. The large rectangle stands for genotype space. Small gray circles connected by lines indicate
neighboring genotypes on one hypothetical genotype network. Colored circles indicate genotypes with a novel phenotype that are just one
mutation away from genotypes on this genotype network. Different colors indicate that different neighborhoods of this genotype network and
different regions of genotype space harbor different novel phenotypes. I note that genotype spaces are high-dimensional spaces whose
complexity cannot be captured in two dimensions. For instance, the neighborhood of each genotype may comprise hundreds of genotypes.
Also, each colored circle would be part of a different genotype network that is not shown. The large black and white circles indicated two
hypothetical parental genotypes. The large gray circle stands for a recombinant offspring of the two parents. Its neighborhood in genotype
space can contain novel phenotypes that do not occur near either parent, which highlights the positive role of recombination in phenotypic
variability. In the image, the offspring genotype is equally distant from either parent, but in reality it may be closer to one or the other parent,
depending on details of the recombination event that produced it. The offspring may lie on the same genotype network, and thus have the
same phenotype as the parents, as indicated in this hypothetical example; or it may lie outside this genotype network and thus have a
different phenotype.
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every gene in each ‘‘offspring’’ network receives with prob-
ability one half the regulatory region of one of the parents, and
with probability one half the regulatory region of the other
parent. (A focus on regulatory regions is justified by the often
vast size of such regions when compared to the regions encod-
ing the transcriptional regulator itself, and by their generally
more rapid evolution in comparison to the often more con-
served coding region [34, 66–70]).

A quantity of interest is the probability that the offspring of
recombination between two parents would no longer have the
parental phenotype. This probability indicates the disruptive
effects of recombination. Its value will depend on how differ-
ent the parents are from one another. Recombination between
genotypically similar parents will produce offspring whose
genotypes are also similar to either parent. Thus, we would
expect that their phenotypes are also often unchanged.
Conversely, genotypically very dissimilar parents would
usually produce genotypically and phenotypically diverse
offspring.

One way to take parental similarity into account is to
compare the offspring’s genotype to one of the parents and
determine the number m of regulatory interactions in which it
differs from this parent. To this end, I will define the prob-
ability RR(m) as that of a recombination event whereby chang-
ing m regulatory interactions of a viable circuit does not
change its phenotype. It is useful to compare this quantity
to the probability Rm(m) that m independent random changes
(mutations) of individual regulatory interactions preserve the
phenotype. By comparing the two quantities RR(m) and Rm(m),
we can assess how strongly recombination affects a genotype
when compared to an equivalent amount of mutational
change.

Figure 4A shows RR(m) and Rm(m) for circuits sampled at
random from the set of all circuits with the same expression
phenotype [71]. One can see that for recombination events that
change only m ¼ 1 regulatory interactions, recombination is
already less likely to change a circuit phenotype than point
mutations. Specifically, more than 90% of recombinant off-
spring that differ from their most closely related parent by only
one regulatory interaction preserve the parental phenotype. In
contrast, only 75% of circuits where mutations changed one
regulatory interaction preserve this phenotype. With increas-
ing numbers of changes m, these differences become more
drastic. For example, when a recombination event changes
m ¼ 12 regulatory interactions, 50% of all offspring circuits
preserve the parental phenotype, whereas fewer than 8% of
circuits with 12 random mutations preserve this phenotype
(Fig. 4A). These observations show that exchanging regulatory
interactions that are already part of a viable circuit greatly
increases the likelihood to preserve the circuit’s phenotype.

The following is a complementary way of examining the
effects of recombination [71]. If the parent circuits differ in H
regulatory interactions, then the recombinant offspring will
differ from one of the parents by m regulatory interactions,
whereas it will differ from the other parent by (H-m) regulatory
interactions. We can then express the distance of the offspring
from either parent as a fraction of H, i.e. as a recombination
distance DR ¼ m/H. This recombination distance varies
between 0 and 1. A value of DR close to zero means that
the offspring is close to the reference parent, whereas a value

of DR close to one means that the offspring is very distant to
the reference parent, but very close to the other parent.
Intermediate values of DR mean that the offspring is approxi-
mately equally distant to either parent. Figure 4B examines
the relationship between the recombination distance DR to
the probability that recombination preserves the parental
phenotype. For now, I will focus on the lowest curve in this
figure. The data that generated this curve were based on
parental regulatory circuits that were sampled at random from
a set of genotypes with the same phenotype [71]. The figure
shows that offspring very similar to the parent, where DR is
close to zero or one, is very likely to preserve the parental
phenotype. The likelihood that a recombination event changes
the phenotype has a parabolic, U-shaped distribution, with
a minimum at intermediate recombination distances DR.
This means that recombination is most likely to change a
phenotype, if the recombinant circuit is maximally different
from either parent.

Recombination preserves protein
structure and function

The weaker effects of recombination compared to mutation in
Fig. 4 might be peculiarities of transcriptional regulation
circuits or models thereof. Alternatively, they may be generic
properties that hold for broader classes of systems and that
reflect fundamental organizational properties of genotype
space. A mix of computational and experimental evidence
from proteins argues for the latter possibility [14, 72]. One
pertinent study focused on lattice proteins, simple compu-
tational models of protein folding [72]. Its authors studied
sequences that fold into the same structure and subjected
pairs of such sequences to recombination. They found that
78.9% of recombination products fold stably into a structure
and that the vast majority of them (99.3%) adopt a structure
identical to that of the parents. Another relevant study [14]
compared the effects of recombination in both real proteins
and lattice proteins. The study’s authors estimated the prob-
abilities RR(m) that a recombination event changing m amino
acids preserves protein structure and compared it to the prob-
ability Rm(m) that the same number of mutational changes
preserves secondary structure. For lattice proteins with
Rm(1) ¼ 0.1, that is, where 10% of a protein’s neighbors have
the same structure, the authors found that the fraction of
recombination events that change a single amino acid and
preserve protein structure is RR(1) � 0.7. In other words,
recombination is seven times more likely than point mutation
to preserve a lattice protein’s structure. For mutationally more
robust proteins where Rm(1) ¼ 0.5, RR(1) exceeds 0.85. For
larger numbers m of amino acid changes, mutations typically
have dramatically more disruptive effects than recombination.
For example, for a structure where more than 30% of recom-
bination events that change five residues do not disrupt the
structure (RR(5) > 0.3), fewer than 1% of five independent
mutation events leave the structure intact (Rm(5) < 0.01).
This means that recombination is thirty times more likely to
preserve this structure than the same amount of change
caused by mutation [14].
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These qualitative differences between recombination and
mutation have been confirmed in experimentally constructed
recombinants of two well-studied proteins encoding b-lacta-
mase. This enzyme cleaves and inactivates antibiotics that

contain a four atom ring called a b-lactam. Such antibiotics
include penicillins and ampicillin. b-lactamases convey bac-
terial resistance against these antibiotics. The experimentors
used two b-lactamases called PSE-4 and TEM-1 that share 43%
of their amino acids. They constructed synthetic recombinant
enzymes with various amounts of amino acid change relative
to either parent [14]. For comparison, they also produced
enzymes with the same number of amino acid changes, but
on this occasion the changes are caused by random mutation.
For both classes of proteins – recombinants and mutants –
they estimated what fraction of protein had preserved the
ancestors’ molecular activity. They did so by identifying the
fraction of recombinant or mutant proteins that allowed
Escherichia coli cells to survive treatment with the antibiotic
ampicillin.

The experimentors found that a single amino acid
exchange produced through recombination has a probability
of RR(1) ¼ 0.79 to preserve protein function. In contrast, if
random mutation causes this change, then this probability is
only Rm(1) ¼ 0.54. Thus, as in regulatory circuits and in lattice
proteins, mutations are much more likely than recombination
to disrupt protein structure. Increasing numbers of mutations
enhance these differences dramatically, as Fig. 5 shows [14].
For example, recombinational change of some 10 amino acids
has a greater than 20% chance of preserving protein function,
whereas the same number of random mutations is ten times
more likely to disrupt this function. More generally, the prob-
ability Rm(m) that m mutations preserve a structure decreases
exponentially with increasing m, but the same does not hold
for recombination. Its effects show a parabolic distribution
similar to that shown in Fig. 4 for regulatory circuits.

The effects of mutation in this system have only been
measured up to some 30 mutations, but if extrapolated to
the number of changes that distinguish maximally different
recombinants from their parents, then recombination would
be 16 orders of magnitude more likely to preserve phenotype
than the same numbers of mutation [14].

Taken together, these observations suggest that the weak
effects of recombination relative to mutation are not a
peculiarity of one kind of system, but a generic property of
different systems. A qualitative explanation may be straight-
forward: recombination swaps parts of a system that are able
to form a given phenotype and, in this sense, have been
‘‘pretested’’. In contrast, mutation changes a system part
for parts that may be incompatible with this phenotype [14,
17, 73]. In other words, recombination exchanges functional
system parts for other such parts, whereas mutation may not
necessarily do so.

The pattern of hydrophobic and hydrophilic amino acids
on an amino acid chain serves to illustrate this principle. This
pattern is necessary for the formation of a given protein
structure [74]. For example, properly spaced hydrophobic
amino acids may be necessary to form a protein’s hydrophobic
core. This means that some sequences of hydrophobic and
hydrophilic amino acids are compatible with a given protein
structure, whereas others are incompatible. Although the PSE-
4 and TEM-1 lactamases that I just discussed have only 43%
amino acid identity, if one considers only whether an amino
acid is hydrophobic or polar, this identity rises to 76% [14].
Recombination will swap or exchange amino acids that
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Figure 4. Recombination can exert very weak disruptive effects on
phenotypes. A: The figure shows the probabilities Rm(m) and RR(m)
that m changes of individual regulatory interactions caused by
mutation and recombination, respectively, leave a circuit’s gene
expression phenotype intact. The data is based on 106 circuits of 12
genes randomly sampled from the same genotype network [71]. A
mutation changes a single regulatory interaction. B: The vertical axis
shows the fraction of viable offspring circuits, i.e. recombinant off-
spring circuits with the same phenotype as the parent, as a function
of the recombination distance DR between parent and offspring (see
text). The recombination distance is normalized to values ranging
between zero and one. Data are shown for parental circuits sampled
uniformly from the same genotype network (‘‘sample’’), for circuits
from a population in mutation-selection balance, and for circuits from
a population in mutation-selection-recombination balance. Note the
very high fraction of viable recombinants for the population in
mutation-selection-recombination balance. The middle and upper
curves in (B) are based on populations of 1,000 circuits, and m ¼ 1
mutations of regulatory interactions per circuit and generation.
Lengths of error bars correspond to one standard deviation and are
too small to be visible in (B). Data are for circuits of 12 genes, but
circuits of different size and gene expression phenotypes show
similar patterns. Figure and caption adapted from [71].
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preserve hydrophobicity along the chain, and thus preserve
compatibility with a given structure. The same considerations
would hold for the volume of amino acid side chains and
also for their electric charge. In regulatory circuits, a similar
principle holds. Recombination swaps regulatory interactions
that are compatible with a given gene activity phenotype.
Examples include regulatory inputs to a gene that stabilize
its expression (or repression) in an optimal expression phe-
notype [4, 71]. Two parental circuits may differ greatly in their
genotype, but they may share such stabilizing interactions. If
so, recombination involving such interactions would preserve
a gene’s expression state.

Robustness to recombination can greatly
increase during evolution

Everything I have written thus far applies to systems that may
or may not have been subject to recombination in their evol-
utionary history. Continued exposure to recombination and/or
mutation, as it turns out, may dramatically increase the like-
lihood that recombination leaves a phenotype intact [13, 71].
To demonstrate this effect for regulatory circuits, one can
examine populations of circuits that are subject to both
repeated rounds of mutation of individual regulatory inter-
actions and to selection preserving their gene expression
pattern, until the population reaches an equilibrium between

mutation and selection. For comparison, one can examine
populations subjected to mutation, selection and recombina-
tion, and those that have reached a mutation-selection-recom-
bination equilibrium. Figure 4B shows the effects of
recombination in such populations [71]. It can be observed
here that mutation and selection alone increase the likelihood
that recombination preserves a gene expression phenotype by
more than 40%, from less than 0.45 for randomly sampled
circuits (black circles), to over 0.65 for populations in
mutation-selection balance (open squares; both numbers
are for the largest recombination distance DR ¼ 0.5). More
dramatic, however, is the effect of ongoing recombination
itself. The open diamonds in Fig. 4B indicate the probability
that recombination leaves a gene expression phenotype
unchanged, for populations in mutation-selection-recombina-
tion balance. This probability exceeds 0.995, even for recombi-
nants with the maximal distance DR ¼ 0.5 from either parent.
The same increase in robustness is evident if one examines the
likelihood that a specific number of regulatory changes caused
by recombination leaves a phenotype unchanged. For
example, in a population existing in a mutation-selection-
recombination balance, the probability that 10 independent
mutations leave a phenotype intact is Rm(10) ¼ 0.49, whereas
the same probability, this time for changes in 10 regulatory
interactions caused by recombination, equals RR(10) ¼ 0.993
[71]. In sum, continued exposure to recombination can
dramatically increase robustness to recombination [13, 71].

In population genetic theory, the disruptive effects of
recombination are conventionally expressed in terms of a
‘‘genetic load’’ [75, 76]. A population’s genetic load designates
a mean fitness lower than could be attained in the absence of
some agent of evolutionary change, such as mutation,
migration, or recombination. In the context of the regulatory
circuits I just discussed, one can define the genetic load as the
fraction of a generation’s offspring that does not have the
optimal, parental gene expression phenotype.

Think of the load as the amount of ‘‘damage’’ to the popu-
lation that this agent of change causes. Recombination, one
might believe, should always increase the genetic load of a
population in mutation-selection-recombination balance,
because it causes disruption of an optimal phenotype in at
least some individuals of the population. However, this is not
necessarily the case [71, 77].

Not only is the genetic load in populations subject to
recombination modest, it can even be lower than in the
absence of recombination, at least in large populations or
in populations with a high rate of point mutations [13, 71].
The explanation of this apparently paradoxical observation
is simple. Populations subject to ongoing recombination
increase their robustness to recombination [13, 71]. In con-
sequence, recombination can become a minor and mutation a
major cause of deleterious phenotypic change. In addition,
ongoing recombination also increases robustness to mutation,
thus decreasing the genetic load (now mostly caused by
mutations) compared to when recombination is absent [54, 71].
These phenomena can jointly lead to a net reduction in the
genetic load [71].

These last observations are all based on circuits of tran-
scriptional regulators. We do not yet have directly comparable
evidence for proteins or other systems, but limited evidence

Figure 5. Recombination in b-lactamases is much more likely than
mutation in order to preserve protein structure. The lower horizontal
axis shows the recombination distance DR, which is the distance of
recombined b-lactamases to the PSE-4 parent, normalized to range
between zero and one. The upper horizontal axis corresponds to the
absolute number of amino acid changes caused by recombination
between PSE-4 and TEM-1 b-lactamases. The numbers on this axis
are also relative to the PSE-4 parent. Thus, the maximally possible
number of 150 changes corresponds to the TEM-1 parent. The
black squares show the fraction of functional recombinants binned
according to their divergence from the PSE-4 parent. Error bars cor-
respond to one standard error of the mean [14]. The line labeled
‘‘Mutation’’ is derived from mutagenesis and subsequent measure-
ment of b-lactamase activity. Figure redrawn from [14]; original cour-
tesy of Allan Drummond.
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suggests that similar principles may exist there [17, 78, 79]. For
example, a study about the effects of recombination on a
regulatory and signaling circuit involved in segmenting the
Drosophila embryo showed that continual recombination can
greatly increase a circuit’s robustness to mutation [79]. An
unrelated study on lattice proteins showed that proteins sub-
ject to ongoing recombination can evolve a dramatically
higher robustness of their structure to mutation [78].
Unfortunately, neither of these studies focused on the effects
of recombination itself. In this regard, a DNA shuffling exper-
iment of human a-interferons provides at least anecdotal
pertinent evidence [80]. a-Interferons can interfere with viral
infections and can inhibit cell division. In humans, they are
encoded by more than 20 tandemly duplicated genes. Such
tandem clusters of genes generally facilitate recombination
between members of a cluster. Chang and collaborators used
the human a-interferon genes in a DNA shuffling experiment.
They found that most chimeric interferons were biologically
active [80] and analyzed four randomly chosen recombinants
in greater detail. They found that all four were at least as
capable of inhibiting cell division in a human lymphoma cell
line as their most active parent. These observations suggest
that recombination in these proteins does not generally
destroy protein function. The continual exposure of these
tandemly arrayed genes to recombination may facilitate weak
effects of recombination.

Conclusions and outlook

Recombination causes long jumps through genotype space.
It can thus facilitate the exploration of novel phenotypes.
At the same time it can destroy existing, well-adapted phe-
notypes. The latter feature is an obstacle to recombination’s
positive role in evolutionary adaptation and innovation. I
showed here that the destructive role of recombination can
be mild or even non-existent. This observation comes from
two very different classes of systems – proteins and model
regulatory circuits – suggesting that they may not be
peculiarities of any one kind of system. Specifically, I firstly
showed that recombination causes much weaker disruptive
effects than mutation, because it exchanges system parts that
are compatible with a given phenotype. Secondly, exposure
of a system to recombination can dramatically increase the
system’s robustness to further recombination. It may even
lead to a lower genetic load when compared to populations
without recombination.

Despite these fundamental observations, there are still
major gaps in our knowledge. The first regards experimental
analyses of recombination’s effects. In proteins, our knowl-
edge comes from models of protein folding and from exper-
iments on a few extremely well-studied proteins. We do not yet
know whether other proteins also show the same phenomena.
In transcriptional regulation circuits, our knowledge is even
more limited, because it is extremely laborious to characterize
individual circuits experimentally, let alone the offspring of
multiple recombination events. Our current knowledge is thus
based on quantitative models of such circuits. Experimental
studies that use targeted mutagenesis of circuit architectures
[81] or quantitative genetic experiments [82] to study recombi-

nation’s effects on gene expression phenotypes are sorely
needed. More generally, transcriptional regulation networks
are only one among several classes of biological networks that
include signaling networks and metabolic networks. These
networks change at different rates on evolutionary time scales
[32, 34, 35]. We currently know nothing about the relative
impact of mutation and recombination on the phenotypes of
such networks.

Beyond the general observation that recombination
exchanges system parts compatible with a given phenotype,
we know little about the mechanistic causes for recombina-
tion’s low destructiveness in the complex phenotypes I dis-
cussed here. To investigate these causes more deeply is a
worthwhile theme for future experimental research.
Proteins would be a prime study object for such research,
because we can manipulate them experimentally and because
our ability to map genotypes to phenotypes computationally is
advancing rapidly. Such work could contribute to a growing
canon of explanations for the evolutionary origin and main-
tenance of recombination and sex [13, 83–88]. But it also has a
more practical side. On the one hand, it could ask whether
there are classes of protein sequences or circuit architectures
that are especially resistant to recombination, while being
amenable to bringing forth new phenotypes. On the other
hand, it could ask whether there are modes of recombination
that tend to disrupt phenotypes minimally while creating
abundant new phenotypes. Answers to these questions might
improve the yield of new proteins or circuits in biochemical
engineering projects. In other words, such work might reward
us with systems poised to innovate.
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