sheldon wein
Productive versus Destructive Cooperation

Productive versus Destructive Cooperation
sheldon wein

Department of Philosophy
Saint Mary’s University
Halifax, Nova Scotia, B3H 3C3

Canada

sheldon.wein@gmail.com

ABSTRACT: Many of the problems we face can usefully be modeled as prisoners’ dilemmas. All the standard game-theoretic solutions to prisoners’ dilemmas lead, in the real world, to assurance games. But too often some aspects of our social interaction are as much obscured by, as illuminated by, game theory. Removing some of the epistemic constraints often accepted by game theorists will enable us to distinguish between productive and destructive prisoners’ dilemmas. Doing so is an important step in understanding the nature of some of our social problems.
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1. INTRODUCTION
Though the fact that strategic choice can lead to sub-optimal outcomes has been appreciated for some time—at least since the work of Hobbes, Hume, and Rousseau—it was only during the Twentieth Century that we finally developed a clear and precise game-theoretic way to model both the prisoners’ dilemma and assurance games. These models were developed during a period when both minimalist assumptions and mathematical rigor were—properly, in my view—highly valued. Thus our accounts of both the prisoners’ dilemma and assurance games are standardly represented using only ordinal utility scales, and a background assumption is that interpersonal utility comparisons are not possible. For most purposes this ontological economy serves us extremely well. It has enabled theorists to represent the most important points in a manner that is simple without being simplistic, and it has allowed for many more people to understand extremely complex features of various coordination problems faced by contemporary societies than otherwise would be possible. (In this regard, the development of game theory with only ordinal utility scales and no interpersonal comparisons is similar to moving from the roman numeral system to Arabic numerals: suddenly almost everyone (regardless of their competence in mathematics) could understand a lot more than they could prior to that development. And just as we are not required to use game-theoretic models to explain strategic choice (neither Hobbes nor Rousseau had the benefit of game theory to help them), there is nothing in mathematics that requires the use of the Arabic number system. But we all know that, in both cases, all of us—those of us with ordinary levels of talent and mathematical geniuses—are able in fact to see much more than we otherwise could.)  Such parsimony has been beneficial both to theorists and to practitioners—those who seek to find practical solutions, or find ways of implementing proposals the theoreticians have developed—and has allowed them a better chance of understanding the true nature of some of the problems we as a species deal with when trying to coordinate our interactions. So, on the whole (even if we set aside the ontological and epistemic arguments against cardinal utility scales and interpersonal comparisons of utility), the fact that we have shunned them has been extremely beneficial. (For an opposing view by a leader in the field, see Sen (2009), especially Chapter 8.) 


But, as with most things, these benefits come with costs. In this paper I will explore how slightly enriching the game-theoretic understanding of prisoners’ dilemmas and assurance games is significant in planning to avoid assurance dampers and which sorts of assurance amplifiers we should seek in various situations. In this case, the enriched games amount to no more than what we all absorbed when we learned about prisoners’ dilemmas and assurance games. In particular, I will argue that we need to distinguish between what I will call productive prisoners’ dilemmas and destructive prisoners’ dilemmas.

2. Prisoners’ Dilemmas and Assurance Games

Prisoners’ dilemmas and assurance games are defined in terms of the preferences of the participants. A prisoners’ dilemma is a game where the players’ preferences are these (from most preferred to least preferred): lone defection, mutual cooperation, mutual defection, and (worst of all) lone cooperation. An assurance game is any game where, for each participant, mutual cooperation is the best outcome and lone cooperation is the worst outcome. 
 Given these definitions, only ordinal utility scales are needed, and there is no assumption (indeed, there is usually the denial) that interpersonal comparisons of utility are possible. 

In one sense this parsimony is to be expected. Why rely on assumptions regarding more extensive information than is needed when such assumptions face both epistemic and ontological challenges? But, looked at another way, the parsimony is surprising. After all, the original stories that virtually everyone uses to learn about the prisoners’ dilemma and the assurance game (implicitly, at least) assume both cardinal utility scales and that interpersonal comparisons over the outcomes are possible. The story from which the prisoners’ dilemma gets its name always has payoffs put in terms of something quite objective, time in jail. Admittedly, we are told only that the players prefer less time in jail to longer periods in jail, so strictly speaking we are not told how much one prefers, say, 1 year in jail to 10 years. However, we all tend to make implicit assumptions. (And, in my quick unscientific look through the literature the defect/defect option was always the collectively worst outcome. Of course, on reflection we might think that there is diminishing marginal disutility to time in jail and that we cannot make exact comparisons of how much Row and Column value freedom. But, for the purposes of what we are learning—that individual rationality leads to a Pareto sub-optimal outcome—I suspect almost everyone assumes that defect/defect is the collectively worst outcome. But doing that is, strictly speaking, not allowed.) The same is true of assurance games—although, given that few of us have either venison or rabbit as a regular part of our diets, Rousseau’s story of the stag hunters does not carry for us, as it did for his contemporary readers, the same sense of just how special eating deer meat is. But Rousseau is, nonetheless, able to indicate that had his hunters been able to kill the deer their reward would have been—both collectively and individually—quite great. Indeed, his point seems to be that despite the enormous payoff of killing the deer the hunters will not be able to achieve this result. 
3. original stories

3.1 The prisoners’ dilemma
The prisoners’ dilemma derives its name from the following story. Row and Column have been accused of a crime. They have agreed with each other not to confess to the crime. But the prosecuting attorney tells Row that if she confesses to the crime and Column remains silent, Row will get off. If both confess, both will go to jail for a medium length of time. If both remain silent, both will go to jail for a short time. Of course, since the prosecutor is offering the same deal to Column as she is offering to Row, if Row remains silent and Column confesses, then Row will go to jail for a long time and Column will get off. Row must decide whether she should cooperate with Column and remain silent, or whether she should defect and confess to the prosecutor. Column also faces this choice. 


It would seem that it is most rational for Row to defect from her arrangement with Column and confess to the prosecutor, for if Row defects, she is better off no matter what Column does. That is, if Column defects, Row is better off defecting (she’ll get a medium-length sentence) than she is cooperating (she will get a long sentence). And if Column cooperates, Row is still better off defecting (she will get off with no time in jail) than she is cooperating (she will get a short time in jail). The same is true for Column. So if each wants to minimize her jail time, both should defect. But if both defect, both will get a medium-length sentence in jail. If, instead, both cooperate, both only have to spend a short time in jail. The dilemma is simply that by doing what appears to be the rational thing for each to do in order to spend as little time as possible in jail, both will spend more time in jail than if both had acted irrationally. 

In the following matrix, the numbers represent the number of years in jail:

	
	
	Column

	
	
	cooperate
	defect

	Row
	cooperate
	1,1
	7,0

	
	defect
	0,7
	5,5


Fig. 1. The prisoners’ dilemma in terms of years in jail

If Row wants to stay out of jail, she will defect. If Column wants to avoid jail, she will defect. But if both defect, each spends longer in jail than if they had both cooperated. Since the players are assumed to prefer less time to more time in jail we can display their situation as follows:
	
	
	Column

	
	
	cooperate
	defect

	Row
	cooperate
	2,2
	4,1

	
	defect
	1,4
	3,3


Fig. 2. The prisoners’ dilemma in terms of the players’ preferences

3.2 The Assurance Game (or The Stag Hunt)

In Part II of his Discourse on Inequality, Rousseau tells what has come to be known as the stag hunt story.  In Rousseau’s tale a group of hunters go out into the forest to hunt for game. The hunters can cooperate and together hunt for a stag, surround it, kill it, and then eat very well. Alternatively, each might hunt on his own and catch a few rabbits and merely survive. The best outcome for each is that they all cooperate and kill the deer. But if even one hunter abandons the cooperative stag hunt to catch rabbits, the stag will escape through the “hole” that the hunter who has gone after a rabbit has left in the “fence”. It is rational for each to continue to cooperate in the stag hunt rather than to defect to hunt for rabbits if, and only if, each hunter has adequate assurance that all others will also continue to cooperate. If any hunter lacks the assurance that all the others will continue to cooperate in the stag hunt, then she should abandon the stage hunt and go chase rabbits. This assurance that the other hunters will hunt the stag rather than chase a rabbit is something every hunter needs and which every hunter knows that every other hunter needs.


The best outcome for each is for joint cooperation resulting in lots of venison for everyone. The next-best outcome is to hunt rabbits on one’s own regardless of what others do. The worst outcome is to continue the stag hunt when even one other hunter has abandoned it to chase rabbits. Because it is rational to continue hunting for the stag only if one has adequate assurance that others will do so also, games with this structure have come to be called assurance games. The matrices below display the standard assurance game: 
	
	
	Column

	
	
	cooperate
	defect

	Row
	cooperate
	venison, venison
	nothing, rabbit

	
	defect
	rabbit, nothing
	rabbit, rabbit


Fig. 3.
An assurance game in gastronomic terms 
Since venison is preferred to rabbit and rabbit is preferred to nothing, we can represent the outcomes as below:

	
	
	Column

	
	
	cooperate
	defect

	Row
	cooperate
	best, best
	worst, neither best nor worst

	
	defect
	neither best nor worst, worst
	neither best nor worst,

neither best nor worst


Fig. 4. An assurance game in terms of the players’ preferences
3.3 Understanding Epistemic Impoverishment

Since game theorists typically assume only ordinal utility rankings and no interpersonal comparisons of value, there are many things about the individuals we are discussing which we do not know—indeed, cannot know. We cannot, for instance, say that Row likes her best outcome compared with her second-best one a lot more than she prefers the second-best outcome to her third-best outcome.
 Nor can we say that Row’s preferences are stronger (or weaker) than Column’s when it comes to jail time. And we cannot say of one hunter that she likes rabbit more than another does, nor that she only slightly prefers eating venison to eating rabbit but finds the difference between having some rabbit to eat and going hungry to be enormous. It is not just that there are such facts and we happen not to know them; it is assumed that no such facts exist, that there is nothing there to be known.
 

4. “Solving” Prisoners’ Dilemmas

As I have argued elsewhere (Wein 2007b), every solution we have for escaping the sub-optimal outcomes to which rationality moves us in prisoners’ dilemma games leads, in the real world, to an assurance game. (To take just one example, if we follow Hobbes’s recommendation and adopt an authority solution we are, in effect, hiring someone or an institution to change the circumstances so that we are no longer in a prisoners’ dilemma game. But whether the institution has sufficient support to warrant your support depends on whether enough others support or recognize the institution as an authority. Authorities only have authority as long as enough people recognize them as having authority. But then the question of whether to recognize a would-be authority as an actual authority is for each person an assurance problem.) I have also argued that argumentation theorists need to pay more attention to how to solve assurance games (Wein 2011).


When one surveys the literature on prisoners’ dilemmas, one finds numerous proposed solutions. Hobbes tells us to use an authority solution. Gauthier (1986) says that we should change our conception of rationality from being straightforward maximizers to being constrained maximizers. MacIntosh (1992) tells us we should change our preferences, while Cave (1998) holds that we should cultivate the virtue of cooperation. Mintoff (2000) and Danielson (1992) think we should program ourselves to cooperate when doing so is likely to be reciprocated. And there are many more.


Most theorists—certainly all those I have listed above—seem to believe that their solution is the solution, that one size fits all. (I suspect, though I cannot argue for it here, that this is at least partly because they have viewed prisoners’ dilemma games in the impoverished way that game theory represents them.) But thinking that there is a single solution to the problems that confront us because individual utility-maximizing rationality sometimes leads us to interact in sub-optimal ways is a huge mistake.


For most of human existence we did not get along very well, in part because we had little in the way of tools to help us coordinate our interactions. But lately (between 10 to 20 millennia ago) we have developed a host of devices for creating and sustaining larger societies: superstitions, and traditions, and complex emotions, and etiquette, and religions, and moralities, and even legal systems. These enable us interact cooperatively and, consequently, to live in groups much larger than was previously possible. And, subsequently, we have found ingenious ways to add substantial complexity to our traditions, feelings, religions, morals, codes of etiquette, and legal systems so that many of us now live in mega-cities each containing more humans than once roamed the entire planet.
  


It is unlikely that one theoretical solution has spawned so many different practical ways of dealing with the problem. This suggests that the coordination problems we face are more varied and complex than is sometimes assumed. I now turn to distinguishing between what I take to be the most important division among prisoners’ dilemma games.
5. Productive and Destructive Prisoners’ dilemmas

Since a prisoners’ dilemma is defined solely in terms of preferences over outcomes and since I am going to describe situations where more is discussed than just preferences over outcomes, I will adopt the following convention: a “prisoners’ dilemma” is any situation where the players preferences are (from best to worst) lone defection, mutual cooperation, mutual defection, and lone cooperation. A “PD” is any situation where it is reasonable to suppose that the players would have preferences such that the PD is a prisoners’ dilemma. Note that the original story from which we all learned about prisoners’ dilemmas is a PD. We are not just told the players’ preferences; we are also told that these are based on something—a desire to stay out of jail or, if jail be necessary, to spend as little time in jail as possible. And, typically at least, we are given the length of each jail sentence.


But if we think of jail time as something that can sensibly be agglomerated, we can distinguish between two sorts of PDs our players might find themselves in. They might be in a productive PD (or PPD) or in a destructive PD (or DPD). The difference is this: In a PPD, mutual cooperation is the collectively best outcome, whereas in a DPD (at least) one of either cooperate/defect or defect/cooperate is the collectively best outcome. Thus if the arrangement that the prosecuting attorney offers the players is like that of Figure 5 below, they are in a PPD, but if it is like Figure 6, they are in a DPD:

	
	
	Column

	
	
	cooperate
	defect

	Row
	cooperate
	1,1
	3,0

	
	defect
	0,3
	2,2


Fig. 5. A productive PD (in terms of years in jail)

	
	
	Column

	
	
	cooperate
	defect

	Row
	cooperate
	3,3
	5,0

	
	defect
	0,5
	4,4


Fig. 6. A destructive PD (in terms of years in jail)

In the situation laid out in Figure 5, the collectively best outcome is mutual cooperation (which yields collectively only 2 years in jail); hence 5 is a PPD. All other outcomes are worse (yielding longer collective times in jail). 


But the situation in 6 is a DPD; the collectively best outcomes are defect/cooperate and cooperate/defect. Each of these yields only 5 years in jail and all other outcomes yield more time (6 years or 8 years).


Now, in fanciful cases like the ones above the distinction between PPDs and DPDs might not seem important or especially interesting. But in more realistic cases it can be very important. I turn to two such cases now.


First, imagine two islands named X and Y. Each island is populated with two groups, the Rows and the Columns. (On both X and Y the Rows and the Columns have strong tribal loyalties, so there are relatively few problems with cooperation among the Rows or among the Columns in either place. Every Row sees the interests of other Rows as ones she shares; the same is true for Columns.) Now suppose that both have agricultural economies and that their productive outputs depend on whether the Rows and Columns cooperate with each other. On both islands the islanders find themselves in a PD. But, due entirely to geographical and climactic factors, the situations differ with respect to how much food can be produced. Figures 7 and 8 lay out the differences:

	
	
	Columns

	
	
	cooperate
	defect

	Rows
	cooperate
	700, 700
	25, 800

	
	defect
	800, 25
	50, 50


Fig. 7. Island X’s agricultural production (in terms of bushels of wheat)

	
	
	Columns

	
	
	cooperate
	defect

	Rows
	cooperate
	100, 100
	25, 2000

	
	defect
	2000, 25
	50, 50


Fig. 8.
Island Y’s agricultural production (in terms of bushels of wheat)
The inhabitants of both islands are in PDs. Both Island X and Island Y will be agriculturally much more productive if the islanders manage to avoid mutual defection. But note that only on Island X will it be the case that the island as a whole is most productive if the solution to the PD is mutual cooperation. Those living on Island Y are, through no fault of their own, in circumstances where if one group defects while the other cooperates the island as a whole will be collectively most productive. Put in the terms I have introduced, those people living on Island X are in a PPD, but those on Island Y are in a DPD. Or, to put it another way, while trying the idea of enslaving the other tribe is attractive to each tribe on both islands, only on Island Y does slavery make the island as a whole more productive than it otherwise could be.
 Thus, given a few plausible assumptions about human motivation, the tools needed to avoid slavery may well differ from island to island. Those on Island X face a hard problem of how to avoid their collectively worst outcome—which may well amount to a living that is near subsistence—and construct a mutually cooperative and collectively prosperous society. Those on Island Y face that same problem plus the problem of how to avoid falling into being seduced into seeking great wealth for some by means of repressing others. The problem might be even more serious in cases where the payoffs to the two tribes are asymmetrical.


Thus, it might be the case that those on Island X could use morality alone to both avoid mutual defection and ensure that both tribes are treated well in a system of fair mutual cooperation. If they understand their situation correctly they will see that mutual cooperation makes the both as members of their own tribe and as islanders better off. Indeed, as islanders they are collectively as well of as they can be. But for those on Island Y—and this is just speculation on my part—morality may not be enough to have the two tribes cooperate. Since the collectively best situation is where one tribe gets the other to cooperate while it defects, it may be that a good dose of religion and superstition may be needed to reach the same level of cooperation that those one Island X can attain without these crutches. But note that if we just talk in terms of prisoners’ dilemmas we cannot point to any difference between the two islands. Hence we have to assume their problems are the same and, consequently, what served as a solution for one island would serve as a solution for those on the other island. But, that may not be the case. 


I do not mean to claim that DPDs necessarily require “stronger” measures to enable the participants to avoid sub-optimal outcomes. Let us turn to a more familiar case. Anne and Andrew are married professionals and, like many of their neighbours and friends, they have a young child. Each of them aspires both to be a good parent and to be a success in their professional life. Let us suppose that being successful amounts to becoming a partner in the firm at which they are employed. “Making partner” requires many long hours of hard work. Raising a child—at least in the social circumstances in which Anne and Andrew find themselves—requires many hours of ferrying the child from music lessons to ballet class to soccer practice to the orthodontist to second (and third?) language classes to swimming lessons and so forth. Anne and Andrew each love their child dearly and want all these things for her. But each would prefer that the other do most of the child ferrying, while she or he just had, say, a special lunch out with the child each weekend (both to bond with the child and to give the other parent some time alone). Now it is possible that if they shared the childcare duties equally, each of them would make partner but as both of them realize, this is extremely unlikely. Indeed, it is only if one of them does most of the child-ferrying that one member of the couple (viz., the one who does not do much child-ferrying) make partner. Each prefers that she (or he) be the one who makes partner while the other does most of the childrearing. But, loving their daughter as they both do, they also prefer to share the childrearing rather than have their lovely daughter not be properly taken care of. Further suppose that if each shares the work of bringing up their child, they will each earn $100K, but that if one does the childrearing she will make only $50K, while the other (who then becomes a partner in the firm) will earn $500K. If both ignore the child (that is, if they let her grow up with only the level of attention that they each received from their parents), each will be so racked by guilt that she (or he) will only earn $75K. 


Anne and Andrew are in a DPD. From the point of view of the household they will earn the most money if one sacrifices her or his career so that the other will have a better chance at success. And the child will—by their lights at least—be better off. With $550K coming in the household can afford to have the pool heated with solar panels and the swimming instructor come to their pool, to get new soccer shoes every month instead of just each year, to have her learn both Spanish and Mandarin, and so forth.
	
	
	Andrew

	
	
	cooperate
	defect

	Anne
	cooperate
	$100K, $100K
	$50K, $500K

	
	defect
	$500K, $50K
	$75K, $75K


Fig. 8.
Anne and Andrew try to make partner while being good partners.
Some aspects of this DPD are hard to resolve.
 But other aspects are (at least partially) amenable to rather simple solutions (such as changes in divorce law and the introduction of child-support rules). What is more difficult is to figure out not just how to protect the partner who sacrifices her career success to her child’s success but how to organize our society so that fewer couples are confronted with choices in such socially unwelcome and unfriendly circumstances. Ideally, those couples raising children who find themselves in situations of partial conflict should, so far as is possible, be in assurance games rather than prisoners’ dilemmas. But, when we cannot figure out how to arrange society so that they are in assurance games, we at least want them to be in productive PDs rather than destructive ones. (Changing the tax structure or the pay system within partnerships so $144,999 was the maximum possible level or earnings would change destructive PD Anne and Andrew face into a productive one.)


Note that if we all adhere to the strictures of game theory—use only ordinal preference rankings and never allow for interpersonal comparisons—the (relatively simple) problems I have outlined in this section do not even arise. To the contrary, they would be completely invisible. Of course, many of the problems we collectively face are much more complex. They will require all our resources both to properly represent them and so that we can find the best arguments for how to solve such collective problems. Game theory, combined with argumentation theory, offers a great deal of promise in this area (see Eemeren, F.H. van and Grootendorst R.,1984).  But we need to find a way to be less strict, without being lax, regarding what epistemic constraints we impose when representing such problems.


It is, of course, very difficult to make non-misleading generalizations about a topic as complex as the trends in payoffs in strategic interactions among billions of humans. Whether we are entering a period during which collective cooperation on roughly fair terms is becoming easier to achieve or whether the benefits of exploitation and oppression will come to be even more attractive is immensely difficult to pin down. The recent spectacular progress made by societies which until recently suffered from violence, oppression, and systemic lack of education gives grounds for hope. But the survival of slavery, and the recent signs of grown in the sex slave industry, is sad reminder that creating societies that are cooperative ventures for mutual advantage for each is no easy task. It will take a careful mix of our devices for fostering and sustaining cooperation to enable us to create the sort of world where more of us live fulfilling lives. We need to understand the full nature of the problems we face if we are to enhance the probabilities of hitting upon appropriate solutions.
7. CONCLUSION

Our world is becoming a safer and better one. But promoting and protecting the improvements that so many of us enjoy (and to which that so many more of us aspire) will require careful use of our talents at constructing social arrangements which treat each of us with the concern and respect that is appropriate. Game theory can play a role in helping us in these tasks. But we need to liberate it from some relics of its positivist past. As Scott Shapiro has shown, humans sometimes need institutional and organizational plans when they are confronted with moral problems whose solutions are contentious, complex, or arbitrary (Shapiro, 2011). Shapiro’s primary concern is with showing how this way of looking at things provides us with a firm foundation for a scientific sociology of legal systems. He is only tangentially interested in which planning systems work best in which circumstances. Yet one of the most difficult questions we confront in planning for planning is whether to use law or some other social device to solve the problem at hand. My contention is that by removing some of the epistemic constraints on how we describe the conflicts that our circumstances, combined with our rationality, produce, we will be better able to use the powerful resources game theory provides to help us locate and describe our problems so that we have a better chance of avoiding or removing them.

ACKNOWLEDGEMENTS: I thank Thea E. Smith for her help and the Dean of Arts at Saint Mary's University for generous financial support.

REFERENCES
Cave, E. M. (1998). Preferring Justice: Rationality, Self‑Transformation and the Sense of Justice. Boulder: Westview Press.

Chapais, Bernard. (2008). Primeval Kinship: How Pair-Bonding Gave Birth to Human Society. Cambridge: Harvard University Press.

Danielson, P. (1992). Artificial Morality: Virtuous Robots for Virtual Games. New York: Routledge.

Eemeren, F.H. van and Grootendorst R. (1984). Speech Acts in Argumentative Discussions. Dordrecht: Foris Publications.

Gat, Azar (2006). War and Human Civilization. Oxford: Oxford University Press.

Gauthier, David (1986). Morals by Agreement. New York: Oxford University Press.

MacIntosh, P.D. (1992). Preference Revision and the Paradoxes of Instrumental Rationality. Canadian Journal of Philosophy Volume 22, No. 4, December.

Mintoff, J. (2000). Is Rational and Voluntary Constraint Possible? Dialogue Volume 39.

Pinker, S. (2007). A History of Violence. The New Republic March 17th edition.

Sen, A. (1999). Development as Freedom. New York: Alfred A. Knopf.

Sen, A. (2009). The Idea of Justice. Cambridge, MA: Harvard University Press.

Shapiro, S. J. (2011). Legality. Cambridge, MA: Harvard University Press.

Wein, S. (1985). Prisoners’ Dilemmas, Tuism, and Rationality. Simulation and Games, Volume 16. # 1.

Wein, S. (1997). Feminist Consciousness and Community Development. The International Journal of Social Economics, Volume 24, Issue 12.

Wein, S. (2007a). Urbanization in the Developing World. The Dalhousie Review, Volume 87, No.1, Spring.

Wein, S. (2007b). From MADness to SANity. Peace Review: A Journal of Social Justice, 19 (2). 

Wein, S (2011). Assuring Cooperation: From Prisoners’ Dilemmas to Assurance Games to Mutual Cooperation. Proceedings of the 7th Conference of the International Society for the Study of Argumentation, Amsterdam: ISSA.

�	For reasons that will become clear, I am going to refer to these as PPDs and DPDs. Since selecting strategies for iterated prisoners’ dilemma games is not itself a prisoners’ dilemma problem, I will confine myself in this paper to one-shot prisoners’ dilemmas. Of course, one way to (dis)solve an apparent prisoners’ dilemma is show the parties that it is part of an iterated series of such interactions.


�	I will not be concerned with whether the participants are indifferent between the remaining two outcomes or if one is preferred to the other.


� 	Typically, it is assumed that Row and Column are non-tuistic, that they take no interest in the other’s interests. But this assumption is not essential. Even if Row and Column do care for each other—indeed even if each loves the other to the exclusion of herself—they can find themselves in a prisoners’ dilemma. On this see Wein (1985). 


� 	Though, an important upside to accepting these epistemic constraints is that game theorists have developed extremely clever ways of reducing the impact of such constraints.


�	This has led some, influenced by an overly constrained understanding of positivist theories of language, to hold that such claims are not even meaningful.


�	I realize that these claims are extremely contentious. I have relied on Chapais (2008), Gat (2006), and Pinker (2007). If the history of our species is radically different from what I am supposing, the relevance—but not, I believe, the validity—of my argument will be substantially altered. Thus, those who take a Rousseauian view that the pre-history of humans was a time when noble savages lived in peace and harmony can use my arguments to help explain why game theory does not completely explain our collective fall from grace. See Wein (2007a) for problems confronting new urbanites in the developing world.


�	In my quick unscientific survey of the literature every discussion of the original prisoners’ dilemma story was told in such a way that if was a productive PD. There was not a single case of it being a destructive PD.


�	Though he does not put it in these terms, Sen (1999) points to evidence that this may have been the situation in the United States of America prior to its Civil War. The North was in circumstances like my Island X and the South in those like my Island Y. 


� 	Here I think of the many non-obvious causes feminist research has uncovered for why it is so much more likely that Andrew will be making partner while Anne is busy SUVing their child from one important “activity” to another and all the non-obvious ways in which this harms them both. (Wein, 2007c)
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