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Abstract

Drawing on a passage from Ramsey’s Truth and Probability, we formulate a
simple, plausible constraint on evaluating the accuracy of credences: the Calibra-
tion Test. We show that any additive, continuous accuracy measure that passes
the Calibration Test will be strictly proper. Strictly proper accuracy measures are
known to support the touchstone results of accuracy-first epistemology, for exam-
ple vindications of probabilism and conditionalization. We show that our use of
Calibration is an improvement on previous such appeals by showing how it an-
swers or sidesteps problems that have been raised for previous work in this area.
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In this paper, we offer a new set of axioms that characterise the epistemic utility
functions that are most often used in arguments in favour of Bayesian norms such as
Probabilism and Conditionalization.1 These are the additive and continuous strictly
proper epistemic utility functions. They purport to provide different ways of measur-
ing how good an individual’s credence function is from a purely epistemic point of
view, given a particular way the world is. Providing such a characterization is impor-
tant because of mathematical results like the following: for any additive and contin-
uous strictly proper epistemic utility function, if a credence function does not satisfy
Probabilism, then there is another that does satisfy it that is guaranteed to better by the
lights of that epistemic utility function. So, if each of the axioms in our characteriza-
tion is a plausible requirement on a measure of epistemic utility, then, in conjunction
with this result, we can offer a strong argument for Probabilism. And there are similar
mathematical results that underpin epistemic utility arguments for Conditionalization
as well.

Our characterization is based on a suggestion by Frank P. Ramsey and appeals to the
virtue of calibration. We begin, in Sections 1 and 2, by describing Ramsey’s proposal
and making our characterization precise; then, in Section 3, we answer objections in-
spired by other treatments of calibration in epistemic utility theory.

1 The Calibration Test

In ‘Truth and Probability’, Frank Ramsey gives the following intriguing account of
when a credence is the best one to assign to each proposition in a given set:

Granting that [an agent] is going to think always in the same way about
all yellow toadstools, we can ask what degree of confidence it would be
best for him to have that they are unwholesome. And the answer is that
it will in general be best for his degree of belief that a yellow toadstool is
unwholesome to be equal to the proportion of yellow toadstools that are
unwholesome. (Ramsey 1926 [1931], 195)

Let’s see precisely what this says. Suppose Sally is contemplating m propositions
of the form: Yellow Toadstool i is wholesome. These m propositions constitute her
agenda. Now, either because of limits on her time or patience, or because she has
no reason to treat them differently, Sally is committed to taking the same doxastic
attitude to each member of this set—as we will say, she is committed to adopting a
‘homogeneous’ credence function on her agenda. Ramsey proposes that, among all
homogeneous credence functions over this agenda, the best is the one that assigns the
credence k

m to each proposition on it, where m is the total number of yellow toadstools
(= total number of propositions on that agenda), and k is the number of those that
are in fact wholesome (= total number of true propositions on that agenda). Call this
the ‘perfectly calibrated’ credence function, relative to that set of propositions and
those facts about what is true and what is false. Restating Ramsey: given a fixed
agenda of propositions and a truth value distribution, the best homogeneous credence
function is the perfectly calibrated one. Let’s say that a measure of epistemic utility

1Arguments for Probabilism: (Savage 1971, Joyce 2009, Predd et al. 2009, Pettigrew 2016). Ar-
guments for Conditionalization: (Oddie 1997, Greaves and Wallace 2006, Briggs and Pettigrew 2020,
Nielsen 2021).
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‘passes the Calibration Test’ if it upholds Ramsey’s judgment here; that is, among
the homogeneous credence functions on a given algebra, the one that has greatest
epistemic utility at a given world is the one that is perfectly calibrated at that world.

The main result we prove is the following: any additive and continuous epistemic
utility function that passes the Calibration Test is strictly proper. We define these
terms, and prove the result, in the next section.

2 The result

We start by defining our terms:

• If F is a finite set of propositions, then:

– A ‘possible world relative to F ’ is a classical assignment of truth values to
the propositions in F . Denote the set of these WF .

– Given a possible world w in WF and a proposition A in F , let

w(A) =df.

{
1 if A is true at w
0 if A is false at w

– A ‘credence function on F ’ is a function c : F → [0, 1]. Denote the set of
them CF .

– A credence function on F is ‘homogeneous’ if it assigns the same credence
to all members of F . That is, c(A) = c(B) for all A, B in F .

– Given a world w in WF , the ‘perfectly calibrated credence function on F ’ is
the one that assigns to each proposition in F the frequency of truths among
all propositions in F . We denote it bw

F . That is, for all A in F

bw
F (A) =

|{X ∈ F : X is true at w}|
|{X ∈ F}|

• An ‘epistemic utility function’ is a class of functions

{AF : CF ×WF → [−∞, 0] | F is a finite set of propositions}

A couple of examples:

– Absolute value measure: given a finite set of propositions F ,

ASF (c, w) = − ∑
A∈F

|c(A)− w(A)|

– Brier score: given a finite set of propositions F ,

BSF (c, w) = − ∑
A∈F

|c(A)− w(A)|2

(Many discussions of epistemic utility theory do not make explicit that each epis-
temic utility function they discuss is really a class of functions, one for each finite
set of propositions, but it is always implicit.)
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Additivity An epistemic utility measure A is ‘additive’ if there is a scoring
rule s : {0, 1} × [0, 1] → [−∞, 0] such that, for any finite set of propositions
F ,

AF (c, w) = ∑
A∈F
s(w(A), c(A))

We say that ‘s generates A’.

Continuity An additive epistemic utility function A generated by scoring
rule s is ‘continuous’ if s(1, x) and s(0, x) are both continuous functions of
x on [0, 1].

Calibration Test An epistemic utility functionA ‘passes the calibration test’
if, for any finite set of propositions F and any world w in WF , the perfectly
calibrated credence function bw

F is the best of the homogeneous credence
functions on F . That is, AF (bw

F , w) > AF (c, w) for all homogeneous c , bw
F

on F .

Strict Propriety An additive epistemic utility function A generated by s is
‘strictly proper’ if, for any p , q in [0, 1],

ps(1, p) + (1 − p)s(0, p) > ps(1, q) + (1 − p)s(0, q)

The absolute value measure is additive and continuous, but it does not pass the Cal-
ibration Test and it is not strictly proper. The Brier score is additive and continuous,
and it passes the Calibration Test and it is strictly proper.

We can now state and prove our main result:

Theorem 1. Additivity + Continuity ⇒ (Calibration Test ⇔ Strict Propriety)

Proof. Suppose A is an additive and continuous accuracy measure generated by s.
First, ⇒. Suppose p is a rational number in [0, 1]. So there is a positive integer m and

a non-negative integer k such that k < m and p = k
m . Then it is possible to construct a

set of propositions F and a possible world w such that (i) F contains m propositions
and (ii) k of those propositions are true at w. So bw

F (A) = k
m , for all A in F . Then, by

Calibration Test, AF (bw
F , w) > AF (c, w) for any homogenous credence function c , bw

F .
But,

AF (bw
F , w) = ∑

A∈F
s(w(A), bw

F (A))

= ∑
A∈F

w(A)=1

s(1, p) + ∑
A∈F

w(A)=0

s(0, p)

= ks(1, p) + (m − k)s(0, p)

And, if c(A) = q for all A in F ,

AF (c, w) = ∑
A∈F
s(w(A), c(A))

= ∑
A∈F

w(A)=1

s(1, q) + ∑
A∈F

w(A)=0

s(0, q)

= ks(1, q) + (m − k)s(0, q)
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So,
k
m
s(1, p) +

m − k
m
s(0, p) >

k
m
s(1, q) +

m − k
m
s(0, q)

That is,
ps(1, p) + (1 − p)s(0, p) > ps(1, q) + (1 − p)s(0, q)

So, for all rationals p in [0, 1] and any q in [0, 1],

ps(1, p) + (1 − p)s(0, p) > ps(1, q) + (1 − p)s(0, q)

Now suppose, for the sake of deriving a contradiction, that there are r , s in [0, 1] such
that

rs(1, r) + (1 − r)s(0, r) < rs(1, s) + (1 − r)s(0, s)

By Continuity, xs(1, x) + (1 − x)s(0, x) and xs(1, s) + (1 − x)s(0, s) are continuous
functions of x. So there is a neighbourhood around r such that, for any x within that
neighbourhood,

xs(1, x) + (1 − x)s(0, x) < xs(1, s) + (1 − x)s(0, s)

But any such neighbourhood will contain rational numbers, since the rationals are
dense in the reals. So there is rational p in the neighbourhood such that

ps(1, p) + (1 − p)s(0, p) < ps(1, q) + (1 − p)s(0, q)

But that contradicts our result above. So, for any real p , q in [0, 1],

ps(1, p) + (1 − p)s(0, p) > ps(1, q) + (1 − p)s(0, q)

as Strict Propriety requires.
Second, ⇐. Suppose s is strictly proper; suppose F contains m propositions of

which k are true at w. Then, if bq is the homogeneous credence function defined on
F that assigns credence q to every proposition in F , then

AF (bq, w) = ∑
A∈F
s(w(A), q) = ks(1, q) + (m − k)s(0, q)

And this is maximised by the same q that maximises

1
m

(ks(1, q) + (m − k)s(0, q)) =
k
m
s(1, q) + (1 − k

m
)s(0, q)

And since s is strictly proper, this is maximised at q = k
m , as required by the Calibration

Test.
□

3 Discussion

So much for the result. In this section, we argue for its significance. To recap: in the first
paragraph of this paper, we noted that additive and continuous strictly proper epis-
temic utility functions support the mathematical ‘dominance’ results that have been
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wielded in philosophical arguments for probabilism, conditionalization and the like.2

The contribution of this paper, therefore, is a new characterization of that dominance-
argument-supporting class of epistemic utility functions.

It would be nice if we could now argue that this paper’s three axioms, Additivity,
Continuity, and the Calibration Test, are more plausible than other axioms that have
been proposed. But there are currently many, many attempts to characterise the class
of epistemic utility functions. Some permit all additive and continuous strictly proper
functions; others go wider than that, many go narrower, and some consider a different
class altogether. We can’t hope to survey them all here and show that each is lack-
ing in some way that ours is not. So, instead, we will focus on the Calibration Test,
dispel some possible misgivings about it, and explain how it improves on the other
characterization of additive and continuous strictly proper epistemic utility functions
that appeals to the notion of calibration, namely, Richard Pettigrew’s ‘new account’ of
accuracy (Pettigrew 2016, Chapter 4).3

First, the misgivings. In his original paper giving an epistemic utility argument for
Probabilism, James M. Joyce (1998) discussed the possibility of appealing to calibra-
tion. He dismissed it on the grounds that being calibrated is not a virtue for which we
should aim.4 His point is simple. He asks us to consider someone with just two cre-
dences, one in a proposition A and the other in its negation A. And he observes that,
for such an individual, assigning a credence of 0.5 to each proposition is guaranteed
to be perfectly calibrated; whether A is true or false, exactly half of the propositions
about which she has an opinion will be true. Then he asks us to consider someone
who assigns credence 0.6 to A and 0.4 to A. Their credence function seems to be better,
epistemically speaking, at the world in which A is true. After all, it assigns a higher
credence to the true proposition, A, and lower probability to the false proposition, A.
And yet it is not perfectly calibrated, while the original one is. Put differently: an
epistemic utility function that rewards calibration will not be truth-directed, where this
just means that if credence function c always gives at least as high credence to truths
as credence function c′, and sometimes higher, and c always gives at most as high
credence to falsehoods as c′, and sometimes lower, then c is better from an epistemic
point of view. Requiring that an epistemic utility function is truth-directed is the heart
of Joyce’s accuracy-based account of epistemic utility.

However, notice that Joyce’s argument is no objection to Ramsey’s suggestion and
the Calibration Test we extracted from it. The Calibration Test makes no demands on
how the epistemic utility function should compare the individual who assigns 0.5 to
A and 0.5 to A, on the one hand, and the individual who assigns 0.6 to A and 0.4
to A, on the other. It speaks only of comparisons between homogeneous credence
functions. So it says that assigning 0.5 to A and 0.5 to A is better than assigning 0.6
to A and 0.6 to A, and similarly for 0.7, 0.972123, and so on. But there is no tension
between that and Joyce’s requirement that epistemic utility functions should be truth-

2For the specific results that suffice in the case of probabilism, see Pettigrew (2016, Thm.4.3.4-5,
p.65-6), which relate additive continuous strictly proper scoring rules to additive Bregman divergences,
and additive Bregman divergences to dominance.

3Our axioms overlap with Pettigrew (2016) on Additivity and Continuity, while replacing his other
axioms with the Ramsey-inspired Calibration Test. With only a little tweaking, Pettigrew’s stated mo-
tivations for Additivity and Continuity (§§4.1,4.2) can be restated in terms of epistemic utility and are
no less (or more) persuasive than in the original form. So the main focus in the comparative evaluation
below will be on the non-overlapping axioms.

4His discussion draws on Teddy Seidenfeld’s (1985).
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directed. Indeed, it is a remarkable corollary of our characterization of the additive
and continuous strictly proper epistemic utility functions that an additive and contin-
uous epistemic utility function that passes the Calibration Test will be truth-directed.
That is because, as Mark Schervish (1989, Lemma A.1) shows, any additive and con-
tinuous strictly proper epistemic utility function is truth-directed. So Joyce’s worries
about calibration as a source of epistemic value have no purchase against Ramsey’s
suggestion.

Second, Pettigrew’s ‘new account’ of accuracy (Pettigrew 2016, Chapter 4). We’ll
begin by describing it, and then we’ll explain how our characterization improves on it
by weakening its assumptions and answering objections that have been raised against
it.

On Pettigrew’s account, accuracy is the sole fundamental source of epistemic value.
So epistemic utility functions measure accuracy. Because of this, he assumes that the
best credence function at a given world w is the omniscient one vw, which assigns
credence 1 to all truths and credence 0 to all falsehoods. The accuracy of a credence
function is then its proximity to the omniscient credence function. This proximity is
measured using a divergence function D, which measures something like the distance
between credence functions. So the inaccuracy of a credence function c at a world w
is its divergence from the omniscient credence function at that world vw—that is, it is
D(vw, c). Pettigrew (2016, p.63) then assumes that this divergence decomposes into a
(weighted) sum of two quantities: first, a measure of how far the credence function
c is from cw, the well-calibrated counterpart of c at w, defined below; and second, a
measure of the inaccuracy of that well-calibrated counterpart itself. In symbols, he as-
sumes that there are positive real numbers α, β such that the divergence that generates
a legitimate epistemic utility function satisfies:

D(vw, c) = αD(cw, c) + βD(vw, cw)

And he shows that any epistemic utility function generated from an additive and con-
tinuous divergence that decomposes in this way is additive, continuous, and strictly
proper.5

So what’s the well-calibrated counterpart of c at w? If c is defined on F , then cw

assigns to a proposition A the frequency of truths among all propositions in F to
which c assigns the same credence as it assigns to A. In symbols:

cw(A) =
|{X ∈ F : c(X) = c(A) & X is true at w}|

|{X ∈ F : c(X) = c(A)}|

Pettigrew’s motivation for the Decomposition axiom starts from the assumption that
all else equal, credence functions are more accurate the nearer they are to their well-
calibrated counterparts. Further, other things are only not equal when two credence
functions have different well-calibrated counterparts. This goes beyond anything in
the passage from Ramsey quoted earlier, but certainly if you agree with Pettigrew’s
starting point you will like the Calibration Test. After all, any two homogeneous cre-
dence functions over the same agenda will have the same well-calibrated counterpart,
which will just be the credence function that is perfectly calibrated over the relevant

5As Pettigrew mentions, this is a converse to DeGroot and Fienberg’s result that any additive, con-
tinuous, and strictly proper epistemic utility function decomposes into a calibration component and
what they call a refinement component (DeGroot and Fienberg 1983).
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set of propositions—and since this perfectly calibrated homogeneous credence is max-
imally near itself, it will be the most accurate, just as the Calibration Test asserts.

Unsurprisingly, therefore, the Calibration Test follows from Pettigrew’s Decompo-
sition axiom. Given the second summand of the decomposition equation is constant
across all homogeneous credence functions, we minimize D(vw, c) by minimizing the
first summand, and this is uniquely achieved at c = cw.

There are two senses in which the Calibration Test is weaker (and so easier to moti-
vate) than the Decomposition axiom that Pettigrew imposes. The first is that, at least
on its face, it is silent about the relative accuracy of homogeneous credence functions
other than the perfectly calibrated one that it says is best. For all it says, proximity
to the perfectly calibrated one may not be a good guide to accuracy. It only captures
a limit case of Pettigrew’s stated motivation—just the bit that Ramsey articulates in
the quoted passage. The second way in which the Calibration Test is weaker than
Decomposition is that it is, again on its face, altogether silent on the relative accuracy
of credence functions that do not share the same well-calibrated counterpart—about
those situations where, in Pettigrew’s terms, all else is not equal. Pettigrew’s axiom is
highly committal on how things work out in such cases. Decomposition asserts the ex-
istence of a specific additive ‘fudge factor’ which, when combined with the proximity
of the credence function to different well-calibrated counterparts, matches their over-
all accuracy. That particular hypothesis about how accuracy relates to well-calibrated
counterparts goes well beyond anything present in the informal motivations. Put more
formally, any epistemic utility function that satisfies Decomposition will also satisfy
the Calibration Test, but there are epistemic utility functions that satisfy the Calibra-
tion Test while not satisfying Decomposition.6

It is a remarkable fact that Additivity, Continuity, and Calibration Test alone give ev-
erything that Pettigrew’s much stronger set of axioms gives; they characterize exactly
the same set of epistemic utility functions. For instance, using a trick due to Savage
(1971) and developed by Predd et al. (2009), you can take an additive and continuous
strictly proper epistemic utility function and define a divergence such that epistemic
utility is proximity to the omniscient credence function relative to that divergence.7

And then, by a theorem due to DeGroot and Fienberg (1983), you can show that Petti-
grew’s Decomposition axiom is true for any such epistemic utility function. So, while
Ramsey’s Calibration Test seems so much weaker than Decomposition on its face, it
can be used to derive that axiom.

So our axiomatization is, on its face, weaker than Pettigrew’s, and to that extent
more plausible. But it also solves some problems that Pettigrew’s axiomatization faces.
We’ll conclude our discussion by considering two objections raised by Ben Levinstein

6We explained above why Decomposition entails the Calibration Test. Now let’s see why the Cali-
bration Test does not entail Decomposition. Define an epistemic utility function so that the best credence
function at a world is the one that assigns to every proposition the proportion of propositions that are
true at that world. Then it will pass the Calibration Test but it will not satisfy Decomposition, for there
can be no divergence that satisfies the equality in Decomposition such that the epistemic utility of a cre-
dence function at a world is the proximity of the credence function to the omniscient credence function
at the world relative to that divergence. After all, the closest credence function to the omniscient one is
the omniscient one itself, not the one that assigns the proportion of true propositions.

7Pettigrew (2016) describes the trick in Theorem I.B.4. For this reason, Additivity, Continuity, and
the Calibration Test together entail the axiom that Pettigrew calls Perfectionism, which says that the
epistemic utility of a credence function is its proximity to the perfect one, and the axiom that Pettigrew
calls Alethic Vindication, which says that the perfect credence function at a world is the omniscient one
that assigns credence 1 to all truths and credence 0 to all falsehoods.

8



(2017).
Levinstein’s Globalism Objection notes an apparent tension between Additivity and

Decomposition. It has two parts. The first turns on a putative conflict between Petti-
grew’s motivation for Additivity and the requirement of Decomposition. Paraphras-
ing the former, Levinstein writes that Pettigrew claims that ‘credence functions are not
holistic entities, but simply a way of listing out individual doxastic attitudes which
are to be assessed without regard to one another.’ Based on this, he objects: ‘By ap-
pealing to calibration, however, Pettigrew requires precisely the opposite. How we
assess what you think about one proposition depends on what you think about other
propositions’ (Levinstein 2017, Section 2.2).

Note, however, that the same criticism cannot be levelled at the Calibration Test. In
Decomposition, the well-calibrated counterpart cw of c is determined by the credence
function c itself, together with the truth values at the world w. And so proximity to
its well-calibrated counterpart is a genuinely global feature of a credence function. To
determine this feature of a credence function, you can’t look only at local features of
each credence it assigns; you must look at relationships between them. But in the
Calibration Test, whether something is the best homogeneous credence function on
an agenda and at a world is determined only by the agenda and the world. Being
perfectly calibrated in the relevant sense is not a genuinely global feature of a credence
function of the sort to which Levinstein objects. To determine this feature of a credence
function, you need only look at local features of each credence it assigns. At a world
at which k

m propositions in the agenda are true, we need only ask of each credence
whether it is equal to k

m .
The same considerations suggest that the Calibration Test is immune to the second

part of Levinstein’s Globalism criticism. There, he says:

Additionally, regardless of Pettigrew’s motivation for other axioms, invok-
ing calibration in Decomposition undercuts the achievements of accuracy-
first epistemology. One goal of AFE is to justify global rational constraints
on credence functions that aren’t themselves explicitly alethic by appeal to
local, alethic evaluations. (Levinstein 2017, Section 2.3)

But, as we have just seen, the Calibration Test does not appeal to a global feature of
a credence function. That is, the property of a credence function to which it appeals
makes no reference to relationships between the credences that it assigns in the way
that the property to which Decomposition appeals does.

Levinstein’s Monism Objection points out that Pettigrew is an epistemic value monist,
who thinks that the only fundamental source of epistemic value is accuracy, or prox-
imity to the omniscient credence function. But Decomposition seems to appeal to two
different sources of epistemic value: proximity to being calibrated, and proximity to
omniscience.

Note, however, that the Calibration Test is not subject to this complaint. It appeals
only to one feature to characterize epistemic value, calibration, and so in that sense
our account of epistemic value is monistic.8 By appealing to calibration, we can char-
acterise the additive and continuous epistemic utility functions. As we noted above,

8Characterizing epistemic value/utility in terms of a single property might not be sufficient for
value monism, if we understand value monism to be a thesis restricted to teleological accounts of epis-
temic value only. So understood, the value monist accounts must give a one-property characterization
of ideal credences, and then exclusively appeal to that ideal in motivating the rest of their account. That
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these epistemic utility functions are truth-directed. What’s more, they can be repre-
sented as measuring proximity to the omniscient credence function, so they can be
viewed as measures of accuracy. On this way of construing it, our characterization de-
picts the epistemic value of accuracy as a derived, not fundamental, epistemic value.
Calibration first, accuracy second.

Is a monistic calibration-first account of epistemic value attractive? A worry: cali-
bration does not look suited to be the sole source of all epistemic value. Any credal
state could be assessed for perfect accuracy, but the Calibration Test covers only a
very restricted class of states, the ones that are homogeneous over their agenda. Be-
fore we tease out its implications, we have nothing to say about what the best non-
homogeneous credences would be like. It seems a peculiar thesis that calibration is a
‘source’ of epistemic value for non-homogeneous credences to which it has no direct
application.

This is fixable: we can consider the general case of an agent who has partitioned
their agenda into cells, resolving to be homogeneous across each cell. A Generalized
Calibration Test would then tell us that the best credal state consistent with these res-
olutions is one which the attitude assigned to propositions in a given cell matches the
frequency of truth within that cell. There are two limit cases of Generalized Calibra-
tion: (i) the agent resolves to treat every proposition on the agenda the same way, so
that the whole agenda forms a single cell; (ii) the agent does not resolve to assign any
pair of distinct propositions the same attitude, and so every proposition forms its own
cell. From type-i cases, we get the Calibration Test; from type-ii cases, we get the thesis
that the best credal state simpliciter is the one which matches the omniscient credence
function (all relative to the original agenda).9 Perfect accuracy, à la Joyce and Petti-
grew, covers directly only type ii cases, but perfect calibration covers all those cases
and many more besides. Calibration, fully spelled out, is a generalization of accuracy.
It is just that we did not need to spell it out fully for our formal result—the type-i limit
sufficed.

In the light of these last observations, it’s not too much of a stretch to conceive of
calibration itself as a form of accuracy, just a different and more general conception of
accuracy from the one to which Joyce and Pettigrew appeal. It seems to us that Ramsey
may be read as explicating one way in which your credences can accurately match the
world, namely, by matching the frequency of the truths among the propositions which
you have resolved to treat the same. So construed, our characterization is a monistic

is not the shape of our account. In particular (and we bang the table at this point for emphasis) we are
definitely not saying that the ideal credences are the well-calibrated ones.

So how should we define value monism? Eyes on the prize: noting that a theory is not value monist
would only be an objection to a theory only if there’s some reason why theories should be value monist.
There’s definitely an Ockhamite appeal to doing more with less, and so favouring single-property char-
acterizations of epistemic value over multi-property accounts. But we don’t see why it would be an
objection to any characterization of epistemic value that it didn’t take a teleological form. So in the
main text, we’ll stick with the looser sense of ‘value monism’ that isn’t analytically teleological. (We
thank two referees for pressing us to address this worry).

9As a referee pointed out to us, arbitrary resolutions like this can limit an agent to very bad credal
states—for example, if they included a tautology and a contradiction in a single cell, then they have
thereby ensured they can never be perfectly accurate, or even probabilistic. Generalized Calibration
still holds: it promises only to tell us about the epistemically best credal state meeting the relevant
constraints, and doesn’t imply that credence is particularly good, or rationally permissible. Resolutions
that guarantee that any credal state that satisfies them is epistemic-utility-dominated are naturally taken
to be rationally defective resolutions to make. But that doesn’t mean that we should ignore them!
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accuracy-first version of epistemic utility theory.

4 Conclusion

So Additivity, Continuity, and the Calibration Test entail Strict Propriety. This fur-
nishes us with a strong argument that the legitimate epistemic utility functions are
the additive and continuous strictly proper ones. That argument is not vulnerable to
the objections against calibration raised by Joyce (1998) and Levinstein (2017). With
such an argument in hand, the arguments for Probabilism and Conditionalization and
other credal norms that appeal to these functions are strengthened.
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