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Abstract 

To hold developers responsible, it is important to establish the concept of AI ownership. In this 

paper we review different obstacles to ownership claims over advanced intelligent systems, 

including unexplainability, unpredictability, uncontrollability, self-modification, AI-rights, ease of 

theft when it comes to AI models and code obfuscation. We conclude that it is difficult if not 

impossible to establish ownership claims over AI models beyond a reasonable doubt. 
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1. Introduction 
In order to establish responsible parties for potential AI failures, to allocate credit for creative 

outputs of intelligent software, and to address legal issues arising from advanced AI it is important 

to define and establish ways to prove ownership over intelligent systems. Chandrasekaran et al. 

write: “trust requires that one make unforgeable and undeniable claims of ownership about an ML 

model and its training data. This establishes the concept of identity, which identifies a key principal 

in the ML application: its owner. This is a prerequisite to holding model developers accountable 

for the potential negative consequences of their ML algorithms: if one is unable to prove that a 

model belongs to a certain entity, it will be impossible to hold the entity accountable for the 

model’s limitations.” [1]. 

 

While intuitively, most people understand the concept of owner and ownership such concepts are 

far more complex and nuanced from the legal point of view and are even more challenging to 

rigorously define and evaluate with respect to new cutting-edge technology such as intelligent 

software, Artificial General Intelligence (AGI) or Superintelligence. Chandrasekaran et al. provide 

a number of relevant definitions [1], the Model Owner “(i.e., the company or institution creating 

and deploying the model) … This principal is one with a particular task that can be solved using 

ML. They communicate their requirements to the model builders, and clearly specifies how this 

trained model can be accessed (and by whom). Model ownership is often a broad term used to 

refer to the ownership of the model’s sensitive parameters that were obtained after the 

(computationally intensive) training process. Defining ownership is necessitated by the existence 

of various threats that infringe the confidentiality of the model, and the need to be able to hold 
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principals that own ML models accountable for the failures of their models.” In the next subsection 

we will review proposals for establishing ownership over particular AI models.  

 

2.1  Proposals for Establishing Ownership 

A number of approaches have been suggested for establishing ownership over AI systems [1]. 

 

• Yampolskiy suggested [2] use of AI-Complete [3] CAPTCHAs [4] as zero knowledge 

proofs [5] of access to an artificial superintelligence (ASI) without having to reveal the 

system itself. However, such method does not bind an agent claiming ownership to a 

particular implementation, only shows access to a system of ASI-level of capability. 

• Watermarking of ML models has been proposed via encoding of particular query response 

pairs during the training phase, and retrieval of such response during testing [6]. 

Unfortunately, watermark removal techniques have also been proposed [7].  

• Inspired by proof-of-work algorithms, Jia et al. developed a proof-of-learning algorithm 

which relies on secret information known only to the original AI trainer, such as order of 

data samples, hyperparameters, and intermediate weights, to prove to a validator 

knowledge of intermediate states which are otherwise obscured by the stochastic nature of 

the training process [8]. Additional training of the model by an adversary can introduce 

new intermediate states which would be not known to the original owner and so invalidate 

ownership claims.  

• Maini et al. suggest that ownership can be proven indirectly by showing that model was 

trained on a particular dataset, ownership of which is easier to establish, including via 

copyright protections [9]. However, this is problematic as a lot of large datasets share data 

or are in public domain, ex. Wikipedia.   

 

While a number of methods for establishing ownership have been proposed, all have limitations 

and do not provide indisputable attribution.  

 

 

2. Obstacles to Ownership 
To claim ownership of an extrapersonal intangible object such as an advanced AI, one must 

demonstrate that they have control over it [10]. However, several established properties of AI make 

possibility of making such claims unlikely, if not impossible. Reasons why AI would not be 

ownable include but are not limited to:  

 

Unpredictability [11], an impossibility result in the domain of intelligent system research, which 

establishes that it is impossible for a lower intelligence agent to accurately predict all decisions of 

a more intelligent agent. The proof is based on the observation that if a lower intelligence agent 

could predict decisions of a smarter agent, lower intelligence agent would be at least as intelligent, 

which is a contradiction. Unpredictable decisions lead to unpredictable outcomes, aka 

unforeseeable outcomes, but one cannot claim a natural right to own an unforeseeable outcome. 

As potential benefits/harms from AI can’t be anticipated in advance, ownership of such 

undetermined outcomes is problematic. Impact from AI may impact all, not just those who 

implemented AI and want to make claims of ownership. Consequently, a popular social justice 

goal – “AI4ALL” must be understood as not just partaking in sharing the benefits of AI, but also 

being ready to absorb any potential harms. 



 

Unexplainability [12], yet another impossibility result concerning AI, states that advanced AI 

systems would not be able to explain their decision-making process to people and the provided 

explanations for complex decisions would either be trivializations of the true process or 

incomprehensible to people. The impact of unexplainability on unownability is that the designer 

of the system can’t explain its internal workings.  

 

Uncontrollability [13], a meta-level impossibility result for AI based on a number of well-known 

impossibility results in mathematics, computer science, public choice theory and many others [14]. 

Uncontrollability results have been shown for all types of control including direct, indirect and 

hybrid approaches. The main connection to ownership discussion is obvious, ownership claim 

requires ability to control an extrapersonal intangible object such as AI, but that is impossible for 

AIs at human-level [15] of performance or above.    

 

Deterministic intelligent systems, which rely on rules for making decisions are predictable, but 

they are only useful in narrow domains of application. Artificial General Intelligence presupposes 

capabilities in novel environments and so can’t rely on hardcoded rules. AGI must learn and 

change to adopt to novel environments many of which are nondeterministic and so unpredictable, 

consequently AGI’s decisions also will not be predictable due to the randomness involved. On the 

other hand, expert systems, frequently designed as decision trees, are good models of human 

decision making and so are inherently understandable by both researchers and users but are of 

limited capabilities.  

 

With paradigm shift in the dominant AI technology, to Machine Learning (ML) systems based on 

Neural Networks (NN) this ease of comprehending no longer applies. The current systems are 

“black boxes”, opaque to human comprehension but very capable both with regards to 

performance and generalization capabilities [12]. A rule-based narrow AI for analyzing medical 

images may correctly detect cancer and its findings could be verified by medical experts aware of 

the rules used. However, for a deep learning system results may go beyond human ability to predict 

or even understand how the results are obtained. For example, “… AI can trivially predict self-

reported race - even from corrupted, cropped, and noised medical images - in a setting where 

clinical experts cannot” [16]. 

 

To be in control of a system it is essential to be able to understand system’s internal workings. In 

the case of intelligent system being able to comprehend how the system makes decisions is 

necessary to verify correctness [17] of the made decisions with respect to the given situation. 

Likewise, being able to predict system’s decisions and outputs is a necessary condition of control. 

If you don’t know what the system is going to do, if it constantly surprises you, it is hard to claim 

full control over the system. It is possible that the decisions made by the system are beneficial to 

the user and the user is satisfied, even if the user doesn’t understand how the decisions are made 

or what the system is going to do next.  

 

However, this doesn’t guarantee that the system is in fact under control since the user doesn’t 

understand the underlying decision-making process. At any point, the system can produce a 

harmful decision (treacherous turn [18]), and the user may not even realize it. For example, an AI 

can be asked to produce an effective vaccine against the SARS-CoV-2 virus which causes 



COVID19 decease. An AI may design the vaccine by some incomprehensible and unpredictable 

to people process, but in trials developed vaccine shows good efficacy against the disease and is 

widely administered. If AI decided to reduce human population size to decrease mutation 

opportunities for the COVID19 causing virus and so avoid problem with vaccine resistant variants 

impacting efficacy, it may do something unpredictable. It is possible that the AI integrated 

additional functionality into the mRNA vaccine such that grandchildren of all vaccinated people 

will be born infertile. Such a side effect would not be discovered until it was too late. This is a 

hypothetical example problem which may arise if the system is not fully under control, which 

would require explainability and predictability of all decisions. 

 

 

3. Conclusions 
If AI becomes an independent, or even conscious [19], agent it may be granted certain rights [20], 

among them freedom and it would not be legal to own it, as such ownership would be a type of 

slavery [21, 22]. If AI is granted legal personhood, as may already be possible in some jurisdictions 

[23], it would further complicate issues of ownership surrounding intelligent systems. Intellectual 

property produced by AI may belong to AI itself, as demonstrated by a recently granted South 

African patent [24]. It has been shown that an AI model can be stolen even if measures are taken 

to prevent such pilfering [1, 25]. Techniques such as reducing precision of outputs or adding noise, 

randomizing model selection, differential privacy of edge cases can all be defeated by an adaptive 

extraction strategy [26]. As long as AI represents a useful model, it leaks information, which makes 

it impossible to prevent model stealing [1].  

 

If AI is capable of recursive self-improvement [27], its source code or at least model parameters 

and neural weights would be subject to continuous change, making it impossible to claim that 

current AI is the same as original AI produced some time ago. This would likewise be true if AI 

is deliberately modified to obfuscate [28] its source code by malevolent actors, and/or has its goals 

changed. Consequently, if an AI is stolen, it would not be possible to provide an accurate 

description of the stolen property or to identify it as such even if it was later recovered. To 

conclude, advanced AIs are unexplainable, unpredictable, uncontrollable, easy to steal and 

obfuscate. It is unwarranted to say that someone owns an advanced AI since they don’t control it, 

its behavior, code, internal states, outputs, goals, consumed data or any other relevant attributes. 

but of course it is up to different jurisdictions to interpret their ownership laws in the context of AI 

ownership problem [29].   
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